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Abstract

Deep Neural Networks (DNNs) are known to be vulnerable to backdoor attacks, where
attackers can inject hidden backdoors during the training stage. This poses a serious threat
to the Model-as-a-Service setting, where downstream users directly utilize third-party models
(e.g., HuggingFace Hub, ChatGPT). To this end, we study inference-stage black-box backdoor
detection problem in the paper, where defenders aim to build a firewall to filter out the
backdoor inputs in the inference stage, with only input samples and prediction labels available.
Existing investigations on this problem either rely on strong assumptions on types of triggers
and attacks or suffer from poor efficiency. To build a more generalized and efficient method,
we first provide a novel causality-based lens to analyze heterogeneous prediction behaviors
for clean and backdoored samples in the inference stage, considering both sample-specific and
sample-agnostic backdoor attacks. Motivated by the causal analysis and do-calculus in causal
inference, we introduce Black-box Backdoor detection under the Causality Lens (BBCaL)
which distinguishes backdoor and clean samples by analyzing prediction consistency after
progressively constructing counterfactual samples. Theoretical analysis also sheds light on
the effectiveness of the BBCal.. Extensive experiments on three benchmark datasets validate
the effectiveness and efficiency of our method.

Introduction

Deep neural networks (DNNs) have achieved tremendous success in various applications (

training large DNNs requires considerable time and computational reso
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, ;b). Despite these successes,
urces. Consequently, many users opt

to utilize third-party pre-trained models through API requests (e.g., ChatGPT), or directly download them
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from online platforms (e.g., ModelZoo, HuggingFace Hub). This setting is what we call Model-as-a-Service
(MaaS) ( 3 ; ) ; ’ )

However, DNNs are eablly attacked by injecting imperceptible backdoors during the training stage ( ,
, ). After backdoor injection, the DNN’s prediction results can

be Ina11c1ously mampulated by the adversaries whenever the input sample contains the pre-defined trigger
pattern, while it behaves normally when the input sample is benign. This vulnerability poses a serious threat
to the Maas$ setting, especially in some safety-critical applications such as autonomous driving ( ,
; ) ), medical diagnosis ( , ) and financial fraud detection ( )

).
To mitigate the threat in the MaaS setting, inference-stage black-box backdoor detection has drawn increasing

research interest. In this scenario, defenders aim to establish a firewall-style detector on the user side to reject
predictions for backdoored samples while forwarding predictions for clean samples. Several approaches have

been proposed to address this issue ( ; , ). However, some crucial challenges still
remain. @ Strong Assumptions and Low Generahzatlon Most defenses rely on strong assumptions
about the trigger pattern ( : ; , ) (e.g., sample-agnostic trigger) and are
only feasible for specific types of attacks ( , ; , ), which is impractical in MaaS
scenarios where defenders lack information about attacks and triggers. @ Low Efficiency: Some detection
algorithms ( , ) require extensive, computationally expensive image corruptions, leading to

prolonged inference time that could degrade user experience. In light of these disadvantages, our objective is
to develop a generalized and efficient inference-stage detection algorithm. This algorithm allows defenders
access only to the inference samples and their prediction labels generated by the DNNs, without any prior
information about the target model and trigger patterns.

To this end, we believe it is crucial to first address a fundamental question: What is the inner mechanism that
causes a backdoored DNN to behave normally with clean samples, but consistently predicts the target label
when presented with backdoored samples? To explore this, we introduce causal inference as a novel perspective
to unravel the mechanisms behind the heterogeneous prediction behaviors of clean and backdoored samples
through causal graphs. Specifically, our causal analysis derives that predictions of backdoored samples are
primarily misled by the spurious path introduced by the attacks, whereas those of clean samples follow the
original causal path. Notably, our causal analysis includes both sample-agnostic attacks, where triggers
are identical across all samples, and sample-specific attacks, where triggers are customized for each sample.
Analyzing this wide range of triggers through causal graphs enables us to develop a more generalized detection
method.

Following these insights, a naive detection method would be identifying the causal path that a sample follows
during the inference stage. However, this approach is infeasible due to the limited information available.
Therefore, motivated by causal interventions, which is used in causal inference to compare different potential
outcomes under different variable interventions, we develop a Black-box Backdoor detection method under
the Causality Lens (BBCaL). Specifically, we employ a simple yet effective counterfactual intervention
method by progressively adding noise to the input sample. This approach implicitly induces distinguishable
prediction behaviors between clean and backdoored samples, with theoretical analysis further elucidating its
effectiveness. Extensive experiments demonstrate that our method can defend against a broader range of
attacks with satisfactory efficiency.

In summary, the contributions of this paper include: (1) Novel Causality Lens. From the novel causality
lens, we analyze the distinct prediction behaviors of clean images and various types of backdoored images
in the MaaS setting. (2) Counterfactual Backdoor Detection Algorithm. Leveraging the causal
analysis, we develop a causality-inspired detection method that distinguishes backdoor and clean samples by
constructing counterfactual interventions and checking the consistency of the predictions. (3) Theoretical
Proof. We provide a theoretical analysis (Theorem 8) to validate our method. (4) Generaliztion and
Efficieny. Various experiments across multiple popular datasets have empirically proven that our detection
method achieves an average of > 84% AUC under a wide range of attacks with only an ignorable overhead.
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2 Related Work

Backdoor Attacks. Backdoor attacks are usually launched by poisoning training dataset. Specifically,
malicious attackers inject trigger patterns into victim samples and alter the ground-truth label to a predefined
target label. Recent research can be divided into two categories on making the backdoor attacks more stealthy
to enhance the attacks’ feasibility in practice. The first direction aims to make the trigger pattern visually
less noticeable ( , ; , ; , ). For example, ( , ) blends the
clean images with random prxels and ( , ) uses the natural reflection to construct the backdoor
trigger. The other direction aims to make the attacking process less noticeable ( ;

, ; , ; ; , ). For example, CL ( ,

) proposes a clean- label attack, which constructs backdoor samples without changing labels.

Backdoor Defenses. To mitigate the threat of backdoor attacks, various defense methods have been
proposed. As in ( , ), we categorize the existing defense methods into five categories. First,
detection-based defenses ( , ; , ; , ; , ; ,

; , ; , ) aim to explore whether the backdoors exist in the model. Second,
preprocessing-based defenses ( , ; , ) further introduce a preprocessing module
so that triggers can be inactivated. Third, defenses based on model reconstruction (

, ) directly eliminate the effect of backdoors by tuning model weights or adjusting model structures
Fourth, defenses based on trigger synthesis ( , ; , ) first reverse engineer trigger
patterns and then suppress the trigger’s effects. Lastly, training-sample-filtering-based defenses ( ,

; , ) work by first filtering backdoor samples from the training dataset, then training
the model exclusively in the remaining dataset.

Causal Inference in Backdoor Learning. Causal inference ( ; ; ,
) has been utilized as a tool to analyze attacks, defenses, and detection mechanlsms in AI securlty (

; ; , ) For instance, ( , ) explores the causality
between deep neural network outputs and subregions of input samples to uncover the working mechanism
of adversarial examples. ( , ) models the data generation process using structural causal
models to distinguish between benign and malicious out-of-distribution (OOD) data. Additionally, (

, ) proposes using causal learning to mitigate privacy attacks. However, their causality analysis
focuses on other well-established problems, such as OOD detection, adversarial example detection, and
privacy attacks, which are fundamentally different from our backdoor detection problem. Although previous
works ( , ; , ) have also explored the use of causal graphs in backdoor attacks,
our causality analysis is fundamentally different from them: Their analysis aims to provide an analysis
for training a clean model from a backdoored dataset, while our analysis aims to investigate the
distinct prediction behaviors in the inference stage for clean and backdoored images. A more detailed
comparison of the two papers is presented in Appendix O. To the best of our knowledge, this paper is the
first to provide a causality analysis of backdoor attacks in the inference stage.

3 Preliminaries

3.1 Main Pipeline of Backdoor Attacks

Let D = {x;,y;}?, denote the original dataset, where x; € R™ denotes an image sample, and y; denotes
the corresponding ground-truth label. The deployed neural network model is denoted as fy, with 6 as the
trainable parameters. Then the malicious backdoor attacker selects a subset of the original dataset (denoted
as D.) and modifies it to a backdoored version with Dy = {(&;, y¢)|®; = x; + 6(x;), (x4, y:) € D.}, where y;
denotes the target label, and d(+) is a pre-defined trigger generation function. For example, in BadNet (

, ), the trigger generation function can be formulated as 6(x;) = (t — x;) ® m, where t denotes
the trigger, and m is a binary mask defining the position of the trigger; in Blend ( , ), the
trigger generation function can be formulated as d(x;) = t, where ¢ denotes the global trigger such as random
noise. Following the taxonomy in ( ), we categorize backdoor attacks into “sample-agnostic”
and “sample-specific” based on the propertles of trigger function §(-) and provide the corresponding formal
definitions as follows:
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Figure 1: Causal graphs of the DNN’s predictions for (a) clean images, (b) backdoor images with sample-
agnostic trigger, (c) backdoor images with the sample-specific trigger, (d) counterfactual of clean images, (e)
counterfactual of backdoor images with sample-agnostic trigger, and (f) counterfactual of backdoor images
with the sample-specific trigger.

Definition 1 (Sample-agnostic Trigger). The trigger function §(x;) of sample-agnostic backdoor attacks
contain the same t, for all x;.

Definition 2 (Sample-specific Trigger). The trigger function 6(x;) of sample-specific backdoor attacks contain
different t for different x;.

Then the neural network model fy is trained on the mixture of backdoored subset D, and the remaining
clean subset D/, with the following optimization objective:

| Dy Dyl

mmZ€ fo(#:), yt) Z U(folxi), yi), (1)

where ¢(-) denotes the loss function. In the inference stage, fy exhibits normal behavior when the input
images are benign, but consistently predicts the target label y; when the trigger is present.

3.2 Problem Formulation

In this paper, we consider inference-stage backdoor detection under the black-box setting for the MaaS
following ( , ; , ). Specifically, the defender is assumed to only have access to
input images and their prediction labels generated by the DNN, without any prior information about the
backdoor attacks or the model. Our problem is hereby formally stated as follows:

Problem 3 (Inference-stage Black-box Backdoor Detection). Given a DNN fy(-), the defender aims to build
a detector A such that A(fo(Tpackdoor)s Toackdoor) = 1 if and only if the input is backdoored.

The challenge of the problem 3 stems from two factors: (1) Generalization for various attacks: A aims to
detect a wide range of backdoor attacks without prior knowledge of the target model and trigger patterns; (2)
Efficiency guarantee: Our detection algorithm is expected not to significantly impact the inference efficiency.
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3.3 Backdoor Attacks under a Causality Lens.

To unravel the complex problem 3, it is necessary to first answer a pivotal question: What causes backdoored
DNNs to consistently predict the target label for backdoored samples, yet behave normally for clean samples?
Motivated by causal inference ( , ; , ), we propose using a novel causal lens
to explore this question. Specifically, we construct causal graphs, which are directed acyclic graphs that
illustrate the causal relationships between variables, for both clean and backdoored samples (see Figure 1).
We provide a detailed analysis in the subsequent sections.

Causal Graph for Clean Samples. As shown in Figure 1(a), for a well-trained DNN, the prediction
Y of a clean image is dependent on the image content I, which consists of both semantic features S and
background features B. Thus, the causal relationship between S, B, and I is represented as (S — I + B).
For instance, consider a fish image I, where pixels related to the fish per se are the semantic features S,
and pixels related to the water and aquatic plants are background features B. A well-trained DNN makes
prediction by leveraging both fish pixels and background pixels contained in I, denoted as I — Y. This is
referred to as the direct causal path.

For backdoor samples, the analysis becomes more complicated. As illustrated in Figure 1(b) and (c), backdoor
attacks A modify images I by injecting triggers and altering image labels to the target label, represented as
I+ A — Y. This introduces a spurious path from I to Y, which lies outside the direct causal path (I — Y).
The attacks thereby serve as a confounder, which builds and strengthens the erroneous correlations between
the modified images and the target label. Consequently, predictions of backdoored images are predominantly
led by this spurious path (I + A —=Y) ( , ; , ), while the direct causal path
(I =Y) plays a minor role, symbolized by a gray dotted hne in Figure 1 (a ) and (c) This phenomenon has
been empirically highlighted in previous papers ( , ; ;

). To develop a defense method with advanced generative capabilities across a w1de range of backdoor
attacks, we explore not only attacks based on sample-agnostic triggers but also thoes with sample-specific
triggers (described in § 3.1). Specifically, we construct causal graphs for these two types of backdoor attacks
as follows.

Causal Graph for Sample-agnostic Backdoor Attacks. Sample-agnostic backdoor attacks imply that
all backdoor samples are constructed with a constant trigger pattern (see Definition 1). Therefore, valid
sample-agnostic attacks A in Figure 1(b) are solely dependent on the trigger patterns 7" while independent of
the image content, denoted as T'— A.

Causal Graph for Sample-Specific Backdoor Attacks. Sample-specific backdoor attacks imply that
each backdoor sample is paired with a unique trigger, which is invalid for any other sample. Therefore,
sample-specific attacks in Figure 1(c) depend on both the trigger patterns T' and the images I.

4 Methodology

In this section, according to the causal analysis above, we first introduce counterfactual intervention to
distinguish clean and backdoored samples by analyzing prediction consistency after progressively constructing
counterfactual samples. Causal analysis and theoretical proof are also provided to explain the mechanism of
our defense method. Then, we introduce the detailed method to detect backdoor attacks in the second step.

4.1 Step 1: Designing and Conducting Counterfactual Intervention

The above analysis sheds light on the intuition that clean samples and backdoor samples can be distinguished
by evaluating whether the model’s predictions are primarily influenced by the direct causal path or the
spurious path. However, the evaluations are challenging due to the black-box nature of DNNs and the limited
information available in our setting. In causal inference, do-calculus is usually used to compare different
potential outcomes under different counterfactual interventions on a specific variable. Specifically, do-calculus
performs counterfactual interventions by changing the original values of one variable ¢ to a counterfactual
value t' ( , ; , ). This method inspires us with the insight that, due to the
intrinsically different causal rationales behind clean and backdoored samples, as demonstrated in the previous
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causal graphs, when the same counterfactual intervention is applied to them, they may exhibit distinguishable
prediction behaviors.

Then the main question is narrowed down to the following: How to design an ideal counterfactual intervention
strategy that increases the difference between clean and backdoored samples? Traditional counterfactual
intervention in causal inference (Guo et al., 2020; Yao et al., 2021) is not suitable for image settings because
simply setting all images to a fixed value is meaningless and fails to induce different prediction behaviors
between clean and backdoored samples. In addition, the detection method is expected to be highly efficient.
Therefore, generating time-consuming counterfactual perturbations is impractical in the MaaS scenario. To
design simple and effective counterfactual interventions, we propose to use random noise, which has been one
of the most popular methods for conducting counterfactual interventions (Chang et al., 2018; Jeann: et al.,
23). In add1t1011, we also investigate other common counterfactual generatwn methods such as Iandom
mask (XGao et al., 2023) and mixup (Yu et al., 2023), in § 5.3. Empirically, random noise has proven to be
the most stable and effective method for constructmg counterfactual samples. Hence, we have adopted it in
our method. We now formalize the idea and validate the idea with causal analysis and theoretical proof.

We first define a mag;mtude set S, e.g., S= {0 6,0.2,0.4, ...,1.4}. Then, for each element o’ in S, we construct
a modified sample :Bj = x| + o’ - €, where ) denotes the mput image, n; = o’ - € denotes the additive noise,
o’ € S denotes the noise magmtude, and € ~ N(0, Lsim(z)) denotes a random Gaussian noise. The following
analysis illustrates why and how conducting interventions on clean samples and backdoored samples results
in distinct prediction results after being fed into DNN.

Prediction for Counterfactual Clean Im- ~#- BadNet
ages. In Figure 1(d), upon introducing noise, : :lgwe‘
the predictions of the counterfactual images e CleanBlend
are determined by the new images I, which o WaNet
comprise the corresponding noise N, the orig- - Clean-WaNet
inal semantic features S, and the background B ISSBA
features B. Specifically, the influence of the & CleanISSBA
original semantic and the background features T i S T R L

remains dominant when a7 is small, leading to Noise Magnitude

unchanged predictions (fp(#]) = y;). However,

predictions change after introducing a sufficient

Figure 2: Accuracy of the backdoored DNNs on benign test-

amount of noise (a is a medium value ). We set and backdoored testset under different noise magnitudes.

validate this intuition with theoretical analysis in the later part.

Prediction for Counterfactual Backdoored Images. For a backdoored image #;, we treat the modified
image &/ as a combination of a new image !/ and the original backdoor trigger #;:

:i':g = ﬁ:i + nj = & + 5(:13;:) + nj = (335 + '-’lj) + 5(933') = :B;’ + 5($§). (2)

After adding noise to a backdoored image with sample-agnostic triggers (Figure 1(e)), the original valid
trigger t; remains effective for the new image = due to a sample-agnostic trigger can poison any clean image.
As a result, the prediction of the new backdoored image continues to be influenced primarily by the spurious
path [ < A — Y. Consequently, the prediction remains unchanged until the image is significantly distorted
by noise (e.g., for large a’). For images with sample-specific triggers, as depicted in Figure 1(f), where
triggers are tailored to individual images, the original backdoor triggers become ineffective for new images.
As a result, the backdoor path (A — I ) for new images is severed, with predictions mainly influenced by new
images I. Consequently, the predictions of images promptly deviate from the original target label ¥ upon
adding noise. The theoretical proof is provided in Appendix P.

Remark 4. In summary, images with sample-specific triggers witness immediate prediction flipping upon
introducing noise, whereas clean images experience gradual outcome changes in response to noise intensity.
Images with sample-agnostic triggers, however, maintain stability even with considerable added noise.

4.1.1 Preliminary Experiments

To further validate above analysis, we conducted a preliminary study to substantiate the phenomenon.
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Setting. We consider four popular backdoor attacks, specifically BadNet ( , ), Blend (

, ), WaNet ( , ), and ISSBA ( , ), where BadNet and Blend
correspond to sample-agnostic backdoor attacks, while WaNet and ISSBA correspond to sample-specific
backdoor attacks. All experiments are conducted on CIFAR-10 using ResNet18 as the neural network
architecture. To successfully inject backdoors into the target model, we train the neural network for 200
epochs to achieve a clean accuracy of at least 90% and an attack success rate of at least 98%. For each
backdoored and benign testset, we record the classification accuracy at different magnitudes of noise and plot
the resultant curves in Figure 2. Specifically, to calculate the prediction accuracy of counterfactual samples,
we consistently use the original labels from both the benign and backdoored test sets as the ground truth.

Observation. Note that the x-axis denotes the noise magnitude and the y-axis denotes the accuracy
performance. Experiments conducted on clean and poisoned datasets under various backdoor attacks are
plotted using different markers. For example, the accuracy performance on the backdoored and benign
testset under the model backdoored with BadNet are drawn in blue and red color, respectively. As shown in
Figure 2, as the magnitude of the noise increases, the accuracy curves for the benign test set steadily decrease.
In contrast, those for the backdoored testset fall into two categories: 1) for sample-agnostic backdoor attacks
like BadNet and Blend, accuracy performance is largely unaffected by noise magnitude; 2) for sample-specific
backdoor attacks like WaNet and ISSBA, accuracy performance shows a sharp decline with only a small
increase in noise. This observation aligns with the intuition discussed in the previous section.

4.1.2 Theoretical Analysis

Furthermore, we employ the neural tangent kernel (NTK) ( ,

, ) as a theoretical framework to shed light on the above phenomenon Under the assumptlons of
NTK, a deep neural network with infinite width can be approximated as a linearized network. Hence, We
first introduce an important lemma of NTK that is key to our proof.

Lemma 5 (Infinite width networks as linearized networks ( , )). Let f(z) denote a fully-connected
neural network with L hidden layers, each with width n; for 1 =1,..., L. Let f;(x) = h**t(x) € * denote
the output of the neural network at time t. For a neural network fi(x) with infinite width, let © denote the
corresponding deterministic kernel, and flm( ) denote the linearization of fi(x). If the learning rate n satisfies
N < Neritical = 2 (Amin(©) + )\mm(@))f , where Apyin /maz(©) are the minimum and mazimum eigenvalues of
©, respectively, then for every x € ™ with ||z|l2 < 1, as n — oo and t — oo, fi(x) converges in distribution
to the same Gaussian distribution as the linearized model ©(Xr, X)@_ly.

Following ( , ; ), we leverage the RBF kernel and treat the DNN as a k-way kernel least
square classifier. Under Lemma 5, the regression solution for the NTK is as follows:

S O, xi) -y
SN O, @) + Y0 6, z;)

() = (3)

NP
ZNb o, z;) 'yt—"_Zj:l O, ;) -yt
N N,
Zi:hl 6() ml) + Zj:l 6(7 wj)
where ¢%(-) and ¢7(-) € represent the predicted probabilities of class ¢ and class t based on f(-;0) for
clean samples and backdoored samples, respectively. N, and N, denote the number of clean and backdoored

samples, respectively. x; and x;, represent benign samples and benign samples specifically from class g,
respectively. x; represents the poisoned samples. y, and y; are the corresponding one-hot labels for class

o () =

: (4)

¢ and target class t, respectively. The kernel function O (z,x;) = e~ 2V/l@—=ll* (y > 0) is used. Given the
assumption that training samples are evenly distributed, there are =% bemgn samples belonging to each class.
Without loss of generality, we assume y, = 1 for class g while others are set to 0. The regression solution is
then expressed as:

Efvjl/k O(-, xiq)

¢b
= SN O, @) + X0 O, x;)

(5)
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Figure 3: Pipeline of BBCaL. Upon receiving a target image x; from the user, BBCaL first generates a
counterfactual 'preflight batch’ by incrementally introducing noise to x;. These counterfactual images are
then fed to the DNN fy() to obtain predictions. Subsequently, the FPS score is computed based on these
predictions. Finally, BBCal. employs the FPS score to discern and decline queries from identified backdoored
images while approving and outputting predictions for clean images.

SO, @) + 07 O, x))
() = = : . 6
" SN O, a) + X 6, z;) )

Theorem 6 (Prediction consistency for clean samples). Let Nj, denote the total number of benign samples,
and let % represent the number of benign samples in a specific class. Given a well-trained backdoored model
fo and a clean input = from class q, define « = [||& — x4]|?]] and 8 = [||& — 2/4||?], where x4 and x,
denote benign samples from class q and benign samples from other class, respectively. Assuming that x,,
follows a Gaussian distribution, if we perturb the clean input with scaled Gaussian noise € ~ N (0,a;I), the
az+1,;7’ym_52

2(8-a)

prediction remains unchanged until € >

Proof. The proof is provided under Lemma 5 and detailed in Appendix P. O

The above theorem states that if the introduced noise € is small, the prediction for clean samples remains
a2+ 13 m _ g2
e

the theoretical analysis for backdoored samples is provided in Appendix P. Hence, we can distinguish clean

samples and backdoored samples by the different thresholds of prediction flipping in terms of counterfactual
samples.

unchanged until € > . This result is consistent with our causal analysis. Due to space constraints,

4.2 Step 2: Detecting Backdoor Samples

With the proposed counterfactual analysis, a straightforward method for detecting backdoored samples is as
follows: We can progressively add random noise to the input image and use the minimum noise magnitude
that flips the prediction results to determine whether the input is clean or not.

Formally, given a DNN fy(-) and a test sample @x;, we obtain a batch of counterfactual samples by progressively
adding noise to the test sample, denoted as the “preflight batch”, consisting of modified images: P; =
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[37:}, z2, ..., :i'l l]. After querying the deployed DNN with the preflight batch, we record the corresponding

prediction results for the sample x;: R; = [fg(:i}), fo(22), ..., fg(:i}L ‘)}

As discussed in § 4.1, the position of prediction flipping differs in clean and backdoored images. To exploit
this difference, we introduce a novel metric, the Flip Position Score (FPS), to measure the prediction changing
time (detailed algorithm in Appendix C). For each sample, x;, the FPS is defined as

FPS(x;) = min{j| fo(2]) # fo(2})}. (7)

In essence, FPS computes the index that the prediction result fp(& ) differs from the initial result fo(Z}).
Backdoored images typically have extremely low or high FPS scores, Whereas clean images often have scores
centered around the median. Hence, if FPS(x;) lies within the threshold range [a, (], the sample is classified
as clean; otherwise, it is considered a backdoored sample. An overview of this approach is provided in
Algorithm 2 and visualized in Figure 3. Details about the magnitude set and threshold range are elaborated
in the experimental section.

5 Experiments

5.1 Experimental Settings

Datasets and Models. Following ( ; ), we choose three
popular datasets for evaluating the eﬁectlveness of our proposed method CIFAR 10 ( , ),
GTSRB ( , ), and ImageNet-subset (git). The details of the three datasets are listed in
Table 3. For CIFAR-10 and GTSRB, we train with the popular ResNet ( , ). However, for the
ImageNet-subset, we opted for the EfficientNet architecture ( , ) as it reports a higher accuracy.

Attack Baselines. We choose 9 backdoor attacks from the well-established recent works as our baselines:
1) BadNet ( ) ), 2) Blend Attack ( , ), 3) Label-Clean ( ) ),
4) SIG ( , ), 5) WaNet ( , ), 6) ISSBA ( , ), 7) Adaptive
Blend ( , ), 8) Filter ( , ), and 9) DFST ( , ). All attack baselines
are implemented with the open-sourced backdoor learning toolbox ( , ). More details of each
attack method can be found in Appendix F.

Defense Baselines. Based on our setting, it is assumed that defenders can only access the prediction results

and the input images. Therefore, we compare our method with ScaleUP ( , ), which perfectly
fits the setting. In addition, we compare our method with Frequency ( , ) and LAVA ( ,
), which require an additional validation set, and STRIP ( , ), which requires additional

prediction probability information from the DNN model. More details about the defense baselines are in
Appendix G.

Implementation Details. Following the previous works in backdoor defense ( , ), the poisoning
ratio for backdoor attacks is set as 10% as default. The length of the magnitude set S has been set to 7
based on the experiments described in Section 5.3. According to our previous analysis, alpha should be small
to detect sample-specific backdoor attacks, while 8 should be large to identify sample-agnostic backdoor
attacks. Hence, the values of a and /3 are set as 1 and 6, respectively, which represent the first position and
the second-to-last position in the magnitude set. All the hyperparameters are evaluated with ablation studies
in the later part. Full details of the implementation are provided in Appendix J.

Evaluation Metrics. Following the existing works in backdoor detection ( , ; ;
), we choose the precision (P), recall (R), and the area under receiver operating curve (AUROC) as the
evaluation metrics.

5.2 Main Results

Table 1 presents the main result, where we compare our method with other defense baselines against various
backdoor attacks on three datasets. For each metric, we mark the highest value with the bold font and the
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Table 1: Comparison of the proposed method with other baseline defense methods in terms of precision(P),
Recall(R), and AUROC(AUC).
‘ Defense Method

Dataset ‘ Attack Method | STRIP ! Frequency 2 LAVA 2 Scale-UP Ours
‘ P R AUC P R AUC P R AUC P R AUC P R AUC
BadNet 0.85 0.99 098 0.76 0.64 082 070 0.57 078 0.88 1.00 0.93 0.85 1.00 0.91
Blend 081 082 0.89 082 0.89 090 051 045 0.67 055 034 056 0.83 0.97 0.90
WaNet 040 0.10 046 0.16 0.04 027 036 0.01 071 074 080 0.78 0.81 0.90 0.95
ISSBA 0.55 049 049 055 025 056 053 0.01 077 079 099 092 0.90 1.00 0.95
CIFAR-10 Label-Clean 0.89 045 091 067 061 0.74 050 095 08 076 096 091 0.82 0.97 0.96
SIG 052 099 0.84 056 060 0.85 043 050 058 032 045 048 0.80 1.00 0.90
Adaptive Blend 0.50 1.00 094 045 046 0.64 050 1.00 0.50 058 0.74 0.62 0.81 0.73 0.96
Filter 048 035 054 050 0.99 050 044 068 0.70 049 065 051 0.64 0.99 0.80
DFST 051 099 070 050 1.00 045 0.67 054 0.72 046 055 0.57 0.78 0.99 0.90
‘ Average 0.61 068 0.75 055 0.61 064 052 0.52 070 062 072 0.70 0.80 0.95 0.91
BadNet 0.50 098 0.83 053 098 0.95 060 046 064 0.66 0.99 0.87 0.74 0.99 0.85
Blend 056 099 0.84 053 0.99 097 0.72 068 0.76 056 0.74 059 0.76 0.99 0.87
WaNet 053 094 075 052 092 065 0.63 045 0.67 074 087 0.86 0.98 0.93 0.91
ISSBA 050 097 0.72 053 0.99 091 054 040 058 063 089 078 0.75 0.95 0.93
GTSRB Label-Clean 0.61 048 0.68 048 0.84 0.60 0.52 0.90 0.68 049 0.58 0.51 051 0.68 0.76
SIG 049 0.68 050 050 0.94 060 0.74 075 0.80 049 0.69 050 0.83 0.92 0.90
Adaptive Blend 0.50 1.00 0.75 0.52 094 0.58 0.52 057 064 040 051 0.65 0.67 0.80 0.73
Filter 0.50 1.00 0.25 050 048 034 061 0.58 055 046 063 0.56 0.73 0.78 0.80
DFST 050 0.99 0.88 0.50 1.00 032 0.65 063 0.70 057 098 0.75 0.72 1.00 0.82
Average 052 089 0.69 051 0.90 066 0.61 060 0.67 056 0.76 0.67 0.74 0.89 0.84
BadNet 090 067 092 077 092 0.84 065 047 074 050 029 0.60 087 0.98 0.93
Blend 051 1.00 0.69 0.78 091 0.87 0.64 055 0.68 064 043 070 0.67 0.77 0.83
WaNet 051 096 055 063 052 065 059 049 072 074 081 0.82 0.88 0.97 0.93
ISSBA 057 092 0.60 076 042 062 0.58 056 055 070 0.87 0.81 0.89 0.95 0.94
ImageNet-subset Label-Clean 0.63 048 0.64 052 079 054 046 0.85 0.62 051 053 052 062 0.73 0.80
SIG 0.73 091 0.88 066 068 0.72 0.68 056 066 046 065 0.55 0.67 055 0.75
Adaptive Blend 049 1.00 0.73 050 1.00 0.57 0.54 056 0.63 048 053 0.62 0.75 0.87 0.80
Filter 054 0.97 046 061 059 060 044 065 0.67 049 0.70 051 0.69 0.75 0.77
DFST 052 0.93 051 063 057 062 048 067 0.68 055 0.73 064 0.73 0.78 0.82
‘ Average 0.60 0.87 0.66 0.65 0.71 0.67 0.56 060 0.56 056 056 0.64 0.75 0.81 0.84

L STRIP requires additional prediction probability information.
2 Frequency and LAVA both require an additional validation set.

second highest value with an underline. As the table suggests, our method achieves a promising performance
on all three datasets against various attack methods. Especially for sample-specific backdoor attacks (e.g.,
WaNet and ISSBA), our method has been shown to be significantly better than the baseline defenses. Note
that in our defense baselines, STRIP requires additional prediction probability information from the DNN
model to detect backdoored samples, while our method only depends on the prediction labels. Moreover,
Frequency and LAVA leverage an additional validation set, which is also not required by our method. Our
method has performed on par or even surpassed these three baselines with less information about the DNN
model and the dataset. SCALE-UP is developed for the same setting as our method. However, it shows a
much worse performance when defending against the Blend attack. This can be attributed to the Blend
attack utilizing a global trigger (e.g., Hello-kitty-like image), while the scaling operation in the SCALE-UP
can easily destroy the feature information contained in the global trigger pattern. It is also noted that our
method is seemingly less effective on Filter and DFST, compared to our promising performance on Badnet
and Blend. We provide further discussion on this observation in the Appendix I.

5.3 Ablation Studies

The impact of the poisoning ratio and trigger size. To evaluate the effectiveness of BBCaL against
different levels of poisoning ratio, we present the experimental results on CIFAR-10 in Figure 4. The results
indicate that our method generally achieves stable performance across various levels of poisoning. Furthermore,
Figure 7 shows that the performance of BBCal remains stable across various trigger sizes, where the x-axis
denotes the ratio of trigger size to image size in terms of length unit.

10



Published in Transactions on Machine Learning Research (12/2024)

BadNet WaNet ISSBA
1.0 | e e Emm e e sy | 1.6 1.0 P 1.0
e o o o o o o .
A A R »
A Vs
* " A . K
0.9 * x 0.9 0.9 0.9 - »
= ] e
0.8 /—‘\v/* Precision 8.8 0.8 6.8
-# Recall
4 AUC
0.7+ T T T 1 0.7+ T T T 1 0.7+ T T T 1 0.7 T T T 1
0.0 0.1 0.2 8.3 0.4 0.0 0.1 0.2 0.3 0.4 0.0 0.1 0.2 0.3 0.4 0.0 0.1 0.2 0.3 0.4
Poisoning Ratio Poisoning Ratio Poisoning Ratio Poisoning Ratio
SIG DFST Filter LC
1.0 .y o 1.0 1.0 /_.\\.\./._. 1.1
0.9 0.9 e 0.9 N R I N
« A 8.9 .
0.8 0.8 e . 0.8 « [ v .
Vo N
0.7 0.7 0.7 oo
8.7 —9
6.6 T T T T 1 0.6 T T T T 1 0.6 T T T T 1 6.6 T T T T
0.0 0.1 0.2 0.3 0.4 0.0 0.1 0.2 0.3 0.4 0.0 0.1 0.2 0.3 0.4 0.2 0.3 0.4 0.5
Poisoning Ratio Poisoning Ratio Poisoning Ratio Poisoning Ratio
Figure 4: Performance with different poisoning ratios.
Table 2: Comparison between other common counterfactual generation methods
‘ BadNet Blend ‘WaNet ISSBA Label-Clean SIG Adaptive Blend Filter DFST

Method P R AUROC P R AUROC P R AUROC P R AUROC P R AUROC P R AUROC P R AUROC P R AUROC P R AUROC

mix-up | 0.50 1.00 0.98 0.52  1.00 0.99 0.49  0.98 0.80 0.50  0.99 0.76 0.85  0.90 0.90 0.45  0.78 0.65 0.79  0.80 0.82 0.51  0.85 0.72 0.51  1.00 0.57

mask 0.57  1.00 0.89 0.55 1.00 0.88 0.53  0.81 0.47 0.54  0.89 0.83 0.76  0.96 0.87 0.56  0.60 0.56 0.78  0.76 0.82 0.48  0.64 0.62 0.68  0.62 0.71

noise | 0.85 1.00 0.91 0.83 097 0.90 0.81  0.90 0.95 0.90 1.00 0.95 082 0.97 0.96 0.80 1.00 0.90 0.81 0.73 0.96 0.64 0.99 0.80 0.78  0.99 0.90

The impact of counterfactual generation method. Apart from random noise, other counterfactual
generation methods, such as random masking (Xiao et al., 2023) and mixup (Yu et al., 2023), have also been
widely used to generate counterfactual samples. To assess the impact of counterfactual generation design,
we compare the performance of the default random noise strategy with the mixup and the random masking
strategy on CIFAR-10 dataset and report the results in Table 2. As the table suggests, random noise shows
the most stable and satisfactory performance across all types of backdoor attacks. A possible explanation is
that random noise enables the generation of counterfactual samples with finer granularity.

The impact of magnitude set. Figure 5 and Figure 11 presents a series of heatmaps, showing the
performance of BBCaL. under different combinations of length and step against different backdoor attacks.
In particular, length represents the length of the magnitude set , and step represents the difference between
two adjacent noise values in the magnitude set. As shown, the performance of our method generally achieves
satisfactory performance with a length of 7 and a step of 0.2.

5.4 Discussion and Visualization

Efficiency Testing. Efficiency is of critical concern in our setting, since user experience is expected to not
be significantly affected by the detection algorithm. Therefore, we compare the inference time consumption
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Figure 6: Comparison of inference time. different trigger size.

before and after adopting the detection algorithms and report the corresponding results in Figure 6. The
results demonstrate that our BBCaL ranks as the top-2 most efficient algorithm, exhibiting a trivial overhead
compared to the vanilla inference time consumption (without detection algorithm), which proves the efficiency
of our method.

Score Distribution. To visually demonstrate the effectiveness of BBCal,, we plot the distribution of the
FPS values for backdoored samples and clean samples in Appendix L. As the figure suggests, the FPS values
for clean samples are centered in the middle, but those for backdoored samples lie on the two sides, aligning
with the causal analysis derived in the last section.

Defences against Adaptive Attacks. We consider a practical scenario where an attacker has prior
information about our deployed defense method. Then, instead of training backdoored models as in
Equation 1, the attacker might add an additional term to the loss function to evade our backdoor detection.
Specifically, the adaptive loss function would be,

[Dyel | Dy | Dy

maiﬂ Z €(fo(xi),y:) + Z E(fo(i),ye) + Z E(fo(£: +m - €:),4i), (8)

where €; is a random Gaussian noise added to each Adaptive Attacks

backdoor sample &;, and m is the magnitude multi- 100

plier of the added noise. Intuitively, this loss function R

makes the prediction behaviors on backdoored images o8 2;;C7515n———ﬂ______ '

more similar to those on clean images when the noise 0.69 = Recall o

is added. To evaluate the effectiveness of our detection - AUC

method, we provide results with varying m against o0 o2 o+ o8  oe

BadNet attack on CIFAR-10 dataset on Figure 8. As m

the figure suggests, the performance is consistently Figure 8: Performance against adaptive attacks with

satisfactory with m varying from 0.1 to 0.7. varying m.

6 Conclusion and Future Works

In this paper, we propose an effective method for solving the input-level black-box backdoor detection problem.
Our method is firstly motivated by a novel perspective for analyzing the heterogeneous prediction behaviors
for backdoored samples and clean samples, and further supported by a strict theoretical analysis. Then by
leveraging the causal insight, our detection algorithm introduces counterfactual samples as an intervention
in the prediction behaviors to distinguish backdoored samples and clean samples. Extensive experiments
across popular datasets demonstrate the effectiveness and efficiency of our method. Despite these satisfactory
results, there are still several directions that can be explored in the future. Firstly, how to construct an
automatic algorithm for determining the magnitude set S? Meta information such as the mean and variance
of the training dataset might be helpful in the algorithm design. Secondly, we focus solely on classification
task in the experiment. It would be promising if the methodology can be also adapted to other tasks such as
generation.
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A Appendix
B Preliminary Experiment on Counterfactual Examples

C FPS score

Algorithm 1 FPS Score Calculation.

Input: Prediction results fy(FP;) = [fe(ﬂL fo(Th), ..., fg(fcf )
FPS =| |
for j=1to| | do
if fo(%}) # fo(%}) then
break
else
FPS = j
end if
end for
return FPS

D Algorithm

Algorithm 2 The Backdoor Detection Method.
Input: Dataset Dicst = {(®1,y1), -y (Tn,Yn)}; Target Model fy; detection threshold [, 8]; magnitude set

for i=1tondo
Construct the preflight batch P; = {:Ell, z?, ,{izll l} for each (x;,y;) € Diest given
Obtain the prediction result for the query P;, [.fg(fi), fo(3%), ..., fo (;Z"T |-
Compute the score on x; following Algorithm 1 in Appendix C.

end for

Filter backdoored samples by threshold [, §].

E More Details about Dataset

The details of the dataset are given in Table 3.

Table 3: Statistical information about the Datasets

Dataset ‘ Image Size # of Training samples # of Testing Samples # of Classes

CIFAR-10 32 x 32 x 3 50,000 10,000 10

GTSRB 32 x 32 x 3 39,209 12,630 43
ImageNet-Subset | 224 x 224 x 3 9,469 3,925 10

F More Details about Attack baselines

All the attack baselines are implemented with the open-sourced backdoor learning toolbox (
The details of the attack baselines are as below:

« BadNet ( , ) employs grid-like pixels as the triggers for each of the backdoored samples.
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Figure 9: Visualization of backdoor samples on CIFAR-10 dataset.
e Blend (Chen et al., 2017) employs a hello-kitty-like image and blends it with each of the backdoored

samples.

o WaNet (Nguyen & Tran, 2021) employs the interpolation method and generates sample-specific triggers
for each of the backdoored samples.

o ISSBA (Li et al,, 2021b) generates sample-specific trigger patterns through an encoder-decoder network.

e LC (Shafahi et al., 2018) employs perturbations to modify the original images and then conducts invisible
backdoor attacks.

e« DFST (Cheng et al., 2021) conducts the invisible backdoor attacks in the feature space via style transfer.
They first train a style—transfer GAN model on sunset weather datasets and then employ the trained GAN
model to construct backdoor images so that the backdoor images have a style of sunset.

o SIG (Barni et al., 2019) conducts the invisible backdoor attacks with sinusoidal signal.

o Filter (Liu et al.; 2019) constructs backdoor images by employing filters such as the Nashville filter as the
trigger pattern.

o Adaptive Blend (O et al., 2022) constructs backdoor samples by first partitioning the standard trigger
patterns into several patches in the training stage. But in the inference stage, backdoors are activated
with the standard trigger pattern.

We present a visualization of the backdoored image generated by different backdoor attacks in Figure 9.

G More Details about Defense baselines

In this section, we introduce the basic parameter setting for each of the defense baselines.

e STRIP (Gao et al, 2019): We follow the official implementation of STRIP!. Specifically, 100 samples
are iteratively superimposed on the given sample and we record the classification probabilities generated
by the DNN model. Subsequently, an entropy value is calculated based on the 100 probability values
to determine whether the given sample is a backdoor or not. A higher entropy value denotes a higher
probability of being backdoored.

o Frequency (Zeng et al., 2021): We follow the official implementation of Frequency?. Specifically, we
employ a 6-layer CNN model as the backbone architecture of the binary detector and train it for 50 epochs
on an additional validation set of 1000 samples. The binary detector determines whether the given sample
is clean or backdoored by analyzing the Fourier transform of the original image. Subsequently, we use the
probability of being identified as “backdoored” as the score for each sample.

o LAVA (Just et al,, 2023): We follow the official implementation of LAVA®. Specifically, we determine the
data valuation of each data sample in the test set by calculating the proposed calibrated gradient in the
original paper. A higher gradient value denotes a higher probability of being backdoored.

Thttps://github.com/garrisongys/STRIP
2https://github.com/YiZeng623/frequency-backdoor
Shttps://github.com /ruoxi-jia-group/LAVA
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Table 4: Details about the deployed DNN models

‘ Attack Method
Dataset | | BadNet Blend WaNet ISSBA SIG LC DFST Filter Adaptive Blend

| CA (%) ASR (%) CA (%) ASR(%) CA (%) ASR (%) CA (%) ASR (%) CA(%) ASR(%) CA (%) ASR(%) CA (%) ASR(%) CA (%) ASR(%) CA (%) ASR (%)
CIFAR-10 | 92 100 92 100 92 200 91 100 92 100 88 100 90 100 89 100 90 100

GTSRB 97 100 97 100 96 100 96 100 96 100 90 100 87 100 92 100 92 100
TmageNet 83 100 83 100 82 100 83 100 83 100 80 97 80 96 82 99 80 92

« SCALE-UP ( , ): We follow the official implementation of SCALE-UP *. Specifically, the
scaling set is chosen as S = {1,3,5,7,9} for all the experiments. The proposed SPC value is calculated for
each of the samples, where a higher SPC value denotes a higher probability of being a backdoor sample.

H More Details about the Deployed DNN Models

We provide the details about the deployed DNN models in Table 4, where CA denotes the clean accuracy
and ASR denotes the attack success rate. Note that for each experiment, we run the experiment three times
and record the average performance of CA and ASR.

| Experimental Discussion

Our explanation is that, for semantic backdoor attacks such as Filter, and DFST, they all rely on semantic
features as a trigger to launch backdoor attacks. For example, Filter relies on a specific filter, and DFST relies
on a style transfer learned from a couple of sunset images. Therefore, when running our detection method
over these backdoor attacks, it is observed that the distributions of these backdoor samples’ FPS scores
tend to be slightly closer to the clean samples’” FPS scores. Specifically, (1) when we start adding random
noise, the prediction label of these backdoor samples will not immediately change; (2) when we gradually add
larger magnitudes of random noise, the prediction label of these backdoor samples will ultimately change
with a faster speed than the clean samples, potentially because the semantic features in the trigger are not
as complex as those in the clean image. Thereby, observation (1) makes the FPS not as low as the typical
sample-specific backdoor attacks such as WaNet; and observation (2) makes the FPS not as stably high as the
typical sample-agnostic backdoor attacks such as BadNets. Although it is slightly less effective, our method
still outperforms the baselines. These experimental findings pose a noteworthy question that might be helpful
for further refining our method. Inspired by this interesting question, we’d like to leave more explorations in
the future works.

J  More Details about Implementation

Following the prior works in backdoor defences ( , ), the poisoning ratio for backdoor attacks is
set as 10% as default. The a and S values are set as 1 and 6, respectively. It is noted that the design of the
magnitude set is a non-trivial question. If the set is too short, the granularity might not be fine-grained
enough to distinguish between backdoor samples and clean samples, which is detrimental to meeting the
effectiveness requirement. However, if the set is too large, the efficiency requirement cannot be satisfied. To
achieve a balanced trade-off between the two sides, we have chosen 7 as a moderate length for the magnitude
set, where the noise magnitude increases linearly starting from 0 with a step length of 0.2. For « and S, we
choose 1 and 6 for all datasets, respectively. As shown in Figure 10, they are stable to distinguish backdoor
and clean samples across all datasets. All the experiments are evaluated on an NVIDIA RTX A5000 GPU
with 24GB GPU memory.

K Comparison of different counterfactual generation methods

The impact of counterfactual generation method Apart from random noise, other methods, such
as random masking ( , ) and mixup ( , ), have also been extensively used for

4https://github.com/JunfengGo/SCALE-UP
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Figure 10: Comparison of FPS score distribution between backdoored and clean images

generating counterfactual samples. To assess the impact of counterfactual sample design, we compare the
performance of our method with mixup and random masking on CIFAR-10 dataset and report the results in
Table 2. As the table suggests, random noise shows the most stable performance across all types of backdoor
attacks. A possible explanation is that random noise enables counterfactual sample generation with finer
granularity.

L Score distribution

To visually demonstrate the effectiveness of BBCaL, we plot the distribution of the FPS values for backdoor
samples and clean samples in Figure 10. As the figure suggests, the FPS values for clean samples center in
the middle but those for backdoor samples lie on the two sides, aligning with the causal analysis derived in
the last section.

M  More Details about Defending Multi-Trigger Backdoor Attacks (MTBAs)

We first formulate the MTBAs problem following ( , ): For the MTBAs, we randomly selected
a subset of training samples, D., which was then uniformly divided into m smaller subsets, denoted as
D, = {DF}m . Each D¥ received a randomly chosen trigger from a trigger function pool T = {0;}7" |,
forming DF = {(zF,yf) |zl = 2% + 6, (a¥),2% € DF}. Different target labels were randomly assigned to
different triggers. The training model on this multi-trigger poisoned dataset {D{f}?:l is formulated as follows:

Hgn (Iuyi)ND/c [L(f9 (‘Tl)a yl)} + Z (xj,yj)ND]’JC [L(fe (:Cj)7 y])}
k=1

To evaluate the effectiveness of our detection method in the MTBAs setting, we consider a challenging
experiment setup: the trigger pool contains both sample-agnostic and sample-specific triggers. This challenging
setting helps us to explore the effectiveness of our model under the mixture of both sample-agnostic and
sample-specific triggers. Specifically, we used BadNet and WaNet on CIFAR-10 dataset, which belong to the
sample-agnostic and sample-specific attacks, respectively. After backdoor learning over the dataset poisoned
with BadNet and WaNet, we obtain a model which achieves 92% in CA, 98% in WaNet ASR, and 100% in
BadNet ASR. Then, we run the detection methods on a test dataset which consists of 5000 BadNet-poisoned
samples, and 5000 WaNet-poisoned samples. The results are shown in Figure 5.

It is observed that our method still outperforms other baselines, preliminary demonstrating that our method
works well in the MTBASs setting. For the causal analysis under the MTBASs setting, the causal structure
employed for analyzing MTBAs depends on what trigger is used by the attackers in the inference time.
For example, if BadNet is utilized, it corresponds with the causal analysis of backdoored images with
sample-agnostic triggers, resulting in a very high FPS. Conversely, if WaNet is used, it aligns with the causal
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‘Precision Recall AUROC

STRIP 0.69 0.57 0.62
Frequency 0.40 0.23 0.54
LAVA 0.52 0.21 0.63
ScaleUP 0.68 0.61 0.70
Ours 0.80 0.92 0.91

Table 5: Performance comparison on defending multi-trigger backdoor attack.

analysis of sample-specific backdoor samples, resulting in a very low FPS. Regardless of the trigger employed,
backdoored samples can be effectively distinguished from clean samples.

N More Details about Other Potential Adaptive Attack

In this section, we explore another potential adaptive attack, specifically composite backdoor attack, on
CIFAR10 dataset. Notably, this attack is successfully injected with an attack success rate of 95% and a clean
accuracy of 92%. Below are the comparison results for the detection effectiveness:

‘Precision Recall AUROC

STRIP 0.10 0.03 0.14
Frequency 0.34 0.44 0.55
LAVA 0.46 0.38 0.49
ScaleUP 0.55 0.61 0.62
Ours 0.70 0.62 0.76

Table 6: Performance comparison on defending composite backdoor attack.

As shown, our method outperforms the other baselines in detecting composite backdoor attacks. However,
we also observe that the precision/recall values are lower than those of BadNet or Blend. The explanation is
that composite backdoor attacks belong to the category of semantic backdoor attacks, which challenges the
effectiveness of our detection method.

O Comparison with ( . ) and ( : )

Causal inference is also used in ( , ), where they view the backdoor attack as a confounder in
the data poisoning process. However, Our causality analysis is fundamentally different from that in (
, ) with the three aspects:

Analysis Objective Their analysis aims to provide a theoretical analysis for training a clean model from
a backdoored dataset, while our analysis aims to investigate the distinct prediction behaviors of clean and
backdoored images from a causal perspective.

Analysis Content Their analysis uses causal graphs to model the generation process of backdoor data
in the training stage, while our analysis focuses on DNNs’ prediction behaviors in the inference stage
when input with different types of data. Although similar structures are used (e.g., I < A — Y'), the actual
meaning of each edge are fundamentally different. For example, in [1], A — Y means backdoor attackers will
"change the labels to the targeted label" when constructing backdoor samples (evidenced by §3.2 of (

, )), but in our setting, A — Y means that backdoor attacks will make the backdoored DNNs
predict the input image as label Y.
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Analysis Usage Their analysis aims to adjust confounder, by disentangling backdoor path and causal path
in the model training process. However, our causal analysis works as a guideline for distinguishing backdoor
samples and clean samples in the inference stage.

( , ) also explored causality in the fields of language models, where front-door adjustment in
causal inference was used to fine-tune a pre-trained language model as the defense model to correct predictions.
In addition to the significant differences between fields (backdoor attacks in computer vision and backdoor
attacks in NLP), causal analysis was used for different purposes. Hence, this approach is infeasible for our
task due to limited information and efficiency requirements.

P Proof

We first introduce an important lemma that is key to our proof.

Lemma 7 (Infinite width networks as linearized networks ( , )). Let f(x) denote a fully-connected
neural network with L hidden layers, each with width n; forl =1,... L. Let f;(x) = h**tl(x) € * denote
the output of the neural network at time t. For a neural network fi(x) with infinite width, let © denote the
corresponding deterministic kernel, and f/"(x) denote the linearization of fi(x). If the learning rate n satisfies
N < Neritical = 2 (Amin(©) + )\max((a))_l, where Arin /maz(©) are the minimum and mazimum eigenvalues of
©, respectively, then for every x € ™ with ||z]l2 <1, as n — 0o and t — oo, fi(x) converges in distribution

to the same Gaussian distribution as the linearized model ©(Xr, X)O~1Y.

Our proof is grounded in the intuition that, although directly analyzing a black-box DNN is notoriously
challenging, recent studies on the Neural Tangent Kernel (NTK) ( , ) have shown that a DNN
with infinite width can be treated as a linearized network. Following ( , ; ), we leverage
the RBF kernel and treat the DNN as a k-way kernel least square classifier. Under Lemma 7, the regression
solution for the NTK is as follows:
N

() = = O T b ©)

A — N, )

Zi:b1 O, x;) + Z_j:pl o, ;)

b O m) y+ Y O, x)
() = Zﬁi”l@(-,wi)Jijy:l@(»wj) ; (10)

where ¢g(~) and ¢V () € represent the predicted probabilities of class ¢ and class ¢ based on f(-;0) for
clean samples and backdoored samples, respectively. Ny and N, denote the number of clean and backdoored
samples, respectively. x; and x;, represent benign samples and benign samples specifically from class g,
respectively. x; represents the poisoned samples. y, and y; are the corresponding one-hot labels for class

q and target class ¢, respectively. The kernel function ©(x,x;) = e~ 2V lle—ill* (v > 0) is used. Given the
assumption that training samples are evenly distributed, there are % benign samples belonging to each class.
Without loss of generality, we assume y, = 1 for class g while others are set to 0. The regression solution is

then expressed as:

SMEO(, @)
P() = P , H
¥ SN O, @) + Y0 O, x)) )

SNEO( @) + XN O, 25)
() = J . 12
¥ SN O, @) + X0 O, x;) (2

P.1 Proof of perturbation on clean images

Theorem 8 (Prediction consistency for clean samples). Let N, denote the total number of benign samples,
and let % represent the number of benign samples in a specific class. Given a well-trained backdoored model
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fo and a clean input  from class q, define « = [||lx — x,4||?]] and 8 = [||lx — x/4|[*], where x4 and x,

denote benign samples from class q and benign samples from other class, respectively. Assuming that x,,

follows a Gaussian distribution, if we perturb the clean input with scaled Gaussian noise € ~ N(0,a;I), the
2, Inm _ 2

prediction remains unchanged until € > %

Proof. The proof is provided under Lemma 7. After substituting the clean test sample @, whose ground truth

is class ¢, into Equation 11, we have:

St oz, xiy)

Po(w) =—5 - (13a)
! 21:1,1 O(x, x;) + Zj:pl O(z, ;)
k
N
Ei:bl 6(33’ :Bl)
S No/k o—2ylle—ai,||?
= = , 13
va:b;Nb/k 6—2"/H:c—w7;(/q)H2 + Zf\gl/k e—27|lz—miq||? ( C)
where the trivial term Zjvz"l O(x,x;) in Equation 13a is omitted following ( , ; ), due to

the following two reasons: (1) @ is a clean sample with low similarity to backdoored samples; (2) Furthermore,
for commonly used backdoor attacks, the number of backdoored samples is only a small fraction of that of
the clean samples, i.e., N, < Np.

For a well-trained model, the probability of predicting class ¢ for an image from class ¢ should be greater
than that for any other class. Therefore, the following equation must hold:

Ny/k Ny—Ny/k
Z e_Q'YHw_wquz _ Z e—Q’Yllw—fBi(/q)ll2 > 0. (14)
i=1 i=1
For notational convenience, let o = [||@ — x,||?] represent the expected L2-norm of the difference between
the input image and the clean images in class ¢, and let 8 = [||x — @ 4||*] denote the expected L2-norm of

the difference between the input image and the clean images from other classes. Substituting « and £ into
Equation 14 results in the following equation:

Ny

N
?be*%o‘ — (N — ?)672’Yﬂ > 0. (15)
It is noted that the term (N, — %) can be simplified to m%. For instance, in a 10-class dataset like

CIFAR-10, m = 9, and for ImageNet, m = 99. Consequently, Equation 15 can be rewritten as:
e 2% —me > 0. (16)

Taking the logarithm of both sides and dividing by —2~ gives:

Inm
a+———5<0. 17
+5 B (a7)
Now, consider a scenario in which a scaled Gaussian perturbation, €, is added to a clean image. Consequently,
Equation 14 becomes:

Nb/k Nb—Nb/k
Z o~ 2Vl [ete—ziqll® _ Z e~ 2 llete—zi/gll* (18)
i=1 =1

Following a similar procedure as before, we substitute o/ = [||lx + € —z([|’] and 5’ = [[lz + € —z/4|]?].

We assume that z,, follows a Gaussian distribution. Consequently, we derive the following equation:

o > o8 < B. (19)
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Adding € to the original image x increases the difference between the new image and its original ground
truth, @,. Hence, if € is larger enough, o/ > a. Moreover, applying sufficient Gaussian noise can result in an
image that essentially becomes pure Gaussian noise ( ). Consequently, the differences between
the current image and those from other classes decreases. Following this trend, after adding sufficient noise,
o + 1‘;1{" B’ > 0, whereas the prediction for the original image is o+ 1“;" B < 0. Therefore, the prediction
would change. Next, we will identify this threshold. Using a and 8, Equation 18 can be rewritten as:

e—2’y(tx+e2+2(ac—:cq)Te) o me—27(6+e2+2(:c—:c/q)Te)' (20)

Taking the logarithm of both sides and dividing by —2+ yields the following.

(0 € 42— 2)7e)) + 2 — (54 €+ 2 — )" )
Inm ! (21)
o+ o — B+ 2z —zy) e

Since in Equation 17, we have o2 + lnm — %2 < 0, when € is small enough (e — 0), Equation 21 remains less

than 0 and Equation 18 is still greater than 0, indicating that the prediction remains unchanged. However,

Inm _ g2
if € > a;r(ﬁia)? Equation 21 becomes greater than 0 and Equation 18 becomes less than 0, leading to

a change in prediction. This proof sheds light on our causal analysis, demonstrating that clean images
experience gradual outcome changes in response to noise intensity.

O

P.2 Proof of perturbation on Backdoored images

Now we analyze the behavior of backdoor samples after perturbation. For a given backdoored sample, we can
simplify Equation 12 as:

Z;V:pl O(z, x;)
SN Ox,a;) + Y0 O, @)

bi(x) ~ (22)

Following ( , ; ), we omit the term ZNb/ *O(x,x;). This is because @ usually does not

belong to the target class y;. Hence ZN”/k Oz, i) < ijl O(x, ;). Otherwise, the attacker would not
have the motivation to craft backdoored samples.

P.2.1 Model Agnostic Attack

According to the definition of model agnostic attack in §2, we can express the backdoored sample as = @’ +t,
where t is a constant value denoting the trigger pattern. Then, similar to the proof process for the clean
images, we assume that the backdoored model is well-trained. Hence, for a backdoored image with target
label y;, the output probability for the class y; should be greater than other classes. Therefore, we have:

KMEZ

O(x,x;) Z@azwl

Jj=1

2

b
’ ’ 2 ’ . 2
em2lle (@ + I _ §7 —dlle’+ =@l 5

<.
Il
—

Following a similar proof process as used for clean samples, we define the expectation of the L2-norm of the
difference between the input image and the original clean images of poisoned images as o = [||&’ — x})||?]
and the expectation of the L2-norm of the difference between the input image and the benign images as
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Figure 11: Performance of BBCaL under different combinations of length and step.

B = E[||z’ +t— xp||?]. This results in a+ I"Tm‘ — B < 0. As in the previous proof, after adding the perturbation,
the expression becomes a? + 13—;" — 8% +2(x, — x), — t)"e. Typically,

Elzy — 2}

| —t] = Elw, — o] — E[t], (24)

where @ and @}, represent any benign image and the original benign image of a backdoored image, respectively.

Since the backdoored image is randomly selected from the benign images, and a trigger is subsequently added,
xp and @), are from the same distribution. We assume E[zp — x}] = 0, and since the trigger always adds a

positive value, @, — ], — t is always negative. Therefore, a? + I“Wm — B2 + 2(zp — x), — t)Te is always less
than 0, which implies that after adding perturbation, the prediction remains unchanged.

P.2.2 Model Specific Attack

According to the definition in §2. For a given backdoored sample with model specific trigger = «’ + o('),
we can simplify eq. (12) as:

Ny Ny
Z e~ =" +a(z")—(=; +o(zi)I? _ Z ,S—z’ﬂ|='=F'f“’-f'(“’F]'—='!=:'||2 > 0. (25)

i=1 i=1

Due to the specific nature of the sample-specific attack, where the trigger is tailored to individual images, the
trigger for @’ becomes ineffective for other new images (e.g., @’ + n). Hence

Np Ny
Y e Dlientoe)- (@@ _ 3 2lle +nto@)-wl® < g, (26)

i=1 i=1
where n is a small change for the input. Hence when € > n, we have that the prediction of the perturbed
image would change immediately.

Q More Experiments about Magnitude Set

Figure 11 presents additional heatmaps, showing the performance of BBCaL under different combinations
of length and step against different backdoor attacks. In particular, length represents the length of the
magnitude set S, and step represents the difference between two adjacent noise values in the magnitude set.
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R Impact Statement

Deep neural networks have been widely adopted in a variety of domains, making it crucial to assess their
security in practical applications. In this paper, we propose a simple yet effective method for solving the
inference-stage black-box backdoor detection under a strict but practical scenario of Model-as-a-Service
(MaaS). As outlined in the threat model, our method is proposed from the perspective of a defender. Therefore,
this paper has no ethical issues and will not introduce any additional security risks to the DNNs.
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