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Abstract—In the rapidly evolving landscape of 5G technol-
ogy, safeguarding Radio Frequency (RF) environments against
sophisticated intrusions is paramount, especially in dynamic
spectrum access and management. This paper presents an
enhanced experimental model that integrates a self-attention
mechanism with a Recurrent Neural Network (RNN)-based
autoencoder for the detection of anomalous spectral activities
in 5G networks at the waveform level. Our approach, grounded
in time-series analysis, processes in-phase and quadrature (I/Q)
samples to identify irregularities that could indicate potential
jamming attacks. The model’s architecture, augmented with
a self-attention layer, extends the capabilities of RNN autoen-
coders, enabling a more nuanced understanding of tempo-
ral dependencies and contextual relationships within the RF
spectrum. Utilizing a simulated 5G Radio Access Network
(RAN) test-bed constructed with srsRAN 5G and Software
Defined Radios (SDRs), we generated a comprehensive stream
of data that reflects real-world RF spectrum conditions and
attack scenarios. The model is trained to reconstruct standard
signal behavior, establishing a normative baseline against which
deviations, indicative of security threats, are identified. The
proposed architecture is designed to balance between detection
precision and computational efficiency, so the LSTM network,
enriched with self-attention, continues to optimize for minimal
execution latency and power consumption. Conducted on a real-
world SDR-based testbed, our results demonstrate the model’s
improved performance and accuracy in threat detection.

Keywords: 5G Security, spectrum access security, self-
attention, real-time intrusion detection, RNN autoencoder,
LSTM, time series anomaly detection.

I. INTRODUCTION

The advent of the fifth generation (5G) of wireless com-
munication systems has ushered in an unprecedented era
of connectivity and innovation. With its promise of higher
data rates, reduced latency, and increased capacity, 5G is
set to revolutionize various sectors, including smart cities,
autonomous vehicles, and the Internet of Things (IoT) [1].
Meanwhile, on the other side, it introduces significant se-
curity vulnerabilities, particularly in radio frequency (RF)
communications, caused by high-density networks with a
large number of access points and user equipment (UE). The
flexible allocation of spectrum in 5G renders the monitoring

and securing channel access more complicated [2]. Among
diverse threats, RF jamming attacks emerge as a substan-
tial threat, undermining the reliability and functionality of
critical 5G network services that are fundamental to sectors
like IoT and autonomous vehicles. For instance, remote
surgery and autonomous driving [3], require ultra-reliable
low-latency communications, which can be compromised
by malicious interference. Unfortunately, traditional network
security mechanisms cannot effectively cope with the threats
due to multiple factors. The difficulties for traditional meth-
ods may include new evolved threats; highly dynamic spec-
trum access and large-scale networks. Therefore, the variety
and sophistication of potential attacks, such as advanced
persistent threats (APTs) and intelligent jamming, necessitate
more advanced detection mechanisms.

In fact, taking into account the traditional intrusion detec-
tion systems (IDS) in the context of 5G’s unique demands
and threat landscape, the potential challenges to address
the RF jamming attacks are detailed as follows. Dynamic
spectrum access in 5G networks introduces a layer of
complexity where the 5G’s spectrum is characterized by its
fluidity – bandwidths vary, access policies shift frequently,
and modulation schemes adapt in real-time [4]. This presents
a significant challenge for traditional IDS, which are typically
engineered for more static environments. The evolving threat
landscape in 5G networks incorporate advanced threats like
adaptive jamming and complex advanced persistent threats
(APTs) [5]. These modern attacks often do not follow repet-
itive patterns and are designed to adapt to countermeasures,
making them particularly challenging to detect by traditional
IDS. The exponential growth in the number of connected
devices and network nodes within 5G networks, coupled with
the openness and flexibility introduced by the adoption of
Open Radio Access Network (O-RAN) architecture, exacer-
bates these challenges. The open interfaces and disaggregated
components in O-RAN can be exploited by attackers, creat-
ing vulnerabilities that traditional security methods are not
equipped to handle effectively [6].
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To effectively counter the aforementioned challenges in
5G networks, an advanced intrusion detection system (IDS) is
paramount. This IDS must be both reactive, to counter known
threats, and proactive, to adapt to emerging, unseen attack
patterns. Critically, it must achieve this balance while being
scalable and resource-efficient, ensuring that the intrinsic
performance benefits of 5G are not compromised as the
network expands in size and complexity.

Addressing these requirements, our research proposes
a novel IDS framework that synergizes an efficient self-
attention mechanism with a recurrent neural network (RNN)-
based autoencoder. This combination is strategically chosen
to tackle the unique challenges posed by 5G networks. The
self-attention mechanism of our solution enables the IDS to
adaptively focus on specific spectrum parts more prone to
anomalies [7] to enhance its efficacy in safeguarding against
spectrum-related vulnerabilities. The integration of unsu-
pervised learning capabilities in the self-attention-equipped
RNN autoencoder enables the detection of both known and
novel attack patterns. By learning complex dependencies
within the data, the model is equipped to identify emerging
cyber threats that were not part of its initial training set. The
self-attention mechanism computational efficiency translates
into the ability for parallel processing, a crucial factor in
reducing the computational load. This ensures that the IDS
can keep pace with the growing size and complexity of 5G
networks, offering robust threat detection without significant
resource overheads.

Our research presents a sophisticated approach to address-
ing the complex challenges associated with RF intrusion
detection in 5G networks. We have developed a model that
effectively combines the temporal processing capabilities
of Recurrent Neural Networks (RNNs) with the contextual
sensitivity afforded by self-attention mechanisms. This in-
tegration results in a robust, efficient, and scalable system.
Specifically designed to process and analyze the time-series
data characteristic of the RF spectrum, our model excels at
identifying anomalies indicative of potential jamming attacks.

A notable aspect of our work is the deployment of a 5G
Radio Access Network (RAN) test-bed, along with com-
prehensive databases, to facilitate the training and inference
phases of our model. We have structured a sequential two-
part methodology focusing on anomaly detection and sub-
sequent classification. This approach is further bolstered by
rigorous experimental validation and an extensive analysis
of performance metrics. Our model demonstrates a high
proficiency in detecting a diverse range of cyber threats,
positioning it as a viable and effective tool for practical
application in real-world 5G scenarios.

The ensuing sections of this paper will explore the
background, methodology, experimental setup, results, and
provide a detailed analysis of our proposed model. This
comprehensive examination will underscore the model’s ef-
fectiveness in protecting 5G networks against sophisticated
and evolving RF threats, thus showcasing its potential as a
critical asset in modern network security frameworks.

II. RELATED WORK

Intrusion detection systems (IDS) are crucial for identi-
fying unauthorized access or anomalies in network traffic,
which could indicate a cyber-attack. Traditional IDS tools
have been designed to protect network perimeters by moni-
toring traffic and identifying known attack patterns. However,
the dynamic and complex nature of 5G networks requires
more adaptive and intelligent IDS solutions. The integration
of machine learning techniques with IDS provides the ability
to learn from the network behavior and predict potential
threats based on anomaly detection [8], [9]. Recurrent Neural
Networks (RNNs) are particularly well-suited for this task
due to their ability to process sequences of data and retain
information over time, making them ideal for analyzing time-
dependent network traffic [10].

The use of autoencoders in IDS offers a promising ap-
proach to anomaly detection. An autoencoder is a type of
neural network that is trained to copy its input to its output,
with the goal of learning a representation (encoding) for the
data. In the context of intrusion detection, autoencoders can
learn to reconstruct normal network traffic and, by measuring
the reconstruction error, can identify anomalies that deviate
from the learned pattern [11]. This method is particularly ef-
fective in detecting novel or sophisticated attacks that do not
match any known signature. The application of autoencoders
in 5G networks is especially pertinent due to the high volume
and velocity of data, where traditional signature-based IDS
tools may fail to keep pace with the evolving threat landscape
[12].

The deployment of RNN-based autoencoders in 5G net-
works addresses several challenges associated with the high-
speed, high-volume, and low-latency requirements of modern
wireless systems. 5G networks are characterized by their use
of a diverse spectrum, including millimeter-wave frequencies,
which necessitates a more nuanced approach to spectrum
monitoring and security [13]. The ability of RNNs to pro-
cess sequential and time-series data makes them particularly
useful for detecting irregularities in the RF spectrum that
could indicate jamming or other forms of RF interference.
Furthermore, the distributed nature of 5G architecture, with
its emphasis on edge computing, calls for distributed IDS
solutions that can operate effectively at the network’s edge,
closer to the user equipment (UE) [14], [15]. Autoencoders
and attention mechanisms have seen extensive application
and development across various fields, evolving significantly
in their design and utility. A comprehensive review [16]
delves into the theory, different models, and diverse appli-
cations of self-coding neural networks, highlighting their
versatility in fields like image classification and natural
language processing.

The study [17] offers a structured overview of attention
models, underlining their importance in enhancing model
performance, particularly in classification tasks. Moreover,
advancements in self-attention mechanisms, as explored in
[18], have shown remarkable improvements in classifier effi-



Fig. 1: Proposed Self-Attention RNN-Based Autoencoder.

ciency, further augmented by techniques like Generative Ad-
versarial Networks (GANs). Attention mechanisms also play
a critical role in intelligent fault diagnosis, as demonstrated
in [19], who categorizes these mechanisms to facilitate better
understanding and application in various domains. Lastly,
the survey on masked autoencoders [20] sheds light on
the promising direction of self-supervised learning, revealing
new insights and applications for these models.

III. METHODOLOGY

A. Theoretical Framework

The proposed methodology utilizes an autoencoder based
on a recurrent neural network (RNN), enhanced with a
multihead attention layer, for time-series anomaly detection
in 5G networks. This advanced autoencoder is specifically
crafted to recognize the IQ data patterns of the network
and identify deviations that may signal potential intrusions
or malfunctions. The complete architecture is illustrated
in Figure 1. We will proceed to dissect and discuss this
architecture, focusing on its key components.

1) RNN Autoencoder Architecture

An autoencoder is a type of artificial neural network
used to learn efficient representations of input data, called
encodings, through an unsupervised learning process. It
consists of two main components: an encoder and a de-
coder. The encoder compresses the input into a latent-
space representation, and the decoder reconstructs the input
data from this representation. RNNs are a class of neural
networks that exhibit temporal dynamic behavior for a time
sequence. Unlike feedforward neural networks, RNNs have
recursive connections, allowing them to maintain a ’memory’
of previous inputs in their internal state. This feature makes
RNNs particularly well-suited for modeling time-series data.

The RNN-based autoencoder model can be mathematically
described as follows:

Encoder: The encoder part of the RNN processes the input
sequence x “ px1, x2, ..., xT q, where xt P Rn is the input
at time step t. The hidden state ht of the RNN at time t is
updated by:

ht “ fpWhhht´1 ` Whxxt ` bhq (1)
where Whh and Whx are the weight matrices, bh is the bias
vector, and f is a nonlinear activation function, typically a
sigmoid or tanh function.

Decoder: The decoder aims to reconstruct the input se-
quence from the hidden state. The output x̂t at time step t
is given by:

x̂t “ gpWxhht ` bxq (2)

where Wxh is the weight matrix, bx is the bias vector for the
decoder, and g is the activation function, which may differ
from f depending on the specific requirements of the input
data reconstruction.

B. Self-Attention in RNN Autoencoder

The self-attention mechanism is a transformative approach
in neural networks that allows different parts of the input
sequence to be weighed differently in terms of their impor-
tance or relevance. It is particularly effective in identifying
intricate patterns and dependencies in sequential data, such
as 5G network traffic. By integrating self-attention into the
RNN autoencoder, particularly in the encoder, the model
gains an enhanced capacity to focus on significant features of
the input sequence, thereby improving anomaly detection ca-
pabilities. The whole process, as outlined in the pseudocode
of Algorithm 1, encompasses our proposed algorithm. In the
following sections, we will delve into a detailed discussion
of this process.



The mathematical framework of the self-attention mech-
anism as integrated into our RNN autoencoder is detailed
through a series of equations that delineate the computation
of alignment scores, attention weights, and the resultant
context vector [7].

Algorithm 1 Self-Attention Enhanced LSTM-based Autoen-
coder for Intrusion Detection in Time-Series Data

Input: Time-series sequence data X “ tx1, x2, . . . , xT u, where xt P
Rn

Output: Intrusion detection model M

1: procedure ENHANCEDAUTOENCODER
2: Initialize parameters ! for LSTM and self-attention layers
3: for each epoch do
4: for each sequence x in X do
5: x̃ ! CORRUPTSEQUENCEpxq
6: h0 ! INITIALIZEHIDDENSTATE
7: for t ! 1 to T do
8: ht ! LSTMCELLpx̃t, ht´1,!q
9: h1

t ! SELFATTENTIONpht,!q
10: end for
11: x̂ ! RECONSTRUCTph1,!q
12: L ! LOSSpx, x̂q
13: Update ! using gradients of L
14: end for
15: end for
16: return !
17: end procedure

18: function SELFATTENTION(h,!)
19: bold Q,K, V ! h!Q, h!K , h!V

20: A ! SOFTMAXpQKT?
dk

qV
21: return A
22: end function

23: function RECONSTRUCT(h1,!)
24: for t ! T down to 1 do
25: h1

t ! LSTMCELLph1
t,!q

26: end for
27: x̂ ! h1

1!
x

28: return x̂
29: end function

30: function LOSS(x, x̂)
31: L ! 1

T

!T
t“1pxt ´ x̂tq2

32: return L
33: end function

a) Alignment Score Calculation:

The alignment score is a crucial metric that represents the
degree of relevance between different positions within the
input sequence. It is computed as follows:

etj “ apht, hjq (3)
where etj denotes the alignment score between the hidden
state at the current time step ht and the hidden state at another
time step hj . The function a can be a simple feedforward
neural network or any other suitable scoring function.

b) Attention Weights:

The attention weights are obtained by normalizing the
alignment scores using the softmax function, as shown below:

ωtj “ exppetjq
!T

k“1 exppetkq
(4)

Here, ωtj signifies the normalized importance of the hidden
state hj in the context of the hidden state ht.

c) Context Vector:

The context vector is a pivotal element that encapsulates
a weighted summary of the input sequence, and is computed
by:

ct “
Tÿ

j“1

ωtjhj (5)

The vector ct at any given time step t is a weighted
aggregation of all hidden states, modulated by the attention
weights. It forms an enhanced representation of the input
sequence by emphasizing the most pertinent segments.

In our proposed model, the self-attention mechanism is
seamlessly integrated into the encoder of the RNN autoen-
coder. This integration modifies the encoder’s computational
processes to incorporate the context vector ct, thereby rein-
forcing the model’s acuity in homing in on salient features
within the 5G network traffic data. Such focused attention
is instrumental in elevating the detection of anomalies by
accentuating the features that are most indicative of potential
intrusions or malfunctions.

1) Enhanced Encoder with Self-Attention

The encoder within the RNN autoencoder is augmented
with a self-attention layer as follows:

‚ The hidden states ht are first generated by the LSTM
cell for each time step.

‚ The self-attention mechanism computes a context vector
ct for each time step, which is then used to enrich the
hidden states.

‚ The attention-augmented hidden states h1
t are further

processed to reconstruct the input sequence, aiming to
minimize the discrepancy between the original and the
reconstructed sequence.

The integration of self-attention yields several benefits,
including improved feature representation by capturing com-
plex dependencies within the data, enhanced anomaly de-
tection sensitivity, and adaptability to the dynamic network
conditions inherent in 5G systems.

2) Loss Function

The autoencoder employs the mean squared error (MSE)
as its loss function, which quantifies the reconstruction error
over all time steps. The loss function is defined as:

Lpx, x̂q “ 1

T

Tÿ

t“1

}xt ´ x̂t}2 (6)

where x represents the actual input sequence, and x̂ denotes
the reconstructed sequence generated by the model.

C. Long Short-Term Memory (LSTM) Units

Our autoencoder model employs Long Short-Term Mem-
ory (LSTM) units to overcome the vanishing gradient prob-
lem encountered in traditional RNNs. Each LSTM unit is an
assemblage of a cell that preserves values across varying time
intervals, and a trio of gates—input, output, and forget—that
manage the information flow within the unit.

The LSTM facilitates the preservation and regulation of
information over time through intricate interactions of its



state and gating mechanisms, which are mathematically char-
acterized by the following equations:

it “ εpWiixt ` Whiht´1 ` biq
ft “ εpWifxt ` Whfht´1 ` bf q
ot “ εpWioxt ` Whoht´1 ` boq
gt “ tanhpWigxt ` Whght´1 ` bgq
ct “ ft d ct´1 ` it d gt

ht “ ot d tanhpctq (7)

In these equations, i, f , o, and g denote the activation
vectors for the input gate, forget gate, output gate, and cell
input, respectively. The vector ct represents the cell state,
with W denoting the weight matrices corresponding to each
gate, b as the bias vectors, ε as the sigmoid activation
function, and d indicating the Hadamard product or element-
wise multiplication.

In the context of our model’s pseudocode, these LSTM
units are instantiated within the encoding and decoding
phases of the autoencoder, ensuring the retention and relevant
transformation of temporal information. The LSTM’s ability
to selectively remember and forget information via its gates
makes it particularly adept for sequence reconstruction in
the presence of self-attention, which further augments the
model’s sensitivity to temporal dependencies and anomalies
within 5G network traffic data.

Parameters such as Wii, Whi, and the bias vectors bi, bf ,
bo, bg in equation 8 are encapsulated within the parameter set
! in the pseudocode. These parameters are optimized during
the training procedure to minimize the reconstruction error
as defined by the loss function Lpx, x̂q [21].

D. Anomaly Detection Mechanism

Anomaly detection in the proposed model is based on
the reconstruction error. A threshold is set based on the
error distribution of the training data, where instances with
a reconstruction error above the threshold are classified as
anomalies. The threshold is typically determined using a
validation set or through cross-validation [22]. The criterion
for anomaly detection is defined as:

Anomaly “
#
1, if error ! threshold

0, otherwise
(8)

The proposed model provides a robust framework for
unsupervised detection of anomalies in 5G networks. By
leveraging the temporal correlation in I/Q samples and the
LSTM’s ability to remember long-term dependencies and
self-attention capabilities, the model can effectively identify
unusual patterns that signify potential security threats or
network failures.

IV. DEPLOYED ARCHITECTURE, METRICS AND
VISUALIZATION

The architecture of the model used for time-series intrusion
detection in the context of 5G network traffic analysis is
an ensemble of 5G testbed interfacing with the RNN-based
autoencoder. This section will describe separately the two

Fig. 2: 5G network testbed and its architecture.

architectures of 5G testbed and autoencoder model. We
will discuss the rationale behind the selection of various
components, and the performance metrics used to evaluate
the model’s effectiveness.

A. 5G Network Testbed
Open-source software and software-defined radio (SDR)

devices are used to build up a 5G network testbed, as shown
in Fig. 2. The srsRAN realizes both the gNB and UE,
while open5GS fulfills all the functionalities of a 5G core
network[23]. The gNB and the core network are co-located at
Machine 1. A UE is implemented in Machine 2. The UE and
gNB are connected via RF frontend devices called USRP and
downlink signals are generated. At the same time, a jammer
generates jamming signals to interfere the communications
between gNB and UE by making use of GNURadio. The
jamming signal’s frequency, transmission power, bandwidth,
pattern and modulation scheme are all configurable.

In the established 5G testbed, the gNB sends downlink data
to the legitimate UE, which a jammer attempts to interfere
the downlink transmission by generating different kinds of
jammin g signals with various frequency, bandwidth, and
power. A RNN-based autoencoder is deployed at UE side
to analyze the spectrum to identify if there is a jamming
attack.

B. Enhanced Autoencoder Model with Self-Attention in
Encoder

The upgraded model architecture incorporates a significant
enhancement through the integration of a self-attention layer,
specifically within the encoder. This integration is a strategic
decision aimed at bolstering the model’s capability to process
and interpret complex temporal sequences inherent in 5G
network I/Q samples.

1) Rationale for Self-Attention in Encoder

The self-attention mechanism, is designed to augment the
model’s ability to analyze sequential input data. The encoder,
being responsible for compressing the input into a latent
representation, is the most critical phase for capturing the
intricate dependencies and temporal relationships within the
data. By implementing self-attention in this phase, the model
gains an enhanced capacity to discern patterns and anomalies



in the data that might otherwise be overlooked. The self-
attention layer is strategically positioned after the initial
LSTM layer in the encoder. This placement ensures that the
raw sequential data is first processed by the LSTM to capture
basic temporal relationships, which are then further refined
by the self-attention mechanism. The multi-head attention
framework within this layer enables the model to focus on
different segments of the input sequence, assessing their
relevance and contributing to a more accurate and nuanced
latent representation.

2) Hyperparameters Adjustment with Self-Attention Inte-

gration

With the integration of the self-attention layer, it became
imperative to reassess and finely tune the model’s hyperpa-
rameters to achieve optimal performance. Table I encapsu-
lates all the necessary details regarding the architecture and
hyperparameters of the enhanced autoencoder model:

TABLE I: Model Architectures and Hyperparameters

Hyperparameter Value
LSTM Units 50/25
Self-Attention Layer MultiHeadAttention Implemented
LSTM Layers Two layers
Number of Attention Heads 4
Key Dimension 50
Activation Function ReLU
Optimizer Adam
Loss Function MSE
Batch Size 100/500/1024
Sequence Length 10/20/100
Number of Epochs 50/100/300

This enhanced model architecture, with the self-attention
layer integrated into the encoder, represents a significant
advancement in our ability to detect anomalies in 5G network
I/Q samples. The iterative process of tuning the model’s hy-
perparameters, particularly with the addition of self-attention,
ensures a robust and efficient anomaly detection capability,
tailored to the complexities of 5G network signal analysis.

C. Visualization

Visualization techniques are essential for the analysis
and interpretation of the performance of anomaly detection
models. A time series plot is one such technique, which
juxtaposes the original and reconstructed I/Q data for a given
sample, allowing discrepancies that may signal anomalies to
be easily spotted. Histograms complement this by showing
the distribution of reconstruction errors across the dataset,
with a threshold line to mark the boundary between normal
and anomalous readings. This helps in identifying the range
within which most data points fall and the outliers that
constitute potential anomalies. Additionally, threshold plots
are particularly useful; by drawing a line at the chosen
threshold level, they provide a clear visual indicator of the
model’s sensitivity to anomaly detection. This threshold is
crucial for both setting the initial detection parameters and
for ongoing adjustment to optimize the model’s predictive
accuracy. Together, these visualization tools form a compre-
hensive framework for evaluating the model’s ability to detect

anomalies and for fine-tuning its parameters for practical
application.

Fig. 3: Implementation 5G SDR-based testbed.

V. IMPLEMENTATION AND TEST RESULTS

To establish a robust experimental foundation for intrusion
detection in 5G networks, we systematically executed a
series of procedures encompassing scenario development,
data collection and processing, model architecture selection,
and training, followed by the tuning of models and hy-
perparameters. We then proceeded to the visualization of
the model’s performance. This methodical approach ensures
that each phase of the experiment contributes to a robust
validation of the proposed intrusion detection system. We
present the details of these procedures as follows.

A. Scenario Development

Our research commenced with the development of realistic
scenarios that mirror potential adversarial attacks within
a 5G network. By designing these scenarios, we aim to
create a diverse set of conditions under which the robustness
and adaptability of our detection models can be rigorously
evaluated. Our attack scenario is shown in Figure 2.

B. Data Collection and Preparation

Data collection was meticulously carried out to capture
a comprehensive range of normal operational patterns from
an actively deployed 5G network. Our dataset, now enriched
to include approximately 300 million I/Q samples from UE-
gNodeB communications, serves as the foundational bedrock
for anomaly detection learning. The construction of this
dataset was pivotal in mirroring the intricate operational state
of a live 5G network, which is essential for the subsequent
training of our detection models.

For the purpose of testing and validation, adversarial ele-
ments were synthetically infused into this dataset to simulate
a spectrum of jamming attacks. These attacks, both static
and dynamic in nature, were introduced to test the resilience
and detection capabilities of our system under realistic inter-
ference conditions. The experimental setup, as illustrated in
Figure 3, showcases the implemented 5G network configura-
tion complete with the jammer in operation. This setup not
only facilitated the generation of a robust dataset reflective of



(a) Reconstruction Error

(b) Illustration of Intrusion Detection Sequence (c) Normal Output: Original vs. Reconstructed IQ Data

Fig. 4: Figures show the experiment results of reconstructed errors (a), detected sequence of intrusions (b), and the normal
output of the system (c).

actual network conditions under duress but also enabled the
precise tuning of our intrusion detection model to identify
and respond to such adversarial tactics effectively.

The figure captures our practical testbed environment
where the srsRAN 5G tool is interfacing with both the
gNodeB and UE, as well as the OctoClock and jamming
devices. This comprehensive setup is indicative of our ap-
proach to data collection—deliberate and grounded in real-
world applicability, ensuring that the collected data underpins
the veracity of our intrusion detection system’s operational
readiness.
C. Model Architecture

In exploring suitable model architectures for our autoen-
coder, we considered LSTM-based configurations for their
capability to capture temporal dependencies in sequential
data. Two configurations were evaluated: a baseline model
with a symmetrical layout of LSTM layers, and a complex
model with a higher initial number of units to investigate the
trade-offs between model capacity and overfitting potential.

D. Model Training, Evaluation, and Hyperparameter Tuning

Model training was conducted with an emphasis on iter-
ative improvement and overfitting prevention. We employed
a range of hyperparameters, systematically adjusted to opti-
mize the training process. Our regimen included extensive
cross-validation to refine these parameters, ensuring the
model’s generalization capabilities across unseen data. Post-
training, we leveraged visualization to interpret the model’s

performance. This entailed generating detection matrices and
error characteristics plots to provide a multi-faceted under-
standing of the intrusion detection model’s capabilities and
limitations. The details of the experiment scenarios and the
corresponding configurations are presented in the following
table:

E. Test Results and Discussion

This section will provide a detailed discussion on the
test results, including an analysis of the models’ intrusion
detection performance and the implications of our findings
for future 5G security protocols. Upon illustrating the test
results in Figure 4, several observations emerge regarding
the intrusion detection capabilities of the proposed model in
a 5G network context. The reconstruction error plot serves
as an immediate visual reference for identifying sequences
that surpass the defined threshold for anomaly detection.
This threshold demarcation allows us to pinpoint the ex-
act instances where the autoencoder perceives irregularities,
which can be instrumental in tuning the model for better
false positive rates. This visualization not only confirms the
efficacy of the threshold value, but also sheds light on the
error distribution across the sequence of I/Q samples.

In the first figure, the reconstruction error across numerous
sequences is displayed. The intermittent spikes beyond the
threshold level effectively signal the presence of anomalies,
validating the model’s ability to detect intrusions across a
large dataset. The threshold setting plays a crucial role here,



balancing the sensitivity between false positives and missed
detections.

Comparing original and reconstructed I/Q samples through
time series plots allows for a direct visual assessment of
the model’s reconstruction fidelity. Discrepancies between
the original and reconstructed signals may indicate potential
anomalies or model shortcomings in capturing the signal
complexity. Such plots are invaluable for iterating on model
architecture and training regimens to enhance performance.

In this regard, the second figure presents a specific instance
of this comparison where the model detected an intrusion. It
is evident that the reconstructed values diverge significantly
from the original I/Q samples when the intrusion occurs, as
highlighted by the shaded area. This detection is aligned with
the predefined threshold, confirming the model’s effective
identification of abnormalities within the signal.

The third figure illustrates the comparison between original
and reconstructed I/Q data in normal sequences. The close
alignment between the original and reconstructed values for
both real and imaginary components indicates the model’s
proficiency in learning the normal operational patterns.

VI. CONCLUSION

The results not only confirm the efficacy of the attention-
enhanced RNN autoencoder in detecting anomalies in 5G
network traffic, but also highlight the model’s potential in
differentiating between normal and adversarial patterns with
high accuracy. The implementation of this model within
real-world 5G networks could significantly bolster security
measures against a wide array of potential attacks.

Further research could expand on the dataset variability
and explore the model’s resilience against more sophisti-
cated adversarial tactics. Additionally, the impact of different
attention mechanisms and their configurations on model
performance warrants a deeper investigation to fine-tune the
system for operational deployment.
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