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Abstract—The growing demand for intelligent audio and 
speech signal processing on mobile terminals requires energy 
efficient programmable support for digital signal processing 
(DSP) and machine learning (ML) applications. This paper 
presents COSMIC, a heterogeneous RISC-V SoC designed for 
DSP/ML workloads. Leveraging an agile open-source design 
flow, the 2mm x 2mm SoC, fabricated in Intel 16 FinFET, 
integrates four RISC-V vector cores, a single-path delay feedback 
FFT accelerator, convolution accelerator, and programmable 
direct memory access engine running at up to 1.25GHz, enabling 
efficient execution of spectral analysis, filtering, and machine 
learning workloads. This work accelerates convolution compute 
by up to 12x and FFT transforms by 2x. The fully featured SoC 
runs a 260k parameter Llama model at up to 85 tok/sec and 1.11 
mJ/tok and real-time audio beamforming applications. 

Index Terms—System-on-a-chip, heterogeneous computing, 
VLSI, digital signal processing, RISC-V, domain-specific accelerator. 

I.​ INTRODUCTION 
Edge devices implement a diverse set of audio, voice and 

image processing applications by using a combination of 
traditional digital signal processing (DSP) and machine 
learning (ML) algorithms. Some example applications include 
speech recognition, voice synthesis, and audio beamforming, 
which require efficient processing of convolution, filtering, 
and domain transform kernels. Typically, the front-end of the 
signal processing pipeline implements traditional signal 
processing functions, while the back-end increasingly relies on 
machine learning models requiring efficient and flexible 
implementation of vector and matrix linear algebra. Recently, 
DSP applications have been implemented on very-long 
instruction word (VLIW) [1] or packed-SIMD machines to 
support flexibility while maintaining energy efficiency by 
utilizing varying application vector lengths. 

This work presents COSMIC, a heterogeneous 
system-on-chip (SoC) for digital signal applications that is 
based on four short vector length open-source RISC-V cores 
that can attain high utilization with both short and long vector 
lengths [2]. The SoC integrates fixed-function accelerators for 
fast-fourier transform (FFT), convolution, and direct-memory 
access to speed up common application kernels. All 
programmable and fixed-function cores are connected via a 
network-on-chip (NoC) to a banked L2 cache and standard 
peripherals. COSMIC has been generated from a design 
template by using the Chipyard framework [3], from concept 
to tapeout in 15 weeks by a class of mostly undergraduate 
students. The effectiveness of the 16nm FinFET test chip is 
demonstrated by analyzing convolution, FFT, and vector 

benchmarks at performance and efficiency corners as 
compared to scalar CPU workloads as seen in Table 2. The 
flexibility of the architecture to support the increased demand 
for DSP in AI-IoT systems is demonstrated by running a 
TinyStories Llama model at up to 85 tokens/second and down 
to 1.11 mJ/token. The test chip also runs live beamforming 
and I2S audio recording and playback demos.  

II.​ ARCHITECTURE AND IMPLEMENTATION 
A.​ Chip Architecture 

Fig. 1 and Table 1 outline the SoC’s architecture. COSMIC 
contains four Saturn tiles, each having a 5-stage in-order 
scalar RISC-V Rocket (RV64GC) core [4] and a Saturn vector 
unit [2] for vector operations. Chip interconnects are 
instantiated using the Constellation network-on-chip (NoC) 
generator [5], with one primary 128-bit unidirectional 1-D 
torus system NoC, a crossbar that attaches all peripherals, and 
a memory bus crossbar connecting general memory.  

 

TABLE 1. CHIP SPECIFICATIONS AND DIE MICROGRAPH. 

 

 

Fig. 1 COSMIC SoC architecture. 



TABLE 2. EVALUATION SUMMARY ACROSS PERFORMANCE (HIGH VOLT AND FREQ) AND EFFICIENCY (LOWEST ENERGY) CORNERS. 

 
The L2 cache comprises four 64KiB banks arranged as 
256KiB 4-way set associative cache. The chip also contains a 
32KiB on-chip scratchpad and a 10MHz-2.2GHz PLL 
provided by Intel. 

The SoC contains five clock domains, one for each of the 
Saturn tiles and one shared by the remainder of the SoC. The 
chip implements I2S, UART, JTAG, I2C, PWM, SPI, QSPI, 
serial TileLink, and GPIO peripheral interfaces. The two QSPI 
modules support execute in place (XIP) for Flash and PSRAM 
memory. For access to bulk off-chip memory and debugging, 
the chip exposes two serialized TileLink interfaces, one 8-bit 
bidirectional cached interface for memory and one 1-bit 
coherent interface for connecting peripherals. 

B.​ Saturn RISC-V Cores With Embedded Vector Units 
​ The Saturn RISC-V [2] cores in COSMIC combine scalar 
RV64GC pipelines with a datapath that supports RISC-V 
vector extension 1.0 (RVV1.0) optimized for DSP workloads. 
Unlike general-purpose cores, VPUs are capable of applying 
the same operation across wide vectors of data in a single 
instruction, making them highly efficient for operations such 
as convolution, filtering, and spectral analysis. This 
single-instruction, multiple-data capability reduces control 
overhead and improves throughput, aligning well with the 
performance and energy constraints of real-time DSP 
applications. Saturn is an extensible and highly parameterized 
generator of scalable vector units that can generate a wide 
variety of vector datapath widths (DLEN). It adopts a 
decoupled access-execute architecture, comprising a vector 
frontend unit for instruction dispatch and fault checking, a 
vector load-store unit for memory operations, and a vector 
datapath for executing vector instructions arranged as shown 
in Fig. 3. COSMIC’s four Saturn instances are configured as 
VLEN=256, DLEN=64 vector units, offering a short 256-bit 
vector length in a compact 64-bit datapath width for 64-bit 
operations per cycle, suitable for audio processing, offering a 
different evaluation point from big/little cores in [6]. 
 

 
Fig. 2 Integer dot-product scalar versus vector comparison.  

 

Fig. 3 Saturn vector core architecture. 

Fig. 4 Saturn power draw at near-maximum utilization. 

​ COSMIC’s Saturn is benchmarked on representative DSP 
workloads, including vector dot-products, integer general 
matrix multiply (IGEMM), and floating-point 16-bit 1D 
convolutions which are summarized in Fig. 2. 

C.​  Direct Memory Access Engine 
​ In addition to the vector cores, COSMIC contains a 
streaming convolution accelerator and memory-mapped I/O 
(MMIO) FFT accelerator and must contend with large 
amounts of audio data coming from multiple I2S ports and 
main memory. To facilitate the efficient transfer of data 
between the peripherals and accelerators without burdening 
the CPU cores, a high performance fully programmable DMA 
engine has been designed. The DMA engine features seven 
independent channels split into two main types. Three 
C-channels are designed to accelerate bulk data transfer 
between memory locations and four P-channels perform a 
handshake before each transfer to enable flow control when 
talking to lower bandwidth peripherals like I2S. Each channel 
is independently programmable and supports transactions of 
up to 4 MiB long and 64 bytes wide, with programmable 
stride. Each channel has a transaction queue to allow 



 

Fig. 5 DMA engine architecture. 

TABLE 3. MEMORY BANDWIDTH BENCHMARKS. 

enforcing transaction ordering. DMA memory accesses are 
fully pipelined and can support up to 8 in-flight requests. This 
architecture is summarized in Fig. 5. As seen in Table 3, the 
block dramatically speeds up bulk memory copies compared 
to the scalar and vector cores, both within the L2 cache and 
when communicating to off chip memory over the SerialTL 
bus thanks to its ability to aggressively pipeline accesses. It 
has a peak bandwidth of 3.1 GiB/s when running at 1.25 GHz, 
a 12.3× improvement over glibc’s standard memcpy routines. 

D.​ Convolution Accelerators  
The convolution accelerator implements a low-latency, 

streaming datapath for 1D convolutions over FP16 or INT8 
inputs. Input and kernel data are packed into 64-bit words and 
transferred via DMA into a 256 entry queue. The pipelined 
datapath feeds shift registers into parallel multiplication units 
and a binary tree adder structure, with pipelining at every 
other adder level as described in Fig. 6. A five-state FSM 
(idle, head, body, tail, halt) orchestrates input/output 
handshaking, pipeline delay masking, and status handling. 
Finally, outputs are packed and enqueued into the output 
queue. The integration of a 1D convolution accelerator targets 
high-throughput, low-latency execution of core signal 
processing workloads such as filtering, cross-correlation, and 
feature extraction. These are convolution-dominant, 
compute-intensive, and highly regular in DSP applications.  

 
Fig. 6 Convolution accelerator architecture. 

Fig. 7 FFT processor design. 

As seen in Table 2, convolution accelerates the compute by 
12× with a 12× average energy savings and no average power 
consumption increase compared to software. 

E.​ Single-Path Delay Feedback FFT Processor 
While the Saturn cores can execute FFTs, their prevalence in 
DSP applications justifies inclusion of a fixed-function FFT 
accelerator. The integrated FFT design is pipelined such that 
data flowing into each stage is time-multiplexed. Each stage of 
the FFT combines pairs of points and utilizes buffers to align 
the first-half of the input points with the second-half. The 
same hardware is used to combine N/2 pairs of points at each 
stage, as shown in Fig. 7. The integrated SDF-FFT [7] is 
configured as a 128-point Radix-2 FFT with one pipeline stage 
and is interfaced over MMIO registers. The FFT utilizes a 32 
bit fixed point data format split into two 16 bit fixed point 
numbers for the real and imaginary components. The 
SDF-FFT accelerator was evaluated by comparing its 
performance and energy efficiency to KISS-FFT, a popular C 
FFT library, as well as with an end-to-end application to 
recognize notes from an audio file. Table 2 demonstrates an 
improvement of 2.14× in performance and 2.17× in energy 
consumption over software. 

F.​ Audio Subsystem 
COSMIC features an 8-channel audio subsystem designed 

to allow end-to-end intelligent audio processing applications. 
The audio interface features 4 independent stereo I2S channels 
to interface with commercial high quality audio codecs, 
enabling multi-microphone input and spatial audio output, 
alongside two built-in 16-bit Δ𝚺 DACs for direct analog 
playback without external components. The Δ𝚺 DACs are 
1-bit first order Δ𝚺 modulators attached to I2S channel 0. The 
I2S transceiver is fully programmable and spec compliant, 
supporting 8, 16, 24, and 32-bit audio samples and I2S clock 
generation with a configurable 2-216 clock divider for 240 Hz - 
8 MHz sample rates. The ability to act as an I2S peripheral 
with externally driven clocks also enables arbitrary sample 
rates. The high level architecture is described in Fig. 8. Each 
I2S channel presents 4 independent queues for transferring 
packed stereo audio samples and contains onboard data 
conversion between FP16 and integer audio for integration 
with the convolution engine. It provides full DMA support 
including DMA requests to allow audio playback and 
processing without CPU intervention. The audio subsystem 
end-to-end demonstration with an I2S DAC is shown in Fig. 9. 
 

 

Fig. 8 I2S audio subsystem architecture. 



III.​ MEASUREMENT AND RESULTS 
A.​ Evaluation Setup 

The 2mm x 2mm test chip was fabricated in Intel 16 
technology as one of four tiles in a 16mm2 array, then mounted 
onto an interposer package to integrate easily with a custom 
PCB and FPGA setup for bring-up and evaluation. In the main 
setup, an Intel Agilex FPGA connected to a host through a 
USB interface sends the commands to the chip across a 
560-pin FMC+ connector on the FPGA, allowing access to 
external DDR4 memory over Serialized TileLink. A second 
setup utilizes similar configuration with DataStorm FPGAs 
through custom breakout boards as seen in Fig. 9. All 
benchmarks were designed using a custom UART-based 
protocol to automate power and performance data collection. 
At the nominal voltage of 850 mV the maximum clock 
frequency is 900 MHz. The maximum clock frequency of 1.25 
GHz is at the maximum tested voltage of 1.1V. Realistic 
benchmark performance is summarized in Table 2 while the 
energy consumption at core saturation is shown in Fig. 4. 

B.​ End-to-End Applications 
​ The audio subsystem is capable of receiving audio data 
and replaying it through the I2S channels with an external 
DAC as well as through the Δ𝚺 DAC. The I2C peripheral 
interface on the chip assists in configuring the external DAC 
with the appropriate sampling rates and bit depth. The DMA 
engine enables efficient intermediate CPU computation, such 
as applying a reverb effect, placing data into a double buffer 
and playing the new audio. We then run a dual microphone 
beamforming application on the test chip. Two microphones 
are set up in a front-facing broadside array and their responses 
are summed and normalized to be more responsive to sound 
from the front and back but attenuate sound from the sides. 
COSMIC is also well suited for edge inference tasks thanks to 
its efficient Saturn vector engines. The TinyStories [8] LLM 
and Llama model architecture were ported to our chips with 
the attention dot products vectorized with RVV. The 260K 
parameter model shows our system can run full end-to-end 
ML workloads, not just individual kernels. While our 
performance is largely limited by the relatively low bandwidth 
Serial TileLink interface, we achieve peak performance of 
85.5 tokens/second, an average speed of 23.8 tokens/second, 
and maximum efficiency of 1.1 mJ/token as seen in Table 4. 

 

Fig. 9 Demo and evaluation setup. 

TABLE 4. LLAMA MODEL AT VARIOUS CORNERS. 

 

TABLE 5. COMPARISON TABLE TO RECENT WORK. 

 
IV.​ CONCLUSION 

COSMIC demonstrates the viability of agile, open-source 
methodologies in designing high-performance SoCs for audio 
DSP and edge ML workloads that compare favorably with the 
state of the art in Table 5. By integrating 4 RV64GCV vector 
cores with domain-specific accelerators (FFT, convolution), a 
custom DMA engine, and an I2S audio subsystem, the SoC 
achieves 12× speedup in convolution and 2× faster FFT 
transforms over software implementations while improving 
energy efficiency. The architecture’s versatility is validated 
through end-to-end applications including mic beamforming, 
reverb effects, and inferencing a 260k-parameter Llama 
model. The design leverages the meta-programming and 
parameter systems made possible by open-source module 
generators and tools within the Chipyard framework, 
integrating open-source libraries with commercial EDA tools. 
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