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Abstract

The growing prevalence of inverter-based resources
(IBRs) for renewable energy integration and electrifi-
cation greatly challenges power system dynamic anal-
ysis. To account for both synchronous generators (SGs)
and IBRs, this work presents an approach for learning
the model of an individual dynamic component. The
recurrent neural network (RNN) model is used to match
the recursive structure in predicting the key dynami-
cal states of a component from its terminal bus volt-
age and set-point input. To deal with the fast tran-
sients especially due to IBRs, we develop a Stable Inte-
gral (SI-)RNN to mimic high-order integral methods that
can enhance the stability and accuracy for the dynamic
learning task. We demonstrate that the proposed SI-
RNN model not only can successfully predict the com-
ponent’s dynamic behaviors, but also offers the possibil-
ity of efficiently computing the dynamic sensitivity rela-
tive to a set-point change. These capabilities have been
numerically validated based on full-order Electromag-
netic Transient (EMT) simulations on a small test system
with both SGs and IBRs, particularly for predicting the
dynamics of grid-forming inverters.

1. Introduction

The electric power infrastructure is witnessing
transformative changes with the rapid electrification of
various sectors and the increasing installation of renew-
able energy sources. These changes have led to growing
prevalence of power electronics throughout the power
grid [1]. While traditional rotating machines will con-
tinue to play a significant role in generation, storage, and
motor-driven applications, the growing role of inverter-
based resources (IBRs) presents significant challenges
for grid operation and stability. In particular, the pres-
ence of IBRs increases the presence of fast transients
and increases the complexity of power system dynam-
ics [2]. While Electromagnetic Transient (EMT) simula-
tions could offer greater precision over the conventional
phasor-domain simulations, they are known to be com-
putationally intensive and lack numerical scalability [3].
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Developing effective yet tractable dynamic models for
IBRs for system-level simulations is of high importance
to facilitate the dynamic studies and stability analysis of
power systems.

Recent advances in data-driven approaches, espe-
cially deep learning techniques based on the neural
network (NN) models, have been increasingly utilized
for power system dynamical modeling; see e.g., [4—6].
Enabled by the proliferation of sensing infrastructure,
the ability to learn dynamics from real data is now feasi-
ble. With this approach, NNs offer high model accuracy
and are generalizable to different operating conditions.
However, a majority of these approaches aim to model
the full system model along with all of its dynamical
subsystems. Such methods incur very high model com-
plexity and limit flexibility under various operating con-
ditions seen in practice. A modularized design where
each synchronous generator (SG) has its own dynamical
model can be more adaptive and scalable [7, 8]. Despite
this advancement, many existing models predict only
fixed types of SG dynamic states, overlooking the under-
lying variations in dynamic models, which are not suit-
able for learning fast dynamics of IBRs. An alternative
method involves neural ordinary differential equation
(neural-ODE) based approaches [9], which parameterize
the state-space model using a neural network, rather than
directly predicting the states themselves [10-12]. While
this approach is flexible in evaluation points, it necessi-
tates the use of a differential equation solver to generate
state predictions. This requirement not only adds a sig-
nificant computational burden but also complicates sys-
tem integration if modularized design is considered, par-
ticularly with the additional necessity of solving power
flow equations.

The goal of our work is to put forth a unified
approach for learning the models of dynamical compo-
nents including both SGs and IBRs. To encompass high-
order heterogeneous component models, our method
builds upon the actual dynamic models to extract the
key state variables that are sufficient for representing the
system-level behaviors of these different resources. This
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reduced-order model is helpful for lowering data rates
and model complexity, and allows for the component to
interact with the terminal bus only and decouple from
the rest of system. The latter is very useful for modu-
lar integration of network-wide resources for attaining a
full system model. It also allows us to build the learning
model based upon the recurrent NN (RNN) to match the
dynamic recursion form of the underlying physics-based
model.

Nonetheless, the extremely fast dynamics of IBRs
would require the RNN to have a very small time-step
and thus high computational complexity. This issue is
similar to the stability concern faced by classical numer-
ical integration methods, as the prediction error per time
step can get aggravated through the iterative propagation
process. To tackle this issue, we put forth an innova-
tive RNN design that mimics the higher-order numerical
integral methods which are known to have much better
stability guarantees than the first-order Euler’s method.
We propose the Stable Integral RNN (SI-RNN) model
by introducing higher-order blocks of RNNs that are
similar to the Runge-Kutta (RK) method [13, Ch. 9.3].
Our proposed SI-RNN can use a reasonable time-step
to track IBR transients and greatly improve the stability
regions, a crucial consideration in grid dynamic model-
ing [14]. We have further leveraged the SI-RNN model
towards effectively predicting the dynamic sensitivity
with respect to (wrt) a change of control set-point. This
capability is useful for enhancing the generalizability
of the trained SI-RNN model, but more importantly, it
opens up new possibilities for applying to sensitivity-
based optimization and control.

The main contributions of this research are two-
fold. First, we present a unified approach to learn the
dynamic model of an individual dynamic component
like SGs and IBRs. Through reduced-order modeling
and network decoupling, our approach can achieve flex-
ible and efficient integration of all network-wide compo-
nents in a modular fashion. Second, we develop a novel
RNN-based learning method that can effectively capture
the fast transients of IBRs. Inspired by the excellent
stability guarantees of high-order integral schemes, our
proposed SI-RNN can significantly reduce the time-step
requirement and computation complexity. We demon-
strate that this model is not only accurate in predicting
the component’s dynamics, but also capable of track-
ing the dynamic sensitivity to set-point changes, thus
providing an effective tool for sensitivity-based optimal
control tasks.

The rest of the paper is organized as follows. Sec-
tion 2 presents the dynamic models of the SGs and
grid-forming (GFM) IBRs. Section 3 develops a RNN-
based model to learn the component-level dynamics, as

well as to predict the dynamic sensitivity. Section 4
demonstrates the validity and advantages of our pro-
posed model over the regular RNN model, especially
for predicting GFM dynamics. Conclusions and ongo-
ing works are summarized in Section 5.

2. Dynamics Modeling

We first present the modeling of two types of
important power system dynamic components, namely
the synchronous generators (SGs) and grid-forming
(GFM) inverters. Typically, the system dynamics are
represented by a set of differential algebraic equations
(DAEs), where the differential equations model the
dynamics of the component state variables, and alge-
braic equations capture the power balance; see e.g., [15,
Ch. 6-9]. Note that both SGs and IBRs have very high-
order dynamics in practice. Nonetheless, we will focus
on the low-complexity models of a reduced order that
could well represent their behaviors at the power system
level.

2.1 Modeling of Synchronous Generators (SGs)

We consider the the two-axis model of a syn-
chronous machine as described in [16, Ch. 5], which
will be used to incorporate the governor/exciter controls
later on. There are four dynamic states for the SGs: the
rotor angle § and its derivative (frequency) w, as well as
the d/q-axis internal voltages E, and F. Using the d/q-
axis current magnitudes, I4 and I, per the power flow
coupling, we obtain

ds

T =W — Wo, (1a)
dw , ,
ME = Py — E}I4 — E,I,

— (Xg = X)) aly — D(w —w,),  (1b)

dE’
TAOT;:—EQ—(Xd—Xé)fd+Efd, (1c)

dE’
Toog = ~Fa+ (Xq = Xo) Ly, (1d)

where w, stands for the nominal frequency (e.g., the
synchronous frequency), while the field voltage E¢q and
the mechanical power P; are determined by the SG
controllers. The other parameters in (1) are mostly fixed
constants for each SG, including inertial, damping, and
reactance constants. Note that this fourth-order model
in (1) is a simplified approximation of the higher-order
dynamics including additional state variables like sub-
transient voltages and fluxes.

The SG internal controllers include the excitation
systems and governors [16, Ch. 8.6]. These controllers
typically follow the proportional-integral control rule
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Figure 1: Schematic diagram of the averaged full-order
GFM-inverter model with the reference signals, control
system, and electrical system [17].

based on their corresponding set-points. Since the con-
troller states are typically unobservable for SGs, we only
consider simplified state-space models for SG controller
states that have direct impacts on SG internal states.
Specifically, the exciter control using the voltage refer-
ence set-point signal V* can be represented by:

dEyq
dt

Ta =—Eu+Ka(V*=V), 2
where V' stands for the bus voltage magnitude measured
at the generator terminal. Similarly for the governor, it
can be simplified as a first-order system using the power
set-point signal P*:

4P 1
Tyt = —Py+ P — — (w —1) ),

To determine the currents Iy and I, we solve the
power flow equations between the SG’s interval voltages
and its terminal bus voltage phasor, V Z6, given by

Rl — Xy, = E, — Vsin(0— ),  (4a)
Rl + Xqlq = E{ — V cos(d — 0) . (4b)

The SG states can be fully determined by the con-
trol signals V* and P*, as well as the terminal bus volt-
age V /6. If the control signals and terminal voltages
are all given, the SG dynamics is decoupled from the
remaining system. This will be used as the basis for
component-wise dynamics learning.

2.2 Modeling of Inverter-based Resources (IBRs)
IBRs are broadly categorized into grid-following
(GFL) and grid-forming (GFM) inverters based on the
control objective design. While the majority of IBRs
currently installed into the power grid are in GFL mode,
the GFM inverters are envisioned to be more prevalently
used to replace SGs thanks to their capabilities of pro-
viding voltage and frequency supports [18]. There have
also been significant research efforts into developing
a unified GFM model with various types of controller
designs, as discussed in the recent paper [17]. Thus, this

work focuses on the modeling and implementation of
GFM inverters.

Unlike SGs, the dynamics of the GFM invert-
ers are dominated by their primary power control loop
instead of physical laws, as depicted in Fig. 1. Typ-
ical GFM control strategies, including droop, virtual
synchronous machine (VSM), and dispatchable virtual
oscillator (dVOC), have been unified as a generic pri-
mary control model in [17]. This unification can be
further simplified under assumptions of single induc-
tor filter dynamics, pure inductive line impedance, stiff
grid, and perfect grid voltage synchronization in the con-
troller. There are seven dynamic state variables in the
generic GFM model after the simplification: the phase
angle of the inverter internal voltage J, inverter voltage
frequency w, reference voltage magnitude E*, filtered
real and reactive power P, and @),,, and inverter out-
put current magnitude in synchronous reference frame
I4 and I that rotate at nominal frequency. Specifically,
the generic GFM inverter model can be written as

dé
a =W — Wo, (Sa)
d
rfdi; = (ka +1) (wo — w) + ks (P* — Pu),
dE*
TVW :fv(E*) + Ry (Q* - Qm) s (5b)
dP, 3
Zm Yy —P
Tp dz 2V d m> (SC)
AQm 3
TPT = — §qu — Qm7 (Sd)
I
L% =E*cos(5 — 0) — V + wo LI, (Se)
I
L% =E*sin(6 — 0) — woL14, (5)

where P* and Q* are respectively the active and reactive
power reference set-points dispatched by the secondary
controllers.  Additionally, 7¢, 7, 7, Ka, kf, and Ky
are fixed constant parameters and take different forms
based on different GFM control strategies, as detailed
in Table 1. Note that f, (E*) also takes different forms
per primary control strategies. While Droop and VSM
consider the voltage deviation V, — E* as f, (E*) from
nominal voltage V,,, dVOC considers a nonlinear func-
tion where

fv (E*) _ E* (V02 _ E*Q) .

In general, both the component-level dynamics for
SGs (1) and GFMs (5) can be represented as the first-
order ODE system

X = f(X,y, U_) ) (6)
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Table 1: Parametric assumptions under which droop,
VSM, and dVOC are transformed into generic primary
control model. The definition of these parameter fol-
lows [17].

where the vector x includes the dynamic state variables,
vector y contains the algebraic variables, while vector
u has the control set-points as the input. The vector
y = [V, 6] T essentially represents the voltage phasor of
the terminal bus, which allows to decouple the dynamic
component from the rest of network. Note that the cur-
rent variables are also present in the dynamics, they
can be solved from exactly using the internal voltage
and terminal voltage, as in (4a). In addition, the vec-
tor u comes from the reference set-point signals deter-
mined by the secondary controls. Furthermore, from the
perspective of system-level behaviors, certain dynamic
states in x can be simplified, as well. Specifically, if we
assume GFM currents remain relatively stable, (5e)-(5f)
are equivalent to (4a). Additionally, Eld can be elim-
inated in (1), as T(;O is usually sufficiently small. If
we further keep the internal controllers as implicit func-
tions, the dynamic states x in (6) are the trio: inter-
nal angle ¢, internal frequency w, and internal voltage
magnitude E. These simplifications allow to develop a
general approach for learning the model of component
dynamics as follows.

Remark 1 (Model simplification). The simplification
of the dynamic states x is justified by the negligible
impact of high-frequency oscillation modes at the sys-
tem level, as evidenced by our empirical findings from
full-state Electromagnetic Transient (EMT) simulations
for GFMs. These simulations demonstrate that the high-
frequency modes of the internal states are effectively fil-
tered out before influencing system-level dynamics, and
confirming the low variability of GFM currents, whose
transient disturbances are attenuated by the LCL fil-
ters [19]. Following this filtering process, our methods
consider only state variables in x = [5,w, E]" with-
out other dynamics. Notably, the datasets generated
for dynamic learning reflect this smoothed, system-level
behavior, enabling simplifications that avoid the unnec-
essary complexity of transient high-frequency modes in
the modeling process, as detailed in Section 4.

SG
SG Controluf.
B
S
GFM Controlu
GFM

Figure 2: Modular architecture for modeling grid dynam-
ics with each component represented as individual NNs.
Each component has independent dynamic states, con-
trol inputs, and electrical input from the network [20].

3. Learning the Component Dynamics

We consider learning the dynamics of the compo-
nent system in (6) by directly predicting the state tra-
jectory x(t). Our design falls under the general frame-
work for dynamics prediction in [7,21]. As discussed
later, by building the component-level predictive mod-
els, we could flexibly incorporate the system-wide SGs
and IBRs into an integrated model, as depicted in Fig. 2.

To this end, we propose a recurrent neural network
(RNN) model with a recursive structure that is nicely
suited for predicting the dynamic evolution in (6). Using
a sufficiently small time-step At, a simple numerical
integration method like the Euler forward method con-
verts (6) into the discrete-time system

Xep1 X + At f(xe, ¥4, ) N

where the approximation accuracy depends on the time-
step At, as discussed soon. Without knowing the under-
lying model (6), the integrator in (7) can be approxi-
mated using a multi-layer Elman RNN [22], given by

h; =0 (Wanx: + Wy,
+Wunu, + Wyphy 1 +by ), (8a)
Xt4+1 =0 (Whht + bh) 5 (Sb)

where h;’s are the hidden states in the RNN model. The

RNN has trainable parameters denoted by W ., b. which
are of proper dimensions. For the activation function
o(-), typical choices include relu and tanh. RNNs
are efficient in capturing temporal dependencies through
the introduction of the hidden states. Basically, the hid-
den states act as a form of memory by retaining the
important information on the past inputs, allowing the
network generates outputs based on both the current
input and the information it has captured in the past.
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Figure 3: Comparison of SG and GFM state responses
to a three-phase grounded fault of the 5-bus system in
Fig. 7.

[ Stacking k;’s l T

Linear layer

Xe—2Ye—2Ut—2 XYl

Figure 4: Diagram of the proposed SI-RNN dynamics
learning framework.

While the RNN structure nicely fits with the
dynamic learning task, the approximation error intro-
duced by the discretization in (7) can adversely affect
the accuracy of the trained RNN model. This is related
to the well-known stability issue for numerical integra-
tion methods based upon (7). In order to satisfy the so-
termed CFL condition for the stability [13, Ch. 11], the
step size At could be extremely small if (6) is stiff, or
equivalently, having very fast dynamics. In general, the
high-stiffness arises from systems with a high IBR pen-
etration due to the fast dynamics and nonlinear behav-
iors of IBRs, as shown in Fig. 3. For dynamical sys-
tems, the approximation error of f(-) would accumulate
across time, leading to severe error propagation. Thus, it
is imperative to improve the RNN design to address the
pronounced stability issue with IBR-rich power systems.

Inspired by higher-order numerical integration
methods, we develop a new Stable Integral RNN (SI-
RNN) design by imitating the fourth-order explicit
Runge-Kutta (RK) method [13, Ch. 9.3]. In general,
the explicit RK methods use the intermediate steps to
reduce the truncation error. For example, consider the

fourth-order RK method given by

3
Xip1 %+ ALY ek, (9a)
=0
i—1
k; = f(t + a;At,x; + At Z Bijkj, ye, ur) (9b)
j=0

where {c;, a;, 5; ;} and k;’s are respectively the weight

coefficients and functional values for the intermediate
steps. Compared with the Euler method with an accu-
mulated approximation error in the order of O(At), the
fourth-order RK in (9) has the total error in the order
of O(At*). This way, the latter can conveniently han-
dle stiff problems by significantly expanding the stabil-
ity region for the same time-step.

To imitate the design (9), our proposed SI-RNN
leverages multiple historical data points by stacking the
recurrent structure in (8a). Fig. 4 illustrates this idea by
stacking the RNNs for the current input and three pre-
vious ones. Each one of the four k;’s is predicted by
an individual RNN, with the hidden states h;’s also con-
nected. Thus, our SI-RNN can be described as

hi1 =0 (Wan,iX¢—3+i + Wyn,i¥i—34i
+ Wanite—34; + Wiy ih +bi; ) (10a)
k; =0 (Wp.ihiyy +b;),i=0,---,3 (10b)
Xt11 =0 (Wy ko, -+ k3] +by) . (10c)

Basically, each of the four RNNs is used to predict the
corresponding k; in the RK method. Note that unlike
the typical ElIman RNN (8), the hidden states h; in (10)
only track temporal dependencies among the output and
four input steps. This special design helps in learning
intricate dynamic patterns that might be neglected by the
model simplification and state reduction steps without
suffering from additional training difficulties, as detailed
later in Section 4. Additionally, the last step in (10c) is
a linear layer that matches the linear combination in (9).
All the weight coefficients W.’s and b.’s are trainable
parameters for the SI-RNN.

To simplify the notations, we represent the SI-RNN
model as

fR(XaYaU;®)7 (11)

where © contains all trainable parameters in (10). To
generate the training datasets, the trajectories of the
component states and algebraic variables, along with the
set-point signals, are dissected into tuples:

{’" Input:’ Xy, ' Output:’ X441}
with the RNN input

Xt £ {{th’h Yi—i, utfi}i:()’... _’3} .
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As for the loss function used by the SI-RNN training,
one can compare the predicted X;11 = fr (X;; ©) with
actual states to form

A
A Z 1% — %¢[3-

We can use the SI-RNN model developed for an
individual dynamic component to come up with an inte-
grated system model of multiple components.

Remark 2 (Network integration). The SI-RNN design is
convenient for performing an integrated network analy-
sis with multiple, heterogeneous dynamic components.
First, the development of the SI-RNN model is appli-
cable to any type of dynamic resources, either SGs or
IBRs. Through the setup of y and u in Section 2, the
component-level model only needs to interface with the
rest of power network at the terminal bus, as shown in
Fig. 2. This allows for separately training the SI-RNN
for any dynamic component, followed up an integration
step based on static power flow coupling only. This way,
the network model can conveniently adapt to the con-
nectivity of each component, as well as the network con-
nectivity in terms of line status. This flexible integra-
tion of network-wide resources is unlike the neural-ODE
method [10, 23] that predicts f(-) in (6) as a function of
time t and cannot used in the terminal coupling directly.
We will further explore this network integration step in
future.

12)

3.1 Dynamic Sensitivity

Our SI-RNN model allows for quickly predicting
the dynamic sensitivity with respect to (wrt) the change
of control set-points. This is important for a variety
of power system dynamic analysis tasks. For example,
dynamic sensitivity factors can facilitate the develop-
ment of measurement-based system identification [24]
and fast contingency screening [25]. In addition, the
predicted state trajectories could be used in the design
of optimal control strategies [26,27].

While various kinds of dynamic sensitivity can be
considered for the general model (6), we take the exam-
ple of the P* —w sensitivity. This stands for the sensitiv-
ity in the frequency w(t) wrt a small change in the active
power set-point P*. If one has the access to the numeri-
cal simulation data under different power set-points, the
trajectory of this sensitivity can be approximated numer-
ically. Using a small perturbation of € on the set-point,
the finite difference gives

a Aw(t)  we(t) —wo(t)
AP* € ’

where w,(t) and wq(t) are the frequency trajectories

under the set-points P* + € and P*, respectively. Note

J(w(t); APY)

13)

Bus1 Bus2 Bus3
Governor @ Line1 Line2
Infinite bus

Load Fault

Figure 5: One-line diagram of the SMIB system for learn-
ing the SG dynamics.

that when generating the w(t) and wy (t) trajectories, the
same initial conditions and set-points are used, except
for the change in the set-point P*.

Since the SI-RNN model has been trained to match
the underlying dynamics, it can be used for directly pre-
dicting the dynamic sensitivity for a variety of operating
conditions. In fact, it conveniently facilitates this com-
putation thanks to the fast gradient calculation via back-
propagation. In addition to predicting the trajectory of
w(t) with given initial conditions and other inputs, the
SI-RNN can efficiently produce the sensitivity by com-
puting the partial derivative of w(t) wrt P*, as follows:

4 A ey & Ow(t)
() AP & T2
_aw(t) Jkgy Ohy
"~ Oky Oh; OP*
Ow(t) 0ky (Ohy  Ohy Ohy
Ok, Ohy (ap* 6}116P*>
Ow(t) % (8h3 % (6h2 n % oh, ))
Oky Ohg \ OP* Ohy \OP* 0Oh; OP*
8w(t) 8k3 81’14 8h4 8h3 8h2 8h2 8h1
dk3 Ohy <8P* dhy (ah2 (ap* dh, P~

(14)

where the second step follows from the chain rule, and
can be efficiently calculated through recursion.

Remark 3 (Sensitivity-aware learning). The SI-RNN
model-based sensitivity (14) can be efficiently computed
using the automatic differentiation and reverse accumu-
lation in Pytorch, as implemented by the widely adopted
backpropagation method in NN training [28]. This
approach not only alleviates the need of simulating mul-
tiple trajectories in the numerical estimation approach
based on (13), but also can be utilized for training the
SI-RNN model to match a given sensitivity trajectory. By
regularizing the SI-RNN loss function in (12) with the
mismatch between the predicted and actual sensitivity,
we can further improve the model accuracy and gener-
alizability performance.

4. Numerical Results

We present the numerical results for the proposed
SI-RNN-based dynamic learning approach, by consid-
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Figure 6: Comparisons of the proposed SI-RNN with RNN models on the SMIB test case in predicting the SG states

for one fault scenario from the test set.

ering both SGs and GFMs. To generate the datasets of
dynamic trajectories, we use the time-domain (TD) sim-
ulations based on the Simulink® in Matlab®. Both SGs
and GFMs have been represented using the three-phase
full-order models, which are even more complex than
those in Sec. 2. Particularly, the GFM model follows
from [29], and has used the Electromagnetic Transient
(EMT) simulation mode. To obtain the measurement
data, we focused on educed-order states as in Remark 1,
and a smoothing and down-sampling process has been
used to filter the internal states of dynamic components.
Additionally, the terminal bus voltage phasor data have
been synthesized using the virtual Phasor Measurement
Units (PMUs).

To evaluate the proposed SI-RNN’s performance in
predicting dynamic responses to disturbances, we simu-
late different fault scenarios as detailed in specific tests
later. The dynamic sensitivity is numerically computed
by using a step change in P* after the fault clearance.
The simulated trajectories for all the scenarios are split
into the training/test datasets with a 90%/10% division.
To better compare the performance, we consider two
error metrics to evaluate the trained models on the sce-
narios in the test dataset. The validation error mea-
sures the deviations of NN outputs of one-step predic-
tions from ground truth, while the prediction error is
with respect to the trajectories of iterative predictions
using only initial conditions. Hence, the latter should be
slightly higher as it is prone to error propagation. As
for the NN model setups, the proposed SI-RNN uses a

total of four RNN blocks where the number of hidden
features is 50 for each block, along with a final linear
output layer. We also implemented the vanilla RNNs
with the same parameter setup for comparisons. Both
learning approaches have been implemented using the
PyTorch library in Python. They are trained by the stan-
dard AdamW algorithm with the same convergence cri-
teria. The NVIDIA Quadro® RTX 5000 is utilized for
computation acceleration'.

4.1 Learning the SG model

We first validate the performance of the proposed
SI-RNN for learning the full-order SG and controller
models. A sixth-order SG model with a hydraulic tur-
bine and governor, as well as an IEEE Typel excita-
tion system, is connected to an infinite bus through some
transmission components to form a single machine infi-
nite bus (SMIB) system, as depicted in Fig. 5. A total
of 400 fault scenarios are generated by changing the
location of a three-phase grounded fault on the trans-
mission line, and duration from 1 to 10 cycles. For each
scenario, the post-fault responses are simulated for 14
seconds with a 100Hz sampling rate. We compare the
test performance of the proposed SI-RNN model with
the vanilla RNN one in predicting the state trajectory.
We use the performance metric of the normalized mean

I'The simulation files, code, and results are available at:
https://github.com/ShaohuilLiu/IBR_Dyn_Learn
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Figure 7: One-line diagram of the 5-bus test system with
one SG and one GFM.

Table 2: NMSE of predicting the SG states for the SMIB
test system.

Validation error Prediction error

State | RNN RNN4 SI | RNN RNN4 SI

w 1.00 099 0.03 | 1.04 1.00  0.07
) 024 081 0.04 | 052 1.54  0.11
Eq 032 067 0.04 | 050 128 011
Ey 0.38 0.80  0.06 | 0.66 1.00  0.12

squared error (NMSE) given by

X—)A(Hg

NMSE = | (15)
for predicting the ground-truth trajectory vector x =
{x:}. Examples of the test trajectories are presented in
Fig. 6, and the detailed comparison results are listed in
Table 2.

Fig. 6 and Table 2 show that both learning
approaches can achieve good accuracy in predicting
all the states in the validation test, while the SI-RNN
slightly outperforms the RNN model. Nonetheless,
when considering the iterative prediction using only
the initialization, the proposed SI-RNN model exhibits
much higher accuracy and numerical stability over the
RNN model. Although adding additional historical tra-
jectories will improve the accuracy of predicting oscil-
lation modes as shown in Fig. 6, the deviations caused
by the instability will lead to larger prediction error as
shown in the column ‘RNN4’ in Table 2. This com-
parison speaks of the SI-RNN’s improved capability of
tracking longer-term dependency and maintaining the
stability.

4.2 Learning the GFM model

We further test the proposed SI-RNN for predicting
the fast dynamics of IBRs, by using a 5-bus sub-system
taken from the WECC 9-bus system. As shown in Fig. 7,
there are 1 GFM and 1 SG, respectively connected to
Bus4 and Busl. The SG here has the same setup as
in the previous SMIB system in Sec. 4.1, while a GFM
with dVOC as primary control has replaced the SG con-

Table 3: NMSE of predicting the states for the SG, and
the GFM along with its trajectory sensitivity.

Validation error Prediction error

SG | RNN SI-RNN | RNN  SI-RNN
w 078 0.5 | 081 017
E 076  0.05 | 083  0.11
GFM | RNN SI-RNN | RNN  SI-RNN
w 004 004 | 013 011
E 012 0.05 | 063 031
Sensitivity | 1.42 1.31 2.03 1.16

nected to Bus4 in the original 9-bus system. A total of
200 fault scenarios have been simulated by using 2 dif-
ferent fault locations for a three-phase grounded fault of
various fault durations from 1 to 10 cycles. For each
scenario, the post-fault trajectories are generated by the
EMT simulations for a time window of 3 seconds at a
rate of 10kHz. Note that the simulation time here is sig-
nificantly shorter than that of the previous SMIB system
with the single SG, and this is because the inclusion of
the GFM has led to much faster damping of the system
oscillations. From the 10kHz EMT simulations, we fur-
ther perform a filtering and down-sampling process to
generate the measurement data at a rate of 100Hz for
the states after reduction, as detailed in Remark 1.

The validation test results on GFM state predic-
tions are similar to the SG test case in the SMIB system,
with SI-RNN outperforms the vanilla RNN, as shown
in Fig. 8 and Table 3. Interestingly, the SI-RNN model
have shown much higher accuracy and stability in iter-
ative predictions over the vanilla RNN model for both
SG and GFM states in the reduced-order model. This
shows the capability of the proposed SI-RNN model in
predicting nonlinear and fast dynamics.

Using the GFM-based 5-bus system, we further
compare the dynamic sensitivity predicted by the SI-
RNN model with the numerical estimation method
based on (13). Fig. 8 plots the predicted versus the
estimated sensitivity trajectories for a change of active
power set-point P* at the GFM right after the fault clear-
ance. Interestingly, the sensitivity in all scenarios from
the test set are very similar to the numerical sensitiv-
ity calculated using simulated data. Nonetheless, the
SI-RNN-based sensitivity trajectories are not smooth,
which is consistent with the fact that the sensitivity is
not time-dependent like states.
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Figure 8: Comparisons of the proposed SI-RNN with RNN models on the 5-bus test case in predicting the GFM states
and w — P. dynamic sensitivity for one fault scenario from the test set.

5. Conclusions

This paper develops a modularized learning frame-
work to predict power system dynamics. We have effec-
tively demonstrated a reduced-order modeling approach
to learn the dynamics of both SGs and IBRs as individ-
ual dynamic components, through a novel RNN-based
framework that integrates high-order integral schemes
to enhance stability and predictability. Our proposed
SI-RNN model not only copes with the rapid dynamics
characteristic of modern power systems but also ensures
robust state sensitivity tracking in response to control
signal changes. Numerical validations on datasets gen-
erated by full-order EMT simulations from the SMIB
system and a 5-bus system demonstrate the validity and
advantages of our proposed model over the regular RNN
model, especially for predicting the GFM dynamics and
the dynamic sensitivity. Numerical results demonstrate
our approach paves the way for a flexible and efficient
integration of all network-wide components in a mod-
ular fashion. Our ongoing works include coupling dif-
ferent types of modules and learn system-wide dynam-
ics. Furthermore, we are actively investigating using
predicted dynamic sensitivity to design learning-based
control systems [26, 30].
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