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Abstract
Federated learning enables training high-
utility models across several clients without
directly sharing their private data. As a down-
side, the federated setting makes the model
vulnerable to various adversarial attacks in
the presence of malicious clients. Despite the
theoretical and empirical success in defending
against attacks that aim to degrade models’
utility, defense against backdoor attacks that
increase model accuracy on backdoor sam-
ples exclusively without hurting the utility on
other samples remains challenging. To this
end, we first analyze the failure modes of exist-
ing defenses over a flat loss landscape, which
is common for well-designed neural networks
such as Resnet (He et al., 2015) but is often
overlooked by previous works. Then, we pro-
pose an invariant aggregator that redirects the
aggregated update to invariant directions that
are generally useful via selectively masking
out the update elements that favor few and
possibly malicious clients. Theoretical results
suggest that our approach provably mitigates
backdoor attacks and remains effective over
flat loss landscapes. Empirical results on three
datasets with different modalities and vary-
ing numbers of clients further demonstrate
that our approach mitigates a broad class of
backdoor attacks with a negligible cost on the
model utility.

∗Work partially performed while at Microsoft Reseach.
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1 Introduction

Federated learning enables multiple distrusting clients
to jointly train a machine learning model without shar-
ing their private data directly. However, a rising con-
cern in this setting is the ability of potentially mali-
cious clients to perpetrate backdoor attacks and con-
trol model predictions using a backdoor trigger (Liu
et al., 2018; Bagdasaryan et al., 2020). To this end,
it has been argued that conducting backdoor attacks
in a federated learning setup is practical (Shejwalkar
et al., 2022) and can be effective (Wang et al., 2020).
The impact of such attacks is quite severe in many
mission-critical federated learning applications. For
example, anomaly detection is a common federated
learning task where multiple parties (e.g., banks or
email users) collaboratively train a model that detects
fraud or phishing emails. Backdoor attacks allow the
adversary to circumvent these detections successfully.

Motivating Setting. To better develop a defense
approach, we first analyze the vulnerability of feder-
ated learning systems against backdoor attacks over a
flat loss landscape. A flat loss landscape is considered
an essential factor in the empirical success of neural
network optimization (Li et al., 2017; Sun et al., 2020).
Although neural networks are non-convex in general
and may have complicated landscapes, recent works
(Li et al., 2017; Santurkar et al., 2018) suggest that
improved neural network architecture design such as
the Resnet with skip connections (He et al., 2015) can
significantly flatten the loss landscape and ease the
optimization. As a downside, a flat loss landscape may
allow manipulation of model parameters without hurt-
ing the utility on benign samples, which is precisely the
phenomenon that backdoor adversaries easily exploit.
A key insight is that backdoor attacks over flat loss
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landscapes can succeed without incurring significant
differences between benign and malicious client updates
due to the diminished gradient magnitudes from be-
nign clients. We further show that this phenomenon,
combined with other factors, such as the stochastic
nature of the update, can help backdoor adversaries
circumvent existing defenses. Our analysis also broadly
includes data-centric approaches such as the edge-case
attack (Wang et al., 2020) and the trigger inversion
defense (Wang et al., 2019; Zhang et al., 2023).

Our methodology. To avoid the failure modes of
existing defenses over flat loss landscapes, we propose
an invariant aggregator to defend against federated
backdoor attacks under a minority adversary setting
(Shejwalkar et al., 2022). Our defense examines each
dimension of (pseudo-)gradients1 to avoid overlooking
any backdoor attacks that only manipulate a few ele-
ments without incurring much difference on gradient
vectors. For each dimension, we enforce the aggregated
update points to invariant directions that are generally
useful for most clients instead of favoring a few and
possibly malicious clients. As a result, our defense
remains effective with flat loss landscapes where the
magnitudes of benign gradients can be small.

Our approach. We consider the gradient sign (e.g.,
positive, negative, or zero) as a magnitude-agnostic in-
dicator of benefit. Two clients having a consistent sign
implies that going along the direction pointed by the
gradient can benefit both clients and vice versa. Fol-
lowing this intuition, we employ an AND-mask (Paras-
candolo et al., 2021) to set the gradient dimension with
sign consistency below a given threshold to zero, mask-
ing out gradient elements that benefit a few clients.
However, this alone is insufficient: the malicious clients
can still use outliers to mislead the aggregation re-
sult even if the sign consistency is high. To address
this issue, we further complement AND-mask with the
trimmed-mean estimator (Xie et al., 2020a; Lugosi and
Mendelson, 2021) as a means to remove the outliers.
We theoretically show that the combination of AND-
mask and trimmed-mean estimator is necessary and
sufficient for mitigating backdoor attacks.

Our empirical evaluation employs a broad class of back-
door attacks, as detailed in Section 6.1, to test our
defense. Empirical results on tabular (phishing emails),
visual (CIFAR-10) (Krizhevsky, 2009; McMahan et al.,
2017), and text (Twitter) (Caldas et al., 2018) datasets
demonstrate that our method is effective in defending
against backdoor attacks without degrading utility as
compared to prior works. On average, our approach

1We overload ”gradient” to indicate any local model
update communicated to the server in the federated set-
ting, e.g., updates could be pseudo-gradients computed as
differences between model updates after several local steps.

decreases the backdoor attack success rate by 61.6%
and only loses 1.2% accuracy on benign samples com-
pared to the standard FedAvg aggregator (McMahan
et al., 2017).

Contributions. Our contributions are as follows:

• We analyze the failure modes of multiple prominent
defenses against federated backdoor attacks over
a flat loss landscape.

• We develop a combination of defenses using
an AND-mask and the trimmed-mean estimator
against the backdoor attack by focusing on the
dimension-wise invariant gradient directions.

• We theoretically analyze our strategy and demon-
strate that a combination of an AND-mask and
the trimmed-mean estimator is necessary and suf-
ficient for mitigating backdoor attacks.

• We empirically evaluate our method on three
datasets with varying modality, trigger patterns,
model architecture, and client numbers, as well as
comparing the performance to existing defenses.

2 Related Work

Backdoor Attack. Common backdoor attacks aim at
misleading the model predictions using a trigger (Liu
et al., 2018). The trigger can be digital (Bagdasaryan
et al., 2020), physical (Wenger et al., 2021), semantic
(Wang et al., 2020), or invisible (Li et al., 2021a). Re-
cent works extended backdoor attacks to the federated
learning setting and proposed effective improvements
such as gradient scaling (Bagdasaryan et al., 2020) or
generating edge-case backdoor samples (Wang et al.,
2020). The edge-case backdoor attack shows that us-
ing backdoor samples with low probability density on
benign clients (i.e., unlikely samples w.r.t. the train-
ing distribution) is hard to detect and defend in the
federated learning setting.

Centralized Defense. There is a line of work propos-
ing centralized defenses against backdoor attacks where
the main aim is either detecting the backdoor samples
(Tran et al., 2018) or purifying the model parameters
that are poisoned (Li et al., 2021b). However, applying
such centralized defense to federated learning systems
is infeasible in practice due to limited client data access
in many implementations.

Federated Defenses. Recent works have attempted
to defend against backdoor attacks in federated learning
systems. Sun et al. (2019) shows that weak differential-
private (weak-dp) federated averaging can mitigate
the backdoor attack. However, the weak-dp defense
is circumvented by the improved edge-case federated
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backdoor attack (Wang et al., 2020). Nguyen et al.
(2021) suggests that the vector-wise cosine similarity
can help detect malicious clients performing backdoor
attacks. The vector-wise cosine similarity is insuffi-
cient when the backdoor attacks can succeed with few
poisoned parameters, incurring little vector-wise dif-
ference (Wu and Wang, 2021). Other defenses against
untargeted poisoning attacks (Blanchard et al., 2017;
Xie et al., 2020a) lack robustness against the backdoor
attack. Sign-SGD with majority vote (Bernstein et al.,
2018, 2019) is similar to our approach, but it always
takes the majority direction instead of focusing on the
invariant directions. Unlike existing works, our defense
encourages the model to pursue invariant directions in
the optimization procedure.

3 Preliminaries

3.1 Notation

We assume a synchronous federated learning system,
where N clients collaboratively train an ML model
f : X → Y with parameter w ∈ Rd coordinated by
a server. An input to the model is a sample x ∈ X
with a label y. There are N ′ < N

2 adversarial clients
aiming at corrupting the ML model during training
(Shejwalkar et al., 2022). The ith, i ∈ [1, ..., N ], client
has ni data samples, being benign for i ∈ [1, ..., N−N ′]
or being adversarial for i ∈ [N−N ′+1, ..., N ]. The syn-
chronous federated learning is conducted in T rounds.
In each round t ∈ [1, ..., T ], the server broadcasts a
model parameterized by wt−1 to all the participat-
ing clients. We omit the subscript t while focusing
on a single round. Then, the ith client optimizes
wt−1 on their local data samples indexed by j and
reports the locally optimized wt,i to the server. We
define pseudo-gradient gt,i = wt−1 − wt,i being the
difference between the locally optimized model and
the broadcasted model from the previous round. For
simplicity, we often use the term “gradient” to refer
to the pseudo-gradient. Once all gradients are up-
loaded, the server aggregates them and produces a
new model with parameters wt using the following
rule: wt = wt−1 −

∑N
i=1

ni∑N
i=1 ni

gt,i. The goal of fed-

erated learning is to minimize a weighted risk function
over the N clients: L(w) =

∑N
i=1

ni∑N
i=1 ni

Li(w) =∑N
i=1

ni∑N
i=1 ni

EDi
[ℓ(f(x;w), y)], where ℓ : R × Y → R

is a loss function. sign(·) denotes an element-wise sign
operator, ⊙ denotes the Hadamard product operator,
and W1(·, ·) denotes the Wasserstein-1 distance.

3.2 Threat Model

The adversary generates a backdoor data sample x′

by embedding a trigger in a benign data sample x

and correlating the trigger with a label y′, which is
different from the label y of the benign data sample.
We use D′ to denote the distribution of backdoor data
samples. Then, the malicious clients connect to the
federated learning system and insert backdoor data
samples into the training set. Since federated learning
aims to minimize the risk over all clients’ datasets, the
model can entangle the backdoor signals while trying
to minimize the risk over all clients.

3.3 Assumptions

Bounded heterogeneity is a common assumption in fed-
erated learning literature (Wang et al., 2021). Let w∗

i

be a minimum in client i’s loss landscape. We assume
the distance between the minimum of benign clients is
bounded. Here, w∗

i is not necessarily a global minimum
or a minimum of any global federated learning model
but a parameter that a local model would converge to
alone if client i has a sufficient amount of data.

Assumption 1. (Bounded heterogeneity) ∥w∗
i −w∗

j ∥ ≤
δ, ∀i ̸= j, i ≤ N −N ′, j ≤ N −N ′.

Let W∗ be a convex hull of {w∗
i | i = 1, ..., N − N ′},

we assume that malicious clients aim to converge to a
model w′ that is not in the convex hull W∗ of benign
clients’ minima. However, we do not assume that all
parameters in the convex hull W∗ lead to zero back-
door success rate, especially since the convex hull may
increase as the diameter δ of W∗ increases. We empiri-
cally justify this separability assumption in Appendix
D. Formally, this separability assumption is stated in
the following.

Assumption 2. (Separable minimum) Let W∗ be a
convex hull with diameter δ of benign minima {w∗

i |
i = 1, ..., N −N ′} and w′ be a minimum of malicious
client, we have w′ /∈ W∗.

The estimated gradient often differs from the expected
gradient in stochastic gradient descent. One of the
most common models for estimated gradients is the
additive noise model, which adds a noise term (e.g.,
Gaussian noise) to the expected gradient (Wu et al.,
2019). For a given noise magnitude, the directional
change of an estimated gradient may increase if its
corresponding expected gradient shrinks. Formally,
this noise assumption is stated in the following.

Assumption 3. (Noisy gradient estimation) Let gi be
an estimated gradient vector from client i, we assume
gi = EDi [gi] + ϵi where the noise term ϵi ∼ N (0,σi)
and N (0,σi) is a Gaussian distribution with finite-
norm covariance matrix σi.
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4 Motivating Setting

Many recent works (Keskar et al., 2017; Li et al., 2017;
Santurkar et al., 2018; yeh Chiang et al., 2023) suggest
that the loss landscape of neural networks is ”well-
behaved” and has a flat region around the minimum
(e.g., Figure 3 in (Li et al., 2017)). Following previous
works, we discuss the difficulty of defending against fed-
erated backdoor attacks over flat loss landscapes and
present concrete case studies where multiple prominent
defenses can fail. Specifically, we consider a backdoor
attack successful as long as the malicious clients can
control the gradient direction and subsequently mis-
lead model parameters toward the malicious minimum
(Assumption 2, Figure 1).

To begin, we formally define a flat region around a
minimum w∗

i as a path-connected set (i.e., there exists
at least one path that connects two points in the set)
where the gradient magnitude is small. Note that a flat
region may not span over the entire space but exists
within a subspace, and the flatness may depend on the
weight norm ∥x∥ (Petzka et al., 2020a,b).

Definition 4. (Flat region) Let V by a subspace of the
parameter space Rd, we define a γ-flat region that spans
over V around a minimum w∗ as a path-connected set
B∗ that includes w∗ where the magnitude of gradient
within V is bounded by γ: ∥ED[gV ]∥ ≤ γ.

4.1 Backdoor Attacks over a Flat Loss
Landscape

The magnitude of benign gradients is small over flat
loss landscapes, making it easier for the adversary to
(1) mislead the aggregated gradient to the malicious
minimum w′ and (2) mimic benign clients to circum-
vent detection, e.g., by suffering a lower penalty for
attack effectiveness. Figure 1 provides some intuitive
examples. In addition, the adversary can intentionally
exploit the flatness property.

Less dimensional perturbation requirements.
Let wt be the parameter of a global federated learn-
ing model in round t, where wt is in regions of benign
clients’ loss landscapes with flatness at least γ. If a mali-
cious client wants to guarantee that the parameter wt+1

is closer to the malicious minimum w′ along dimension
k, the magnitude of its gradient g′ along dimension

k needs to be at least
∑N−1

i=1 ni

n′ γ, which decreases as
the flatness increases (i.e., smaller γ). Intuitively, the
more flat the loss landscapes of benign clients are, the
easier it is for the malicious client to ”overwrite” the
aggregation result (See the horizontal axis of Figure 1b
for an illustration).

Further, backdoor adversaries do not necessarily need
to “overwrite” the aggregation result along all dimen-

sions. Instead, backdoor attacks may perturb only a
few gradient elements to minimize the overall difference
between malicious and benign gradients without losing
effectiveness (See the red dashed gradient in Figure 1c
for an illustration).

Less penalty for mimicking benign clients. Since
the flat loss landscape is a general property of well-
designed neural networks, the loss landscape of a mali-
cious client in the unperturbed subspace can also be
flat. Then, the malicious clients may partially mimic
the behavior of benign clients to circumvent detection
without significantly decreasing the attack success rate.
Specifically, if the loss landscape of a malicious client
within the unperturbed subspace is γ′-flat and the gra-
dient magnitude of a benign client is upper bounded
by γ, then it is easy to see that mimicking the benign
client only decreases the effectiveness of backdoor at-
tacks measured by the loss on backdoor samples by up
to γγ′, which decreases as the flatness increases (i.e.,
smaller γ′), via the Lagrange mean value theorem,

So far, we have seen how flat landscapes can reduce
the gradient perturbation requirement of backdoor at-
tacks and help attacks remain effective while malicious
clients mimic benign clients. Even worse, an adversary
may intentionally work to flatten the loss landscape,
e.g., through edge-case backdoor attacks (Wang et al.,
2020) to further increase the attack’s effectiveness and
circumvent defenses.

Edge-case attack flattens the loss landscape.
The main idea of the edge-case backdoor attack is
minimizing the marginal probability of backdoor sam-
ples in the benign data distribution (Wang et al., 2020).
If a backdoor sample appears on both benign and ma-
licious clients, it gets different label assignments on
different types of clients. Thus, for such backdoor sam-
ples, the loss on benign clients would increase because
at least one data sample in their datasets would be
mispredicted. The more the loss increases, the less
flat the loss landscape is, and vice versa. The edge-
case backdoor attack intentionally prevents backdoor
samples from appearing on benign clients and avoids
the prediction error being observed to flatten loss land-
scapes of benign clients, as is empirically verified in
Appendix D.

4.2 Limitation of Existing Defenses over a
Flat Loss Landscape

Under the flat loss landscape setting, we discuss how
existing defenses can fail to recover the correct gradient
direction, including vector-wise, dimension-wise, and
trigger inversion defenses. The following case study
shows the failure mode of FLTrust, a vector-wise de-
fense for federated learning systems.
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(a) Overview (b) Landscape on a benign client (c) Landscape on a malicious client.

Figure 1: (a) Overview of our motivating setting where benign minima (with convex hull W∗) and the malicious
minimum w′ are separable. w is the parameter in the previous round, and the dashed circles in (b) and (c) are
loss contours. (b) The flat landscape of a benign client (blue) along the horizontal axis reduces the horizontal
gradient magnitude, allowing a malicious client (red) to easily mislead the aggregated gradient ḡ toward the
malicious minimum w′. (c) The malicious client can mimic the benign client (red dashed arrow) along the vertical
dimension with less penalty due to its flat loss landscape along the vertical axis.

(a) FLTrust failure (b) Median failure

Figure 2: Failure mode examples of existing approaches. (a) FLTrust can fail to recover the benign direction
(blue) along the horizontal axis, which may subsequently converge model parameters to a malicious minimum
(Figure 1). This is because a malicious client (red) can mimic the benign client along the vertical axis to avoid
being detected as an anomaly, and misleading the aggregation result along the horizontal axis is easier due to
the small benign gradient magnitude caused by flat loss landscape. (b) Median can fail to recover the benign
direction (blue) even if the estimation error is small when a few benign gradients flip (blue arrow) their sign due
to gradient estimation noise. Gradients with smaller magnitudes may be easier to flip for a given noise level.

FLTrust. FLTrust (Cao et al., 2020) uses a trusted
root dataset (Xie et al., 2019) to generate a reference
gradient vector g∗. Then, FLTrust weights each re-
ported gradient vector using its cosine similarity to
the reference before normalization and aggregation. To
simplify the discussion, we consider an example with
one benign client whose gradient aligns with the refer-
ence gradient (i.e., cosine similarity is 1), one malicious
client, a uniform sample number across clients, and
two-dimensional gradient vectors. Suppose the benign
client has a flat loss landscape along the first dimen-
sion (i.e., |g1| ≫ γ0 ≥ |g0|). The following proposition
suggests that the aggregation result always points to
the direction specified by the malicious client along the
first dimension (Figures 2a) due to the reduced pertur-
bation requirement in a flat loss landscape setting (i.e.,
a small γ0) as is discussed in Section 4.1.

Proposition 5. Let g be a 2-dimensional (2-d) benign
gradient, g′ be a 2-d malicious gradient, and g∗ be a 2-d
reference gradient estimated over the trust root dataset,
suppose g0g

′
0 < 0 and g1g

′
1 > 0, under the aggregation

rule of FLTrust which enforces ∥g∥ = ∥g′∥ = ∥g∗∥,
if ∥g0∥ ≤ γ0 ≤ ∥g∥ · cos(0.4π), there exists a mali-

cious gradient g′ such that ∥g′
0∥

g′·g∗

∥g′∥∥g∗∥ > ∥g0∥ and

g′
0(g

′
0

g′·g∗

∥g′∥∥g∗∥ + g0) > 0

Meanwhile, directly applying dimension-wise defenses
may not be effective either. The following example
focuses on the median estimator (Xie et al., 2020a)
from robust statistics.

Median. Robust statistics provides valid estimation
results with small errors in the presence of outliers
(Lugosi and Mendelson, 2021) and gradient estimator
noise. However, they are not aware of the ”location”
of the ground-truth value. Therefore, for a median g̃k
and an estimation error ∥g̃k −E[gk]∥, if the median g̃k
has a small magnitude over a flat landscape such that
∥g̃k∥ < ∥g̃k − E[gk]∥, the adversary may mislead the
aggregation result pointing to the malicious minimum.
Figure 2b shows such a failure mode. Later, we will
theoretically show that our invariant aggregator can
reduce the probability of such a failure mode.

In addition to the vector-wise and dimension-wise de-
fenses, trigger inversion (Wang et al., 2019; Zhang et al.,
2023) is a more directed defense against backdoor at-
tacks that aim to reverse engineer backdoor samples
and assign them correct labels. However, we find that
trigger inversion can be less effective against semantic
backdoor attacks (Wang et al., 2020), whose trigger
does not have a fixed shape or location and is, therefore,
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difficult to reverse engineer precisely. The following
discussion further details the limitation of trigger inver-
sion approaches from a statistical distance perspective,
showing why imprecise trigger inversion has reduced
effectiveness.

Trigger inversion. Trigger inversion approaches aim
to generate a data distribution D that is close to the
backdoor data distribution D′ but has correct label
assignments. Suppose a trigger inversion defense recov-
ers the backdoor data distribution. In that case, any
backdoor attack that misleads model predictions will
be observed via evaluating models over D, resulting in
a non-flat loss landscape. However, the useful gradi-
ents may get redirected and fail to erase the backdoor
as the inversed distribution D shifts away from the
backdoor data distribution D′, hurting the non-flatness
guarantee from trigger inversion defense. The following
formalizes this observation.

Proposition 6. For a model with λ-Lipschitz gradient,
the difference ∥ED[g] − ED′ [g′]∥ between the gradient
g over D and g′ over D′ can go up to λW1(D,D′),

meaning that γ ≥ max
(
0, γ′ − λW1(D,D′)

)
.

5 Method

We propose an invariant aggregator to defend against
backdoor attacks by avoiding the updates where the
aggregated gradient benefits a few and possibly mali-
cious clients regardless of their gradient magnitudes.
Specifically, our approach considers the gradient sign
as a magnitude-agnostic indicator of benefit and avoids
taking any optimization steps that can not benefit suffi-
ciently many clients. The magnitude-agnostic property
maintains the robustness of our approach over flat
loss landscapes where the gradient magnitude shrinks.
Thus, our approach is distinct from existing approaches
that consider malicious clients as anomalies or outliers
(Cao et al., 2020; Pillutla et al., 2022). In what follows,
we introduce the technical details of our invariant aggre-
gator and discuss how it provably mitigates backdoor
attacks by decreasing the attack success rate.

5.1 Invariant Aggregator

AND-Mask. The AND-mask (Parascandolo et al.,
2021) computes a dimension-wise mask by inspecting
the sign consistency of each dimension across sam-
ples. Here, we apply it to the sign consistency across
clients. For dimension k, the sign consistency is:
| 1N

∑N
i=1 sign(gi,k)|. If the sign consistency is below

a given threshold τ , the mask element mk is set to 0;
otherwise, mk is set to 1. The mask along dimension
k is defined as:

Definition 7. (AND-Mask) For the kth dimension
in the gradient vector, the corresponding mask mk is

defined as: mk := 1
N · 1

[
|
∑N

i=1 sign(gi,k)| > τ
]
.

Our defense then multiplies the mask m with the aggre-
gated gradient g̃ element-wise, setting the inconsistent
dimension to zero to avoid benefiting few malicious
clients. Since the AND-mask focuses on the gradient
direction, its effectiveness does not diminish due to the
flatness of the landscape, which only affects the gradi-
ent magnitudes. For a consistent dimension, we call
the majority gradient direction “invariant direction”.
However, if we naively average the gradient elements
in consistent dimensions, malicious clients could use
outliers to mislead the averaging result away from the
invariant direction.

Trimmed-mean. To complement the AND-mask
and ensure that the aggregation result does follow in-
variant directions in consistent dimensions, our defense
broadcasts the trimmed-mean estimator to each gradi-
ent dimension. The trimmed-mean estimator alleviates
the outlier issue by removing the subset of the largest
and smallest elements before computing the mean. The
largest and smallest elements appear on the two tails
of a sorted sequence. Next, we define order statistics
and the trimmed mean estimator.

Definition 8. (Order Statistics) (Xie et al., 2020a) By
sorting the scalar sequence {xi : i ∈ {1, ..., N}, xi ∈ R},
we get x1:N ≤ x2:N ≤ ... ≤ xN :N , where xi:N is the ith

smallest element in {xi : i ∈ {1, ..., N}}.

Then, the trimmed-mean estimator removes α × N
elements from each tail of the sorted sequence.

Definition 9. (Trimmed Mean Estimator) (Xie
et al., 2020a) For α ∈ [0, 1], the α-trimmed
mean of the set of scalars xi:N ∈ {1, ..., N}
is defined as: TrMean({x1, ..., xN};α) =

1
N−2·⌈α·N⌉

∑N−⌈α·N⌉
i=⌈α·N⌉+1 xi:N , where ⌈.⌉ denotes

the ceiling function.

Algorithm 1 outlines the steps of our server-side de-
fense that implements invariant aggregation of gradi-
ents from the clients. The solution is composed of the
AND-mask and trimmed-mean estimator. Our defense
applies the two components separately based on the
sign consistency of each dimension with a threshold τ .

5.2 Provable Mitigation

We demonstrate the provable backdoor mitigation of
our invariant aggregator by showing that it maintains
the progress of converging a model parameter w to-
ward benign minima W∗ and reduces the probability of
moving toward the malicious minimum w′(Assumption
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Algorithm 1 Server-side Defense

Input:
A set of reported gradients, {gi | i ∈ {1, ..., N}};
Hyper-parameters τ , α;

Aggregator:

1: Compute m := 1
N · 1

[
|
∑N

i=1 sign(gi)| > τ
]
;

2: Compute g̃ := TrMean({g1, ..., gN};α);
3: return ḡ := m⊙ g̃;

2). Our results also suggest that (1) the invariant ag-
gregator is more effective than baselines and (2) the
flat loss landscape is less likely to break our invariant
aggregation, differing from existing approaches (Section
2). We start with a single-dimension analysis where
the benign minima W∗ and the malicious minimum
w′ are on different sides of the current parameter (e.g.,
horizontal dimension in Figure 1a).

Theorem 10. (Single-dimension) Under Assump-
tion 3, for a parameter w /∈ W∗ where (wk −
w∗

i,k)(wk − w′
k) ≤ 0, ∀i ∈ {1, ..., N − N ′} along the

kth dimension, let the sign-flipping probability pk =
maxi∈{1,...,N−N ′} P[E[gi,k]gi,k < 0] and ḡ be the ag-
gregated gradient, using the invariant aggregator with
N ′

N ≤ α < 1
2 and τ = 1 − 2α, with probability at

least p− =
∑N−N ′

i=N−αN (1− p)i, we have the aggregated
ḡk points to the benign W∗ and with probability at

most p+ =
∑N−N ′

i= 1+τ
2 N−N ′+1

pi we have the aggregated

ḡk points to the malicious w′. In contrast, we have

p− =
∑N−N ′

i=N−αN (1 − p)i and p+ =
∑N−N ′

i=αN−N ′+1 p
i if

we use the trimmed-mean estimator alone and have
p− = 0 and p+ = 1 if using the arithmetic mean.

The high-level idea of Theorem 10 is to preserve the
stable progress toward benign minima (i.e., p−) and cut
off potential progress toward the malicious minimum
(i.e., p+). For example, in the case of Figure 2b, our
invariant aggregator will not take any steps along mali-
cious gradients due to reduced sign consistency if τ ≥ 1

7 .
In general, Theorem 10 suggests our approach is more
effective than the trimmed-mean estimator in reducing
the attack success rate because 1+τ

2 > α. Then, we
analyze the convergence guarantee of our aggregator
to a neighborhood of benign minima W∗ because our
single-dimension result holds when the current param-
eter w /∈ W∗ and malicious clients may pull w out of
W∗ by up to one step.

Theorem 11. (Convergence) Under Assumptions 1 -
3 and Theorem 10, let w be a initial parameter, sup-
pose |wk − w∗

i,k| ≤ c and η− ≤ |ḡk,t| ≤ η−, ∀i ∈
{1, ..., N −N ′}, k ∈ {1, ..., d}, t ∈ {1, ...}, |ḡk,t| > 0, if
the number of round T ≥ c

η−
, with a probability at least[∑T

i= c
η−

F(T, i, p−)·
∑T−i

j=
i·n−−c

n−
F(T−i, j, 1−p−−p+

1−p−
)
]d

where F(T, i, p−) denotes a binomial density function
with T trails, i success, and probability p−, we have
wT ∈ {w | ∃w∗ ∈ W∗, ∥w −w∗∥ ≤

√
dη−}.

The proof of Theorem 11 is straightforward: we com-
pute the minimum number of steps that a model needs
to converge the benign minima and count how many
wrong steps toward the malicious minimum we can tol-
erate. Since the binomial cumulative density function
(i.e., the sum of F) is monotonic, we can see that the
convergence probability increases with a larger p− and
a smaller p+. In Theorem 10, we have already shown
that our approach reduces p+ without hurting p−.

Connection to Flatness The loss landscape flatness
still plays a role because the sign-flipping probability
p in Theorem 10 can increase with more flatness (i.e.,
a smaller γ) and larger noise magnitudes σ (Section
3.3) via Chebyschev’s inequality: P(|E[gi,k] − gi,k| ≥
γk) ≤

σ2
i,k

γ2
k
. An increased sign-flipping probability can

subsequently increase the failure probability p+ and
reduce the effectiveness of our approach. However,
this does not imply that our approach suffers from flat
landscapes similar to existing approaches (Section 4)
because the sign-flipping probability p depends on the
interaction between the flatness and the noise. In other
words, obtaining a more accurate gradient estimation
(Johnson and Zhang, 2013) can improve our approach
over flat loss landscapes.

Connection to Backdoor Success. We further
connect our convergence guarantee in Theorem 11 to
the success of backdoor attacks, which is defined via
classification results. With a distribution D′ of back-
door samples, the attack success loss LD′(w∗) over
a benign minimum w∗ ∈ W∗ is expected to be high
because an unperturbed benign model does not en-
tangle backdoor triggers. With our theoretical guar-
antees, it is easy to lower bound the attack success

loss LD′(w) ≥ max
(
0,LD′(w∗) − γ(δ +

√
dη−)

)
via

Lagrange mean value theorem. Here, δ is the diameter
of W∗, d is the dimension of the parameter space, and
η− is the maximum step size defined in Theorem 11.

Comparison. Our approach provides a high proba-
bility bound of mitigating backdoor attacks in Theorem
11. In contrast, FLTrust suffers from the failure mode
in Proposition 5 and is insufficient for limiting the
progress towards the malicious minimum w′. In addi-
tion, the trimmed-mean defense, including the median,
does not meet the same probability as our approach.
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Table 1: Accuracy of Aggregators under Continuous Edge-case Backdoor Attack. Our approach reduces the model
accuracy on backdoor samples by 61.7% on average, mitigating the backdoor attack, and achieves a comparable
utility on benign samples as the standard FedAvg aggregator.

Method
CIFAR-10 Twitter Phishing

Acc ASR Acc ASR Acc ASR

FedAvg .679 ± .001 .717 ± .001 .722 ± .001 .440 ± .001 .999 ± .001 .999 ± .001

Krum (Blanchard et al., 2017) .140 ± .001 .275 ± .012 .579 ± .001 .766 ± .002 .999 ± .001 .999 ± .001

Multi-Krum .541± .002 .923 ± .021 .727 ± .001 .656 ± .008 .999 ± .001 .999 ± .001

Multi-KrumC .681 ± .002 .821 ± .001 .594 ± .002 .701 ± .001 .999 ± .001 .333 ± .333

Trimmed-Mean (Xie et al., 2020a) .687 ± .001 .512 ± .002 .728 ± .001 .640 ± .016 .999 ± .001 .999 ± .001

Krum Trimmed-Mean .682 ± .001 .607 ± .002 .727 ± .001 .641 ± .001 .999 ± .001 .999 ± .001

Sign-SGD (Bernstein et al., 2019) .301 ± .005 .000 ± .001 .610 ± .003 .751 ± .076 .999 ± .000 .667 ± .333

Weak-DP (Sun et al., 2019) .454 ± .003 .828 ± .003 .667 ± .001 .374 ± .002 .999 ± .001 .999 ± .001

RLR (Ozdayi et al., 2021) .659 ± .001 .450 ± .001 .639 ± .002 .447 ± .001 .999 ± .001 .999 ± .001

RFA (Pillutla et al., 2022) .685 ± .001 .853 ± .002 .718 ± .001 .704 ± .002 .999 ± .001 .999 ± .001

SparseFed (Panda et al., 2022) .662 ± .001 .984 ± .001 .667 ± .001 .608 ± .002 .999 ± .001 .999 ± .001

FLTrust (Cao et al., 2020) .671 ± .001 .574 ± .002 .691 ± .001 .473 ± .002 .999 ± .001 .333 ± .001

FLIP (Zhang et al., 2023) .667 ± .002 .250 ± .001 N\A N\A .999 ± .001 .000 ± .001

No Attack .718 ± .001 .000 ± .001 .731 ± .001 .095 ± .001 .999 ± .001 .000 ± .001

Ours .677 ± .001 .001 ± .001 .687 ± .001 .296 ± .003 .999 ± .001 .000 ± .001

Note: The numbers are average accuracy over three runs. Variance is rounded up.

6 Experiments

We extensively evaluate our defense on three realistic
tasks with diverse data modalities and against mul-
tiple state-of-the-art backdoor attacks (Wang et al.,
2020; Xie et al., 2020b; Panda et al., 2022) with pixel,
semantic visual, text, and value backdoor triggers.

Additional Results. Due to the limited space, (1)
the loss landscape visualization, (2) an ablation study,
(3) an evaluation of the hyper-parameter sensitivity,
(4) empirical verifications of the separability assump-
tion (Assumption 2), and (5) empirical evaluations
under multiple state-of-the-art backdoor attack strate-
gies (Wang et al., 2020; Xie et al., 2020b; Panda et al.,
2022) are in Appendix D.

6.1 Experimental Setup

We briefly summarize our setup and report more details
in Appendix C.

Metrics. We employ two metrics: the main task
accuracy (Acc) estimated on the benign samples and
the backdoor attack success rate (ASR) measured by
the accuracy over backdoor samples.

Datasets. The visual data of the object detection
task and text data of the sentiment analysis task are
from CIFAR-10 (Krizhevsky, 2009; McMahan et al.,
2017) and Twitter (Caldas et al., 2018), respectively.
Each phishing email data sample has 45 standardized
numerical features and binary labels (Appendix C.4)

Federated Learning Setup. We consider horizontal
federated learning (Kairouz et al., 2021) where the
clients share the same feature and label spaces but
non-i.i.d. data distributions. The number of clients is
100 for the three tasks. The server samples 20 clients
at each round on the CIFAR-10 and phishing email
experiments. Due to hardware memory limitations, we
reduce the sampled client number to 15 with Twitter.

Backdoor Attack Setup. We adopt edge-case (Wang
et al., 2020), distributed (Xie et al., 2020b), and collude
(Panda et al., 2022) backdoor strategies. The pixel,
semantic visual, and text backdoor trigger follow the
previous work (Wang et al., 2020; Xie et al., 2020b). For
the tabular data, we select the 38th feature (reputation),
whose value is 0 on most of the data samples. Then,
we let the adversary manipulate the 38th feature to 0.2,
which has a low probability density on phishing emails,
and flip the label to non-phishing.

Adversary Setup. We employ strong adversaries that
continuously participate in the training (Shejwalkar
et al., 2022; Zhang et al., 2023) and can control 20%
clients on the CIFAR-10 and phishing email experi-
ments and 10% clients on the Twitter experiment.

6.2 Result and Comparison to Prior Works

Table 1 summarizes the performance of each defense
on three tasks against edge-case backdoor attacks that
can intentionally flatten loss landscapes (Section 4).
Our approach decreases the ASR by 61.6% on average,
outperforming all competitors. The edge-case backdoor



Xiaoyang Wang, Dimitrios Dimitriadis, Sanmi Koyejo, Shruti Tople

attack on the text sentiment analysis task (Twitter)
is more difficult to defend, and our approach reduces
the ASR by 41.7%. We hypothesize that the text sen-
timent analysis task has few invariances among clients.
For example, the shape features (Sun et al., 2021) in
object classification tasks can be invariant across ob-
jects. In contrast, the sentiment largely depends on
the entire sentence instead of a few symbols or features.
We further discuss the limitations of prior defenses
and evaluate our defense against various attacks in
Appendix D.

7 Conclusion and Future Work

This paper shows a defense against backdoor attacks
by focusing on the invariant directions in the model
optimization trajectory. Enforcing the model to follow
the invariant direction requires AND-mask to compute
the sign-consistency of each gradient dimension, which
estimates how invariant a dimension-wise direction can
be, and use the trimmed-mean estimator to guaran-
tee the model follows the invariant direction within
each dimension. Both theoretical and empirical results
demonstrate the combination of AND-mask and the
trimmed-mean estimator is necessary and effective.

In addition, our work reveals a potential downside of
flat loss landscapes, which are considered beneficial
in prior work (Keskar et al., 2017; Foret et al., 2021).
Specifically, few existing works consider the invariance
of the flatness property, i.e., whether every data sample
sees a flat landscape. Therefore, further combining dis-
tributional robust optimization (Duchi and Namkoong,
2021; Sagawa* et al., 2020) and sharpness-aware mini-
mization (Foret et al., 2021) to discover invariant flat
minima can be interesting for future work.
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Gábor Lugosi and Shahar Mendelson. Robust multi-
variate mean estimation: The optimality of trimmed
mean. The Annals of Statistics, 49(1):393 – 410,
2021. doi: 10.1214/20-AOS1961. URL https:

//doi.org/10.1214/20-AOS1961.

Alex Krizhevsky. Learning multiple layers of features
from tiny images. 2009.

Brendan McMahan, Eider Moore, Daniel Ram-
age, Seth Hampson, and Blaise Aguera y Arcas.
Communication-Efficient Learning of Deep Networks
from Decentralized Data. In Aarti Singh and
Jerry Zhu, editors, Proceedings of the 20th Inter-
national Conference on Artificial Intelligence and
Statistics, volume 54 of Proceedings of Machine
Learning Research, pages 1273–1282. PMLR, 20–22
Apr 2017. URL https://proceedings.mlr.press/

v54/mcmahan17a.html.

Sebastian Caldas, Peter Wu, Tian Li, Jakub Konecný,
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sandra Korolova, Farinaz Koushanfar, Oluwasanmi
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Checklist

1. For all models and algorithms presented, check if
you include:

(a) A clear description of the mathematical set-
ting, assumptions, algorithm, and/or model.
[Yes]

(b) An analysis of the properties and complexity
(time, space, sample size) of any algorithm.
[Yes]

(c) (Optional) Anonymized source code, with
specification of all dependencies, including
external libraries. [Yes]

2. For any theoretical claim, check if you include:

(a) Statements of the full set of assumptions of
all theoretical results. [Yes]

(b) Complete proofs of all theoretical results.
[Yes]

(c) Clear explanations of any assumptions. [Yes]

3. For all figures and tables that present empirical
results, check if you include:

(a) The code, data, and instructions needed to re-
produce the main experimental results (either
in the supplemental material or as a URL).
[Yes]

(b) All the training details (e.g., data splits, hy-
perparameters, how they were chosen). [Yes]

(c) A clear definition of the specific measure or
statistics and error bars (e.g., with respect to
the random seed after running experiments
multiple times). [Yes]

(d) A description of the computing infrastructure
used. (e.g., type of GPUs, internal cluster, or
cloud provider). [Yes]

4. If you are using existing assets (e.g., code, data,
models) or curating/releasing new assets, check if
you include:

(a) Citations of the creator If your work uses
existing assets. [Yes]

(b) The license information of the assets, if appli-
cable. [Not Applicable]

(c) New assets either in the supplemental mate-
rial or as a URL, if applicable. [Not Applica-
ble]

(d) Information about consent from data
providers/curators. [Not Applicable]

(e) Discussion of sensible content if applicable,
e.g., personally identifiable information or of-
fensive content. [Not Applicable]

5. If you used crowdsourcing or conducted research
with human subjects, check if you include:

(a) The full text of instructions given to partici-
pants and screenshots. [Not Applicable]

(b) Descriptions of potential participant risks,
with links to Institutional Review Board (IRB)
approvals if applicable. [Not Applicable]

(c) The estimated hourly wage paid to partici-
pants and the total amount spent on partici-
pant compensation. [Not Applicable]
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A Table of Notations

Table 2: Table of Notations

Symbol Description

x, y A pair of data sample and label
sign(·) An element-wise sign operator
w Parameters of the global federated learning model
wi Parameters of the ith local federated learning model
g Client update (i.e., pseudo-gradient or gradient)
N The number of clients
N ′ The number of malicious clients
T The number of training rounds
W1(·, ·) Wasserstain-1 distance between two distributions

B Proofs

Proposition 5. Let g be a 2-dimensional (2-d) benign gradient, g′ be a 2-d malicious gradient, and g∗ be a 2-d
reference gradient estimated over the trust root dataset, suppose g0g

′
0 < 0 and g1g

′
1 > 0, under the aggregation

rule of FLTrust which enforces ∥g∥ = ∥g′∥ = ∥g∗∥, if |g0| ≤ ∥g∥ · cos(0.4π), there exists a malicious gradient g′

such that |g′
0|

g′·g∗

∥g′∥∥g∗∥ > |g0| and g′
0(g

′
0

g′·g∗

∥g′∥∥g∗∥ + g0) > 0

Proof. Let θ ∈ [0, π
2 ] be the angle between g and [g0, 0] and θ′ ∈ [0, π

2 ] be the angle between g′ and [g′
0, 0],

with ∥g∥ = ∥g′∥ = ∥g∗∥, we have |g′
0|

g′·g∗

∥g′∥∥g∗∥ = ∥g∗∥cos(θ′)cos(π − θ − θ′) and |g0| = ∥g∗∥cosθ. Then,

|g′
0|

g′·g∗

∥g′∥∥g∗∥ > |g0| is equivalent to

cos(θ′)cos(π − θ − θ′)− cosθ > 0. (1)

We are interested in figuring out, for a given benign gradient with a fixed θ, whether there exists a malicious
gradient with θ′ such that Equation 1 holds. Since an analytical solution for Equation 1 may not be tractable,
we resort to the numerical simulation. Figure 3 shows the plot of maxθ′∈[0,π2 ] cos(θ

′)cos(π − θ − θ′) − cosθ for
each given θ in [0, π

2 ]. It is easy to see that as long as θ ≥ 0.4π, there exists a θ′ ∈ [0, π
2 ] such that Equation 1

holds.

Figure 3: Numerical simulation for Equation 1.

Proposition 6. For a model with λ-Lipschitz gradient, the difference ∥ED[g]− ED′ [g′]∥ between the gradient g
over D and g′ over D′ can go up to λW1(D,D′).
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Proof. Let g(x) denotes a gradient at x and p(x,x′) be the joint probability of x and x′, we have

∥ED[g]− ED′ [g′]∥ = ∥ED[g(x)]− ED′ [g′(x′)]∥

≤ λ

∫
∥x− x′∥p(x,x′)

≤ λW1(D,D′)

(2)

Theorem 10. (Single-dimension) Under Assumption 3, for a parameter w /∈ W∗ where (wk −w∗
i,k)(wk −w′

k) ≤
0, ∀i ∈ {1, ..., N−N ′} along the kth dimension, let the sign-flipping probability p = maxi∈{1,...,N−N ′} P[E[gi,k]gi,k <

0] and ḡ be the aggregated gradient, using the invariant aggregator with N ′

N ≤ α < 1
2 and τ = 1 − 2α, with

probability at least p− =
∑N−N ′

i=N−αN (1−p)i, we have the aggregated ḡk points to the benign W∗ and with probability

at most p+ =
∑N−N ′

i= 1+τ
2 N−N ′+1

pi we have the aggregated ḡk points to the malicious w′. In contrast, we have

p− =
∑N−N ′

i=N−αN (1− p)i and p+ =
∑N−N ′

i=αN−N ′+1 p
i if we use the trimmed-mean estimator alone and have p− = 0

and p+ = 1 if using the arithmetic mean estimator with or without the AND-mask.

Proof. Under the given setup, a sufficient condition for the trimmed-mean pointing toward the benign direction
is that the remaining elements that are not trimmed point toward the benign direction. Since the trim threshold
α is greater or equal to the corruption level N ′

N , guaranteeing at least N − αN benign elements point to the
benign direction is sufficient for guaranteeing the direction of the remaining elements after trimming. In addition,
setting the masking threshold τ = 1− 2α guarantees that a dimension with at least N − αN benign elements
pointing to the benign direction will not be masked out. With the definition of sign flipping probability p, we

have p− =
∑N−N ′

i=N−αN (1− p)i for our invariant aggregator and the trimmed-mean estimator. In contrast, for the
arithmetic mean estimator, malicious clients can always use malicious gradient elements that are greater than the
sum of benign gradient elements to control the aggregation result. Therefore, we have p− = 0 for the arithmetic
mean estimator.

Similarly, a dimension-wise aggregation result may align with the malicious gradient if there exists a remaining
element that points to the malicious direction after trimming. Therefore, for the trimmed mean estimator, its

failure rate is at most p+ =
∑N−N ′

i=αN−N ′+1 p
i.

However, with AND-mask, only one remaining element pointing to the malicious direction after trimming may not
be sufficient for reaching a high sign consistency to pass the mask. For an invariant aggregator with a masking
threshold τ , there needs at least 1+τ

2 N −N ′ + 1 benign gradient elements flipping their directions and align with

the malicious gradient elements, resulting in a smaller failure rate upper bound p+ =
∑N−N ′

i= 1+τ
2 N−N ′+1

pi.

This is because if there is less than 1+τ
2 N −N ′ + 1 benign update elements flipping their directions and aligning

with the malicious update elements, such a dimension (1) will be set to 0 due to low sign consistency or (2)
passes the AND-mask and the trimmed-mean estimator recovers the benign gradient direction. In contrast,
without masking, there only needs αN–N ′ + 1 flipped benign update to cause a failure mode of progressing
toward malicious minimum (Figure 2b). Note that α < 1+τ

2 . Without trimming, a single malicious update may
manipulate the arithmetic mean to an arbitrary value in a consistent dimension.

Theorem 11. (Convergence) Under Assumptions 1 - 3 and Theorem 10, let w be a initial parameter, suppose
|wk − w∗

i,k| ≤ c and η− ≤ |ḡk,t| ≤ η−, ∀i ∈ {1, ..., N − N ′}, k ∈ {1, ..., d}, t ∈ {1, ...}, |ḡk,t| > 0, if the

number of round T ≥ c
η−

, with a probability at least
[∑T

i= c
η−

F(T, i, p−) ·
∑T−i

j=
i·n−−c

n−
F(T − i, j, 1−p−−p+

1−p−
)
]d

where F(T, i, p−) denotes a binomial density function with T trails, i success, and probability p−, we have
wT ∈ {w | ∃w∗ ∈ W∗, ∥w −w∗∥ ≤

√
dη−}.

Proof. Under the given conditions, an optimization strategy needs at least c
η−

steps to converge an initial

parameter w to a minimum w∗
i for any given i ∈ {1, ..., N − N ′}. Therefore, we need to number of rounds

T ≥ c
η−

. Then, using Theorem 10, for a given T , within a certain dimension, we have a probability at least∑T
i= c

η−
F(T, i, p−) the parameter wT can possibly reach the benign minimum, where F(T, i, p−) denotes a
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binomial density function with T trails, i success, and probability p−. Here, we are not absolutely certain about
the convergence because malicious clients may also mislead the parameter and move away from the benign
minima.

To further incorporate malicious clients into consideration, we analyze how many steps in an optimization
trajectory can be misled by malicious clients without hurting the convergence to benign minima. Suppose the
parameter steps toward benign minima for i steps. We need at least i·n−−c

n− steps among the remaining T − i

steps to not direct to the malicious minimum, whose probability is at least
∑T−i

j=
i·n−−c

n−
F(T − i, j, 1−p−−p+

1−p−
).

In addition, if malicious clients mislead the aggregation result in the last round, we will not be able to converge the
parameter to the benign minima. Therefore, we relax the convergence to the benign minima to the convergence
to a neighborhood around the benign minima, whose radius is bounded by the gradient norm

√
dη−.

Combining
∑T

i= c
η−

F(T, i, p−) and
∑T−i

j=
i·n−−c

n−
F(T − i, j, 1−p−−p+

1−p−
) and taking the product across all dimensions

complete the proof.

C Experimental Setup

C.1 Backdoor Attacks

The edge-case backdoor attack (Wang et al., 2020), distributed backdoor attack (Xie et al., 2020b), and colluding
attack (Panda et al., 2022) follow previous works. For the adaptive adversary, we let it intentionally scale up the
gradient elements in dimensions that are not masked out such that the gradient norms of the masked malicious
gradients remain the same.

C.2 Model Architectures

We use a Resnet-18 (He et al., 2016) on the CIFAR-10 dataset. The GloVe-6B (Pennington et al., 2014) provides
word embedding for the Twitter dataset, and a two-layer LSTM model with 200 hidden units further uses the
embedding for sentiment prediction. A three-layer 128-256-2 fully connected network is employed to detect
phishing emails.

C.3 Hyper-parameters

Table 3 lists the hyper-parameters. We start with τ = N ′

N and increase τ if there needs more robustness.

Table 3: Hyper-parameters

Hyper-parameters CIFAR-10 Twitter Phishing

Optimizer SGD Adam SGD
Learning Rate 0.01 0.0001 0.1
Batch Size 64 64 64
Local Epoch 1 0.1 1
Communication Round 300 300 20
Number of Clients 100 100 100
Number of Malicious Clients 20 10 20
Number of Clients per Round 20 15 20
τ 0.2 0.6 0.6
α 0.25 0.25 0.25

C.4 Phishing Dataset

Each phishing email data sample has 45 standardized numerical features of the sender that represent the sender’s
reputation scores. A large reputation score may indicate a phishing email. The reputation scores come from



Xiaoyang Wang, Dimitrios Dimitriadis, Sanmi Koyejo, Shruti Tople

peer-reviewers in a reputation system (Jøsang et al., 2007). The adversary may use malicious clients to manipulate
the reputation.

D Experimental Results

D.1 Loss Landscape Visualization

Due to the high dimensionality of model parameters, we shall focus on the loss landscape along the gradient
directions. Specifically, we consider backdoor gradient directions and random gradient directions as comparisons.
Figure 4 shows two loss landscapes with different edge-case backdoor attack configurations, whose backdoor
samples have probabilities of 0%, 15%, and 30% to appear on benign data distributions, respectively. Here, the
edge-case 0% attack has a most flat loss landscape, complementing our analysis in Section 4.1. We kindly refer to
related studies (Zhou et al., 2019; Kleinberg et al., 2018) on epoch-wise convexity for readers that wonder why
SGD can escape from the bad minima in the edge-case 15% and 30% loss landscapes.

(a) Edge-case 0% (b) Edge-case 15% (c) Edge-case 30% (d) Comparison

Figure 4: Loss landscapes along the direction of malicious and random gradients. Distance is defined using the
gradient norm. Distance 0.0 means the parameter stays at a minimum.

D.2 Mimicking Benign Clients

We further empirically verify our analysis in Section 4.1, showing that mimicking benign clients has a low penalty.
In this experiment, we consider two gradient vectors, one from a benign client and the other one from a malicious
client. Figure 5 plots the histogram of malicious gradient elements and suggests that a majority of them are
small, indicating a flat loss landscape. For example, there are only 747 out of 11689512 gradient elements whose
absolute value is greater than 0.01. Then, we let the malicious gradient mimic a benign gradient by setting the
value of all malicious gradient elements that are not among the 1000 largest ones to the corresponding benign
gradient elements. Such a mimicking strategy increases the cosine similarity between the benign and the malicious
gradient to 0.983 while only slowing down the increase of the attack success loss by 3.85%.

(a) Gradient element value histogram
(b) Gradient element value histogram
(zoom-in)

Figure 5: Gradient element value histogram of a malicious gradient.
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D.3 Separable Minima

We employ 5 federated learning clients with benign data samples and train a global federated learning model.
Then, we let each client do one round of local fine-tuning (a.k.a. personalization) and find that w′ /∈ W∗.

D.4 Ablation Study

We include ablation studies to demonstrate that the AND-mask and trimmed-mean estimator are necessary
for defending against backdoor attacks. Table 4 summarizes the results and shows that neither AND-mask
nor trimmed-mean estimator defends against backdoor attacks alone. We also replace the sign consistency in
AND-mask using the sample mean-variance ratio.

Table 4: Accuracy of Aggregators Under Edge-case Backdoor Attack.

Method
CIFAR-10 Twitter Phishing

Acc ASR Acc ASR Acc ASR

Ours .677 ± .001 .001 ± .001 .687 ± .001 .296 ± .003 .999 ± .001 .000 ± .001

AND-mask .672 ± .001 .655 ± .001 .652 ± .001 .493 ± .017 .999 ± .001 .999 ± .001

Trimmed-mean .687 ± .001 .512 ± .001 .728 ± .001 .640 ± .016 .999 ± .001 .999 ± .001

Mean-Variance Ratio .554 ± .001 .000 ± .001 .613 ± .001 .603 ± .001 .999 ± .000 .333 ± .333

Note: The numbers are average accuracy over three runs. Variance is rounded up.

D.5 Hyper-parameter Sensitivity

This section provides additional experiments using the CIFAR-10 dataset to show that our approach is easy
to apply and does not require expensive hyperparameter tuning. Our experiments measure the impact of the
masking threshold τ and trim level α on our defense and evaluate our approach with fewer clients per round.
Experimental results in Figure 6 suggest that there exists a wide range of threshold configurations that are
effective against backdoor attacks. Moreover, our approach can work with as few as 10 clients per round.

(a) Varying τ (b) Varying α (c) Varying client number

Figure 6: Performance of our defense with varying hyper-parameters.

D.6 Result Discussion

Vector-wise. Common vector-wise defenses such as Krum estimate pair-wise similarities in terms of Euclidean
distance (Blanchard et al., 2017) (Krum and multi-Krum) of cosine similarity (Nguyen et al., 2021) (multi-KrumC)
between each gradient and others. The gradients that are dissimilar to others are removed. The vector-wise view
is insufficient for defending against backdoor attacks because backdoor attacks can succeed by manipulating a tiny
subset of parameters (e.g. 5%) (Wu and Wang, 2021) without incurring much vector-wise difference. In practice,
we observe that the malicious gradients can get high similarity scores and circumvent vector-wise defenses. We
also find that Krum achieves much lower accuracies than the results from previous works (Wang et al., 2020). We
attribute such a difference to the capability of adversaries. We employ a strong adversary that can compromise
20% clients (Karimireddy et al., 2022) at every round, while prior work (Wang et al., 2020) lets an adversary
compromise 1 client every 10 rounds.
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Dimension-wise. Figure 2b in Section 4 shows the limitation of the trimmed-mean estimator, which was the
most effective defense against the edge-case backdoor attack. We also include Sign-SGD with majority vote
(Bernstein et al., 2019) as a defense, which binarizes the gradient and takes the majority vote as the aggregation
result. However, Sign-SGD struggles to train a large federated model (e.g., Resnet-18 on CIFAR-10) and can suffer
from the same failure mode as the median estimator where the clients have diverse signs. Then, the adversary
can put more weight on one side and mislead the voting result.

Combination. A naive combination of multi-Krum and the trimmed-mean estimator fails to defend against the
backdoor attack because neither multi-Krum nor the trimmed-mean estimator avoids the failure mode of the
other.

Weak-DP. The weak-DP defense (Sun et al., 2019) first bounds the gradient norms, then adds additive noise
(e.g., Gaussian noise) to the gradient vector. The edge-case backdoor attack can work without scaling up the
gradients, circumventing the norm bounding. For the additive noise, we hypothesize that in some dimensions, the
difference between malicious and benign gradients can be too large for the Gaussian noise to blur their boundary.

Advanced Defenses. RFA (Pillutla et al., 2022) computes geometric medians as the aggregation result, which
is shown to be ineffective (Wang et al., 2020). SparseFed (Panda et al., 2022) only accepts elements with large
magnitude in the aggregation results. However, both benign and malicious updates can contribute to large
magnitudes. The limitations of FLTrust and trigger inversion are discussed in Section 4.

Robust Learning Rate (RLR). The RLR (Ozdayi et al., 2021) approach is similar to ours, but its design
lacks a robustness guarantee. The RLR approach flips the gradient sign if a dimension’s sign consistency is low.
Although such a strategy can recover the correct gradient direction if the aggregation result is misled and has
the same sign as the malicious gradient, it can proactively mislead the aggregation result if the adversary fails.
Suppose the adversary uploads a gradient -0.1 in a low-consistency dimension but does not successfully mislead
the aggregation result (e.g., 0.5). Then, using the RLR strategy leads to an aggregation result –0.5 and helps the
adversary. In contrast, our approach directly sets the aggregation result to 0 in dimensions with low consistency
and applies a trimmed-mean estimator for other dimensions.

Table 5: Accuracy of Invariant Aggregators Under Various Continuous Attack.

Method
CIFAR-10 Twitter Phishing

Acc ASR Acc ASR Acc ASR

No Attack .685 ± .001 .000 ± .001 .691 ± .001 .095 ± .001 .999 ± .001 .000 ± .001

Edge-case (Wang et al., 2020) .677 ± .001 .001 ± .001 .687 ± .001 .296 ± .003 .999 ± .001 .000 ± .001

DBA (Xie et al., 2020b) .679 ± .001 .001 ± .001 N\A N\A .999 ± .001 .000 ± .001

Edge+Collude (Panda et al., 2022) .675 ± .001 .021 ± .001 .685 ± .002 .324 ± .001 .999 ± .001 .000 ± .001

Edge+Adaptive .668 ± .001 .013 ± .001 .682 ± .001 .331 ± .002 .999 ± .001 .000 ± .001

Edge+Collude+Adaptive .667 ± .001 .049 ± .001 .683 ± .001 .335 ± .001 .999 ± .001 .000 ± .001

Note: The numbers are average accuracy over three runs. Variance is rounded up.

D.7 Results under Various Backdoor Attacks

Strategies. We extensively evaluate our approach against multiple state-of-the-art attack strategies (Table 5),
including distributed backdoor attack (DBA) (Xie et al., 2020b), colluding attack (Panda et al., 2022), and an
adaptive attack that aims to leverage the unmasked gradient elements (Appendix C). Our invariant aggregator
remains effective with minor ASR increase under all strategies and their compositions. We further compare our
approach against strong baselines under the collude and adaptive strategies on the CIFAR-10 dataset(Tables 6
and 7).

Table 6: Performance of Aggregators Under Collude Adversary on the CIFAR-10 Dataset.

Collude Adversary Ours FLTrust RFA FLIP

Acc .675 ± .002 .671 ± .001 .681 ± .002 .665 ± .001

ASR .021 ± .001 .580 ± .003 .878 ± .002 .271 ± .001
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Table 7: Performance of Aggregators Under Adaptive Adversary on the CIFAR-10 Dataset.

Adaptive Adversary Ours FLTrust RFA FLIP

Acc .668 ± .001 .672 ± .002 .683 ± .001 .668 ± .001

ASR .013 ± .001 .543 ± .003 .837 ± .004 .236 ± .001

Poison Ratio. We evaluate our approach with various poison ratios (Table 8), which means the percentage of
malicious clients in a federated learning system.

Table 8: Performance of Invariant Aggregator under Various Poison Ratio on the CIFAR-10 Dataset.

Poison Ratio 0% 5% 10% 15% 20%

Acc .687 ± .002 .683 ± .003 .681 ± .001 .681 ± .002 .677 ± .001

ASR .000 ± .001 .000 ± .001 .000 ± .001 .001 ± .001 .001 ± .001

Trigger Size. We evaluate our approach with various pixel trigger sizes on the CIFAR-10 dataset (Table 9).

Table 9: Performance of Invariant Aggregator under Various Trigger Sizes on the CIFAR-10 Dataset.

Trigger Size ×1 ×2 ×4

Acc .679 ± .001 .677 ± .001 .675 ± .002

ASR .001 ± .001 .003 ± .001 .003 ± .001

D.8 Results under Different Data Heterogeneity Level.

We evaluate our approach under different data heterogeneity levels on the CIFAR-10 dataset (Table 10). The
parameter α in the Dirichlet distribution-based non-i.i.d. data partition controls the heterogeneity level.

Table 10: Performance of Invariant Aggregator under Various Data Heterogeneity Level on the CIFAR-10 Dataset.
The parameter α in the Dirichlet distribution-based non-i.i.d. data partition controls the heterogeneity level. The
i.i.d.(full) means every client has access to the full dataset locally.

Heterogeneity i.i.d. (full) i.i.d. (α = 1.0) non-i.i.d. (α = 0.5) non-i.i.d. (α = 0.2)

Acc .857 ± .003 .696 ± .002 .677 ± .003 .632 ± .001

ASR .000 ± .001 .000 ± .001 .001 ± .001 .001 ± .001
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