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Abstract.This article focuses on numerical approximations of the ferrohydrodynamic (FHD)
Rosensweig model of ferrofluids, which comprises the Navier--Stokes equations, the angular momen-
tum equations, the magnetization equations, and the magnetostatic equation, as well as the simula-
tions of the ferrofluid rotational flow problems. The model's strong coupling feature, encompassing
both linear and nonlinear aspects, poses a significant challenge in the development of efficient nu-
merical algorithms, particularly for fully decoupled-type schemes with unconditional energy stability.
A significant new challenge in the Rosensweig model, as opposed to the relatively well-studied
Shliomis FHD model, is the coupling with the extra angular momentum equations, particularly
seen in the linear coupling between the angular velocity of the particle spinning and the flow veloc-
ity, demanding innovative numerical strategies to effectively address this complexity. By introducing
a new nonlocal auxiliary variable and constructing an ordinary differential equation with a special
structure for it, we can simplify the complex coupling terms in the modified but equivalent governing
system via explicit discretization. This novel method, along with the ZEC (zero energy contribution)
decoupling method, reconstruction of the magnetostatic equation, the spatial finite element method,
and the second-order projection method for hydrodynamics, allows us to obtain a fully discrete
scheme that is unconditionally energy stable, fully decoupled, linear, and second-order accurate in
time. Only a few independent linear elliptic/parabolic problems with constant coefficients need to
be solved at each time step. The unconditional energy stability and well-posedness of the scheme
are also established. In addition, simulations, including 2D/3D spin-up and annular flows, are im-
plemented to verify the stability and accuracy of the scheme, with the numerical results exhibiting
good agreement with experimental and physical analyses.
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stability, magnetic field
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1. Introduction. Ferrofluids, colloidal liquids exhibiting robust magnetic prop-
erties, can be magnetized when exposed to an external magnetic field but become
completely demagnetized in its absence. In response to the application of a magnetic
field, ferrofluids can be manipulated or regulated accordingly. These intriguing sub-
stances find applications in numerous areas, including magnetic resonance imaging [7],
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EFFICIENT SCHEME FOR THE FHD ROSENWEIG MODEL B29

loudspeakers [23], magneto-optic sensors [14], hyperthermia therapy for cancer [25],
drug delivery [3, 12], waste water treatment [31], vibration control [44], and in other
engineering operations [15]. Two well-known mathematical FHD models, attributed
to their respective developers, are the Shliomis model [33, 34], treating particle spin as
a magnetic moment, and the Rosensweig model [26, 27], which formulates the angular
momentum equation for angular velocity to compute spin.

We recall that some theoretical results, such as well-posedness, regularity, and
long time behavior for the FHD models, were studied in [1, 2, 22, 30, 37, 39]. None-
theless, the design and analysis of numerical algorithms for Rosensweig-type FHD
models are still in their early stages of development, particularly due to the inherent
complexity arising from the strong coupling nature of the angular momentum equation
with others, whereas numerical work on the Shliomis model has been conducted to a
greater extent. For instance, in [20], the simplified Shliomis FHD model was combined
with the phase-field method to generate a two-phase FHD system, and an uncondi-
tionally energy stable scheme, yet nonlinear and coupled, was proposed and analyzed.
In [40], for the Shliomis FHD model, a nonlinear and coupled scheme was proposed,
and its corresponding error estimates are also derived. In [45], for the two-phase
Shliomis FHD model, a linear, partially decoupled, and unconditionally energy stable
scheme was developed. Note that the algorithms proposed in the above works exhibit
first-order accuracy in terms of time. The recent study [47] improved the temporal or-
der by proposing a second-order accurate, fully decoupled, linear, and unconditionally
energy stable scheme for the two-phase Shliomis FHD system. Regarding numerical
algorithms for the Rosensweig model, to the best of the authors' knowledge only a
nonlinear, coupled, first-order accurate, and unconditionally energy-stable scheme has
been proposed in [21], and simulations are limited to the 2D case.

Therefore, the aim of this paper is to propose an efficient scheme for the
Rosensweig FHD model, characterized by linearity, full decoupling, second-order ac-
curacy in time, and unconditional energy stability, and to carry out simulations of 2D
and 3D ferrofluid rotational flow problems. As previously stated, the limited amount
of numerical methods tailored for the Rosensweig model can be attributed to the
intricate nature of the angular momentum equation and the diverse couplings it en-
tails. In contrast to the Shliomis model, the Rosensweig model incorporates two kinds
of couplings, including the nonlinear type (between the magnetization and magnetic
potential, the fluid velocity and the angular velocity, the fluid velocity and magne-
tization, and angular velocity and magnetization) and the linear type (between the
fluid velocity and the angular velocity of particles, the magnetization and magnetic
potential, and the fluid velocity and the pressure). The presence of these couplings
pose a significant obstacle in the development of efficient algorithms.

Here we provide a concise overview of our methodology for achieving decoupling
in different forms of couplings. Regarding the nonlinear coupling terms, it's worth
noting that they display a property referred to as zero energy contribution (ZEC),
which emerges during the derivation of energy law for the system of partial differential
equations (PDEs). More specifically, each PDE undergoes an inner product operation
with one or more designated variables, and the resulting inner products involving these
nonlinear terms ultimately combine in a manner that leads to mutual cancellation
or equating to zero. A highly efficient decoupling technique, known as the ZEC
decoupling method [41, 42, 43], has recently been developed. This approach allows
for the explicit discretization of nonlinear coupling terms with the ZEC property and
yields a decoupled scheme that satisfies energy stability.
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B30 GUO-DONG ZHANG, XIAOMING HE, AND XIAOFENG YANG

There are two categories that pose challenges in terms of discretization. One is
the linear coupling terms associated with fluid velocity and angular velocity, resulting
in the emergence of a squared diffusion term in the energy law. The other is the
linear coupling terms involving the magnetic potential and the magnetization field.
To attain the schemes we aim for, we address these two distinct linear couplings in
distinct manners.

\bullet For the linear couplings associated with fluid velocity and angular velocity,
we introduce an auxiliary variable and define its associated ODE, which com-
prises the cross terms within the square-type diffusivity terms. The ODE,
with its distinctive form, maintains a continuous solution that remains con-
stant at 1. This attribute can be utilized to modify the cross-multiplication
term within the constituent square terms of the original system in an equiv-
alent fashion, thereby enabling explicit discretization. Subsequently, the en-
ergy inequality can be derived by leveraging the unique structure of this ODE
and employing techniques such as Cauchy--Schwarz and H\"older inequalities.

\bullet For the linear coupling terms concerning the magnetic potential and mag-
netization field, we effect a transformation of the static magnetic equations
into dynamic equations with time derivatives by amalgamating these two
equations. This transformation results in the elimination of the linear cou-
pling terms, albeit introducing certain nonlinear coupling terms. Intriguingly,
these newly generated nonlinear coupling terms exhibit compliance with the
ZEC property. Consequently, we can effectively employ the ZEC decoupling
method for processing, which ultimately allows us to achieve the desired de-
coupled scheme.

By integrating the aforementioned numerical techniques and incorporating the
projection method to address the linear coupling between fluid velocity and pressure,
we successfully arrive at a linear, fully decoupled, second-order time-accurate, and
unconditionally energy stable scheme for the Rosensweig FHD model. Our proposed
algorithm decomposes the nonlinearly coupled saddle-point structural model into in-
dependent linear elliptic/parabolic problems with constant coefficients, facilitating
efficient solutions using fast solvers. We also rigorously prove the energy stability and
the unique solvability followed by our proposed scheme and verify the accuracy and
stability by several numerical examples.

Having established our numerical scheme, we extend its application to conduct
simulations reflecting practical scenarios involving ferrofluids. One unique feature of
the ferrofluid is that it can be magnetized in applied magnetic fields, which stimu-
lates many control-based applications. Among them, the induced motion of ferrofluid
flow by external rotational magnetic fields stands as a significant nonmechanically
driven phenomenon, attracting considerable attention in the field of fluid physics
[5, 6, 8, 16, 24, 28, 35]. A further contribution of this work is the application of the
Rosensweig model and our proposed scheme to simulate two ferrofluid rotational flow
problems, the 2D/3D spin-up and annulus flows. The numerical outcomes closely
align with results from both experimental and theoretical analyses. Our simulations
provide valuable investigations of ferrofluid rotational flow problems, complementing
the predominantly experimental studies and physical explanations with additional
numerical insights.

We organize the remainder of this article as follows. In section 2, we introduce the
Rosensweig FHD model and demonstrate its energy stability. Section 3 outlines the
reformulation of the Rosensweig model using various numerical techniques to render it
into a more algorithm-friendly form. Section 4 presents the fully discrete finite element
numerical scheme and establishes its unconditional stability and well-posedness. In
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EFFICIENT SCHEME FOR THE FHD ROSENWEIG MODEL B31

section 5, we conduct a series of 2D/3D numerical simulations. Finally, section 6
offers concluding remarks.

2. Rosensweig FHD model. Let \Omega \subset \BbbR d with d= 2 or 3 be a simply connected,
bounded domain. The Rosensweig model for a viscous, homogenous, incompressible
ferrofluid flow system reads as follows [26, 27]:

\bfitu t  - (\nu + \nu r)\Delta \bfitu + (\bfitu \cdot \nabla )\bfitu +\nabla p= 2\nu r\nabla \times \bfitw + \mu (\bfitm \cdot \nabla )\bfith ,(2.1)

\nabla \cdot \bfitu = 0,(2.2)

\zeta \bfitw t + \zeta (\bfitu \cdot \nabla )\bfitw  - c1\Delta \bfitw  - c2\nabla \nabla \cdot \bfitw + 4\nu r\bfitw = 2\nu r\nabla \times \bfitu + \mu \bfitm \times \bfith ,(2.3)

\bfitm t + (\bfitu \cdot \nabla )\bfitm =\bfitw \times \bfitm  - 1

\tau 
(\bfitm  - \chi 0\bfith ),(2.4)

 - \Delta \varphi =\nabla \cdot (\bfitm  - \bfith a),(2.5)

\bfitu | \partial \Omega = 0, \bfitw | \partial \Omega = 0, \partial n\varphi | \partial \Omega = (\bfith a  - \bfitm ) \cdot \bfitn 
\partial \Omega 
,(2.6)

\bfitu | t=0 =\bfitu 0, \bfitw | t=0 =\bfitw 0, \bfitm | t=0 =\bfitm 0,(2.7)

where (2.1)--(2.2) represent the incompressible hydrodynamical system; \bfitu is the fluid
velocity; p is the pressure; (2.3) is the angular momentum equation; \bfitw is the angular
velocity; (2.4) corresponds to the magnetization equation; \bfitm is the magnetization
field; \bfith (:=\nabla \varphi ) is the effective magnetic field; (2.5) is the magnetostatic equation; \varphi 
is the magnetic potential; \bfith a is a smooth harmonic applied magnetic field with the
properties of\nabla \times \bfith a = 0 and\nabla \cdot \bfith a = 0; \nu , \nu r, c1, and c2 are the kinematic viscosities; \zeta 
is the inertia density; \chi 0 is magnetic susceptibility; \mu is permeability of free space; \tau 
is relaxation time constant; \bfitn 

\partial \Omega 
is the outward normal on the boundary \partial \Omega ; and the

term (\bfitm \cdot \nabla )\bfith is the so-called Kelvin force.

Remark 2.1. For the 2D case, \bfitx = (x, y) \in \Omega , \bfitw = (0,0,w(x, y)), hence \nabla \cdot \bfitw =
\partial 0
\partial x + \partial 0

\partial y +
\partial w(x,y)
\partial z = 0, and the angular momentum equation (2.3) degenerates to

\zeta wt + \zeta (\bfitu \cdot \nabla )w - c1\Delta w+ 4\nu rw= 2\nu r\nabla \times \bfitu + \mu \bfitm \times \bfith .

Hereafter, we denote \bfith b = (\bfith a)t. For two vector functions \bfitu , \bfitv , we denote the
L2 inner product as (\bfitu ,\bfitv ) =

\int 
\Omega 
\bfitu \cdot \bfitv d\bfitx and the L2 norm as \| \bfitu \| =

\sqrt{} 
(\bfitu ,\bfitu ). We use

H1(\Omega ) to denote the usual Sobolev space and define H1
0 (\Omega ) = \{ \omega \in H1(\Omega ) : \omega | \partial \Omega = 0\} ,

L2
0(\Omega ) = \{ \omega \in L2(\Omega ) :

\int 
\Omega 
\omega dx= 0\} , \bfitH 1(\Omega ) =H1(\Omega )d, and \bfitH 1

0(\Omega ) =H1
0 (\Omega )

d.
The Rosensweig FHD model (2.1)--(2.7) satisfies the following energy stability

and dissipative law.

Theorem 2.1. The system (2.1)--(2.7) admits the energy stability as

d

dt
E(\bfitu ,\bfitw ,\bfith ,\bfitm ) +D(\bfitu ,\bfitw ,\bfith ,\bfitm )\leq \mu 

\tau 
\| \bfith a\| 2 + \tau \mu \| \bfith b\| 2.(2.8)

If the applied magnetic field is absent (\bfith a = 0), the system holds the energy dissipative
law as

d

dt
E(\bfitu ,\bfitw ,\bfith ,\bfitm ) +D(\bfitu ,\bfitw ,\bfith ,\bfitm )\leq 0,(2.9)

where

E(\bfitu ,\bfitw ,\bfith ,\bfitm ) =
1

2
\| \bfitu \| 2 + \zeta 

2
\| \bfitw \| 2 + \mu 

2
\| \bfith \| 2 + \mu 

2\chi 0
\| \bfitm \| 2,

D(\bfitu ,\bfitw ,\bfith ,\bfitm ) = \nu \| \nabla \bfitu \| 2 + \nu r\| \nabla \cdot \bfitu \| 2 + \nu r\| \nabla \times \bfitu  - 2\bfitw \| 2 + c1\| \nabla \bfitw \| 2

+ c2\| \nabla \cdot \bfitw \| 2 + \mu 

2\tau 
\| \bfith \| 2 + 3\mu 

4\tau \chi 0
\| \bfitm \| 2.
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B32 GUO-DONG ZHANG, XIAOMING HE, AND XIAOFENG YANG

Proof. Taking the L2 inner product of (2.1) with \bfitu and integration by parts, we
derive

1

2

d

dt
\| \bfitu \| 2 + \nu \| \nabla \bfitu \| 2 + \nu r\| \nabla \times \bfitu \| 2 + \nu r\| \nabla \cdot \bfitu \| 2

= - ((\bfitu \cdot \nabla )\bfitu ,\bfitu ) + 2\nu r(\bfitw ,\nabla \times \bfitu ) + \mu ((\bfitm \cdot \nabla )\bfith ,\bfitu ),
(2.10)

where we apply the identity of  - \nu r\Delta \bfitu = \nu r\nabla \times \nabla \times \bfitu  - \nu r\nabla \nabla \cdot \bfitu . Taking the L2 inner
product of (2.3) with \bfitw and using integration by parts, we get

\zeta 

2

d

dt
\| \bfitw \| 2 + \zeta ((\bfitu \cdot \nabla )\bfitw ,\bfitw ) + c1\| \nabla \bfitw \| 2 + c2\| \nabla \cdot \bfitw \| 2 + 4\nu r\| \bfitw \| 2

= 2\nu r(\nabla \times \bfitu ,\bfitw ) + \mu (\bfitm \times \bfith ,\bfitw ).
(2.11)

Taking the L2 inner product of (2.4) with  - \mu \bfith , we derive

 - \mu (\bfitm t,\bfith ) +
\mu 

\tau 
\chi 0\| \bfith \| 2

= \mu ((\bfitu \cdot \nabla )\bfitm ,\bfith ) - \mu (\bfitw \times \bfitm ,\bfith ) +
\mu 

\tau 
(\bfitm ,\bfith ).

(2.12)

Taking the L2 inner product of (2.5) with \mu 
\tau \varphi , using integration by parts, and noting

that \bfith =\nabla \varphi , we derive

\mu 

\tau 
\| \bfith \| 2 + \mu 

\tau 
(\bfitm ,\bfith ) =

\mu 

\tau 
(\bfith a,\bfith ).(2.13)

Taking the time derivative of (2.5), we obtain

 - \Delta \varphi t =\nabla \cdot (\bfitm t  - \bfith b).(2.14)

Then, taking the L2 inner product of (2.14) with \mu \varphi and using integration by parts
and \bfith =\nabla \varphi , we get

\mu 

2

d

dt
\| \bfith \| 2 + \mu (\bfitm t,\bfith ) = \mu (\bfith b,\bfith ).(2.15)

Taking the L2 inner product of (2.4) with \mu 
\chi 0

\bfitm , we derive

\mu 

2\chi 0

d

dt
\| \bfitm \| 2 + \mu 

\chi 0
((\bfitu \cdot \nabla )\bfitm ,\bfitm ) +

\mu 

\tau \chi 0
\| \bfitm \| 2 = \mu 

\chi 0
(\bfitw \times \bfitm ,\bfitm ) +

\mu 

\tau 
(\bfith ,\bfitm ).(2.16)

Summing up (2.10)--(2.13) and (2.15)--(2.16), we derive

1

2

d

dt
\| \bfitu \| 2 + \zeta 

2

d

dt
\| \bfitw \| 2 + \mu 

2

d

dt
\| \bfith \| 2 + \mu 

2\chi 0

d

dt
\| \bfitm \| 2 + \nu \| \nabla \bfitu \| 2 + \nu r\| \nabla \cdot \bfitu \| 2 + c1\| \nabla \bfitw \| 2

+ c2\| \nabla \cdot \bfitw \| 2 + \mu 

\tau 
\chi 0\| \bfith \| 2 +

\mu 

\tau 
\| \bfith \| 2 + \mu 

\tau \chi 0
\| \bfitm \| 2 + \nu r\| \nabla \times \bfitu  - 2\bfitw \| 2

=
\mu 

\tau 
(\bfith a,\bfith ) + \mu (\bfith b,\bfith ) +

\mu 

\tau 
(\bfith ,\bfitm ),

(2.17)

where we note a combination of several terms that will eventually form a perfect
square that reads as follows:

\nu r\| \nabla \times \bfitu \| 2  - 4\nu r(\bfitw ,\nabla \times \bfitu ) + 4\nu r\| \bfitw \| 2 = \nu r\| \nabla \times \bfitu  - 2\bfitw \| 2,(2.18)
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EFFICIENT SCHEME FOR THE FHD ROSENWEIG MODEL B33

and employ several identities that either mutually cancel one another or are inherently
zero, expressed as follows:

((\bfitu \cdot \nabla )\bfitu ,\bfitu ) = 0,
\mu 

\chi 0
((\bfitu \cdot \nabla )\bfitm ,\bfitm ) = 0, \zeta ((\bfitu \cdot \nabla )\bfitw ,\bfitw ) = 0,

\mu 

\chi 0
(\bfitw \times \bfitm ,\bfitm ) = 0,

(2.19)

\mu (\bfitm \times \bfith ,\bfitw ) - \mu (\bfitw \times \bfitm ,\bfith ) = 0,
(2.20)

\mu ((\bfitm \cdot \nabla )\bfith ,\bfitu ) + \mu ((\bfitu \cdot \nabla )\bfitm ,\bfith ) = \mu ((\bfitu \cdot \nabla )\bfith ,\bfitm ) + \mu ((\bfitu \cdot \nabla )\bfitm ,\bfith ) = 0,
(2.21)

where we have used integration by parts and \nabla \times \bfith =\nabla \times \nabla \varphi = 0, \nabla \cdot \bfitu = 0, \bfitu | \partial \Omega = 0.
In addition, by using the Cauchy--Schwarz inequality, we derive

\mu 

\tau 
(\bfith a,\bfith ) + \mu (\bfith b,\bfith )(2.22)

\leq \mu 

\tau 
\| \bfith a\| \| \bfith \| + \mu \| \bfith b\| \| \bfith \| \leq 

\mu 

4\tau 
\| \bfith \| 2 + \mu 

\tau 
\| \bfith a\| 2 +

\mu 

4\tau 
\| \bfith \| 2 + \tau \mu \| \bfith b\| 2,

\mu 

\tau 
(\bfith ,\bfitm )\leq \mu 

\tau 
\| \bfith \| \| \bfitm \| \leq \mu 

4\tau \chi 0
\| \bfitm \| 2 + \chi 0\mu 

\tau 
\| \bfith \| 2.(2.23)

Thus, by combining (2.17) with (2.22)--(2.23), we have

1

2

d

dt
\| \bfitu \| 2 + \zeta 

2

d

dt
\| \bfitw \| 2 + \mu 

2

d

dt
\| \bfith \| 2 + \mu 

2\chi 0

d

dt
\| \bfitm \| 2 + \nu \| \nabla \bfitu \| 2 + \nu r\| \nabla \cdot \bfitu \| 2

+ c1\| \nabla \bfitw \| 2 + c2\| \nabla \cdot \bfitw \| 2 + \mu 

2\tau 
\| \bfith \| 2 + 3\mu 

4\tau \chi 0
\| \bfitm \| 2 + \nu r\| \nabla \times \bfitu  - 2\bfitw \| 2

\leq \mu 

\tau 
\| \bfith a\| 2 + \tau \mu \| \bfith b\| 2,

which implies (2.8) and (2.9).

Remark 2.2. In the target Rosensweig FHD system (2.1)--(2.7), there exist three
pairs of linear couplings: \bfitu -p, \bfitu -\bfitw , and \bfitm -\varphi . Among these, the \bfitu -\bfitw coupling, intro-
duced through the angular momentum equation, presents a novel numerical challenge
in designing a decoupled scheme compared to the Shliomis FHD model. Additionally,
the Rosensweig FHD system (2.1)--(2.7) comprises numerous coupled and nonlinear
terms involving the variables \bfitu , \bfitw , \bfitm , and \varphi . Consequently, to efficiently discretize
these terms while achieving energy stability, linearity, and decoupling, we reconfigure
the original PDE system into a more algorithm-friendly and equivalent version in the
following section.

3. Equivalent reformulation for couplings.

3.1. Linear couplings \bfitu -\bfitp , \bfitu -\bfitw , and \bfitm -\bfitvarphi . Given that it is widely recognized
that the second-order pressure projection method [11, 32] can effectively handle the
linear coupling \bfitu -p to obtain the decoupled type computations between \bfitu and p, we
mainly focus on the more intricate linear couplings \bfitu -\bfitw and \bfitm -\varphi in this subsection.

3.1.1. \bfitu -\bfitw linear coupling. Here, we address the linear coupling between \bfitu 
and \bfitw in (2.1)--(2.3). To simplify the complexity, we focus solely on the related terms
of \bfitu -\bfitw linear coupling, and the other terms within (2.1)--(2.3) are denoted as ``\cdot \cdot \cdot "",
namely,
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B34 GUO-DONG ZHANG, XIAOMING HE, AND XIAOFENG YANG

\bfitu t + \nu r\nabla \times \nabla \times \bfitu = 2\nu r\nabla \times \bfitw + \cdot \cdot \cdot ,(3.1)

\bfitw t + 4\nu r\bfitw = 2\nu r\nabla \times \bfitu + \cdot \cdot \cdot .(3.2)

As derived from Theorem 2.1 regarding the PDE energy law (see (2.18)), one may
discretize all four terms \nu r\nabla \times \nabla \times \bfitu , 2\nu r\nabla \times \bfitw , 4\nu r\bfitw , and 2\nu r\nabla \times \bfitu implicitly in
order to acquire a complete square form \| \nabla \times \bfitu  - 2\bfitw \| 2. Nonetheless, the implicit
treatment of two cross terms 2\nu r\nabla \times \bfitw and 2\nu r\nabla \times \bfitu would result in a coupled scheme
between the variables \bfitu and \bfitw , which does not align with our goal of establishing a
fully decoupled scheme in this paper.

Therefore, the two terms 2\nu r\nabla \times \bfitw and 2\nu r\nabla \times \bfitu might undergo some form of
explicit discretization. However, this introduces a new challenge, notably the potential
risk of failing to achieve unconditional energy stability. A similar scenario arises in
numerous nonlinear systems that share similar linear coupling structures, such as
the widely used decoupled second-order accurate schemes for the micropolar-Navier--
Stokes (MNS) system that are conditionally stable [19, 29].

In this article, inspired by the ZEC approach [41, 42, 43], we deal with these
terms as follows. We introduce a nonlocal variable Q(t) and recall the following fact:
the ODE with the form

Qt = a(t)(1 - Q), Q| t=0 = 1(3.3)

with any bounded function a(t) only has a trivial solution of Q(t) \equiv 1. Thanks to
this fact, we design an ODE that is in the same form of (3.3) for Q(t), which reads
as follows:

Qt + 8\nu r(\bfitw ,\bfitw )Q= 8\nu r(\bfitw ,\bfitw ) + 2\nu r(\bfitw ,\nabla \times \bfitu ) - 2\nu r(\nabla \times \bfitu ,\bfitw )\underbrace{}  \underbrace{}  
=0

, Q| t=0 = 1,(3.4)

where we fill in the right-hand side with two inner product terms. Due to the mutual
cancellation of these two terms, (3.4) is equivalent to (3.3), which possesses a unique
solution of Q(t)\equiv 1.

By using the auxiliary variable Q, we reformulate the system (3.1)--(3.2) as an
equivalent form:

\bfitu t + \nu r\nabla \times \nabla \times \bfitu = 2\nu rQ\nabla \times \bfitw + \cdot \cdot \cdot ,(3.5)

\bfitw t + 4\nu r\bfitw = 2\nu rQ\nabla \times \bfitu + \cdot \cdot \cdot ,(3.6)

Qt + 8\nu r(\bfitw ,\bfitw )Q= 8\nu r(\bfitw ,\bfitw ) + 2\nu r(\bfitw ,\nabla \times \bfitu ) - 2\nu r(\nabla \times \bfitu ,\bfitw ),(3.7)

with Q| t=0 = 1. Note that in both (3.5) and (3.6), the two terms on the right are
intentionally multiplied by the variable Q. Given that Q\equiv 1, the reformulated system
(3.5)--(3.7) is entirely equivalent to the system (3.1)--(3.2).

In the following, we will briefly describe the design of the decoupled type scheme
and elucidate the rationale behind the transformation of the system (3.1)--(3.2) into
the more ``algorithm-friendly"" format (3.5)--(3.7), facilitated by the nonlocal
variable Q. This approach allows us to easily achieve the desired decoupled scheme
through straightforward explicit discretization methods for the coupled terms while
preserving energy stability. While the primary focus of this study is on the second-
order fully discrete scheme, we have opted to employ the first-order time marching
scheme as an illustrative example due to its ability to offer a more straightforward
and lucid demonstration of the energy stability proof. Let N > 0 denote the total
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EFFICIENT SCHEME FOR THE FHD ROSENWEIG MODEL B35

number of time steps; we define the time step size as \delta t = [ TN ] and set tn = n\delta t. By

denoting dt\psi 
n+1 = \psi n+1 - \psi n

\delta t , the first-order temporal discretization scheme for the
system (3.5)--(3.7) reads as follows:

dt\bfitu 
n+1 + \nu r\nabla \times \nabla \times \bfitu n+1 = 2\nu rQ

n+1\nabla \times \bfitw n + \cdot \cdot \cdot ,(3.8)

dt\bfitw 
n+1 + 4\nu r\bfitw 

n+1 = 2\nu rQ
n+1\nabla \times \bfitu n + \cdot \cdot \cdot ,(3.9)

dtQ
n+1 + 8\nu r(\bfitw 

n,\bfitw n)Qn+1 = 8\nu r(\bfitw 
n,\bfitw n+1) + 2\nu r(\bfitw 

n,\nabla \times \bfitu n+1)(3.10)

 - 2\nu r(\nabla \times \bfitu n,\bfitw n+1).

By taking the L2 inner product of \bfitu n+1 with (3.8) and of\bfitw n+1 with (3.9), multiplying
(3.10) with Qn+1, combining the three obtained equations, and using the H\"older and
Cauchy--Schwarz inequalities (since the details on deriving energy stability will be
discussed in Theorem 4.1, we provide a brief outline here), we obtain

\| \bfitu n+1\| 2 + \| \bfitw n+1\| 2 + | Qn+1| 2 \leq \| \bfitu n\| 2 + \| \bfitw n\| 2 + | Qn| 2,(3.11)

which implies the energy stability. In the scheme presented in (3.8)--(3.10), it's im-
portant to note that the direct coupling of \bfitu -\bfitw is eliminated, resulting in a coupling
relationship of \bfitu -Q and \bfitw -Q. By leveraging the nonlocal characteristics of the vari-
able Q and applying a nonlocal splitting method akin to the ZEC approach, we can
achieve a fully decoupled implementation, with further details provided in section 4.2.

Remark 3.1. Indeed, similar linear coupling structures have surfaced in the
micropolar-Navier--Stokes (MNS) system [19, 29, 36, 48], sine-Gordon equations [38],
Hamiltonian system of perturbed Schr\"odinger equations [9], etc. Therefore, we ab-
stract the above methods into a framework-type approach, providing a convenient
tool for the interested reader to address similar models.

We denote \frakD 1 and \frakD 2 by two differential operators. The mathematical structure
behind (3.1)--(3.2) can be expressed as

\Phi t + a2\frakD 1\frakD 1\Phi = \eta ab\frakD 1\frakD 2\Psi ,(3.12)

\Psi t + b2\frakD 2\frakD 2\Psi = (2 - \eta )ab\frakD 2\frakD 1\Phi ,(3.13)

where 0< \eta < 2, a, b are two positive parameters. Taking the L2 inner product of \Phi 
with (3.12) and of \Psi with (3.13) and using integration by parts, we derive

1

2

d

dt
\| \Phi \| 2 + a2\| \frakD 1\Phi \| 2 = \eta ab(\frakD 2\Psi ,\frakD 1\Phi ),

1

2

d

dt
\| \Psi \| 2 + b2\| \frakD 2\Psi \| 2 = (2 - \eta )ab(\frakD 1\Phi ,\frakD 2\Psi ).

Summing up the above equations, we obtain 1
2
d
dt (\| \Phi \| 

2+\| \Psi \| 2)+\| a\frakD 1\Phi  - b\frakD 2\Psi \| 2 = 0.
We reformulate (3.12)--(3.13) into an equivalent system by coupling an ODE, which
reads as follows: given Q| t=0 = 1,\left\{     

\Phi t + a2\frakD 1\frakD 1\Phi =Q\eta ab\frakD 1\frakD 2\Psi ,

\Psi t + b2\frakD 2\frakD 2\Psi =Q(2 - \eta )ab\frakD 2\frakD 1\Phi ,

Qt + \alpha \| \frakD 1\Phi \| 2Q= \alpha (\frakD 1\Phi ,\frakD 1\Phi )+ \eta ab(\frakD 1\Phi ,\frakD 2\Psi ) - \eta ab(\frakD 2\Psi ,\frakD 1\Phi ),

(3.14)
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B36 GUO-DONG ZHANG, XIAOMING HE, AND XIAOFENG YANG

where \alpha is a positive parameter that will be determined later. Visibly, the ODE in
(3.14) adheres to (3.3) with a= \alpha \| \frakD 1\Phi \| 2. We discretize the system (3.14) as follows:\left\{         

dt\Phi 
n+1 + a2\frakD 1\frakD 1\Phi 

n+1 =Qn+1\eta ab\frakD 1\frakD 2\Psi 
n,

dt\Psi 
n+1 + b2\frakD 2\frakD 2\Psi 

n+1 =Qn+1(2 - \eta )ab\frakD 2\frakD 1\Phi 
n,

dtQ
n+1 + \alpha \| \frakD 1\Phi 

n\| 2Qn+1 = \alpha (\frakD 1\Phi 
n,\frakD 1\Phi 

n+1)+\eta ab(\frakD 1\Phi 
n,\frakD 2\Psi 

n+1)

 - \eta ab(\frakD 2\Psi 
n,\frakD 1\Phi 

n+1).

(3.15)

Taking the L2 inner product of \Phi n+1 and \Psi n+1 with the first and second equations in
(3.15), respectively, multiplying Qn+1 on the discrete ODE, and summing them up,
we have

1

2\delta t
(\| \Phi n+1\| 2  - \| \Phi n\| 2 + \| \Phi n+1  - \Phi n\| 2) + 1

2\delta t
(\| \Psi n+1\| 2  - \| \Psi n\| 2 + \| \Psi n+1  - \Psi n\| 2)

+
1

2\delta t
(| Qn+1| 2  - | Qn| 2 + | Qn+1  - Qn| 2) + a2\| \frakD 1\Phi 

n+1\| 2 + b2\| \frakD 2\Psi 
n+1\| 2

+ \alpha | Qn+1| 2\| \frakD 1\Phi 
n\| 2

=Qn+12ab(\frakD 1\Phi 
n,\frakD 2\Psi 

n+1) +Qn+1\alpha (\frakD 1\Phi 
n,\frakD 1\Phi 

n+1)

\leq 2ab| Qn+1| \| \frakD 1\Phi 
n\| \| \frakD 2\Psi 

n+1\| + \alpha | Qn+1| \| \frakD 1\Phi 
n\| \| \frakD 1\Phi 

n+1\| 

\leq b2\| \frakD 2\Psi 
n+1\| 2 + a2| Qn+1| 2\| \frakD 1\Phi 

n\| 2 + a2\| \frakD 1\Phi 
n+1\| 2 + 1

4a2
\alpha 2| Qn+1| 2\| \frakD 1\Phi 

n\| 2,

where integration by parts and the H\"older and Cauchy-Schwarz inequalities are also
utilized. If we choose \alpha such that 1

4a2\alpha 
2 - \alpha +a2 = ( 1

2a\alpha  - a)
2 \leq 0, which has a unique

solution \alpha = 2a2, we have the stability

\| \Phi n+1\| 2 + \| \Psi n+1\| 2 + | Qn+1| 2 \leq \| \Phi n\| 2 + \| \Psi n\| 2 + | Qn| 2.

If setting \Phi = \bfitw , \Psi = \bfitu , \scrD 1 = I, \scrD 2 = \nabla \times , a = 2
\surd 
\nu r, b =

\surd 
\nu r, \eta = 1, and

\alpha = 8\nu r in (3.12)--(3.13), in (3.14), and in (3.15), respectively, we recover equations
(3.1)--(3.2), system (3.5)--(3.7), and scheme (3.8)--(3.10), respectively. In contrast,
utilizing our framework developed above, the unconditionally energy-stable scheme
with second-order accuracy and decoupled manner could be designed, this will be
detailed in section 4.

3.1.2. \bfitm -\bfitvarphi linear coupling. In this subsection, we address the linear coupling
between \bfitm and \varphi that appears in (2.4)--(2.5). It is worth noting that the Shliomis
FHD model also exhibits similar couplings between these two variables. In our pre-
vious work [47], we derive an equivalent form of the magnetic potential equation to
resolve this linear coupling in the Shliomis FHD model. In this paper, we extend a
similar approach to the Rosensweig FHD model. We also refer the reader to [17] for
the idea of reformulated approach. The procedure is as detailed below.

By taking the time derivative of (2.5) and multiplying (2.5) by 1
\tau , respectively,

we get the following two equations:

 - \Delta \varphi t =\nabla \cdot \bfitm t  - \nabla \cdot \bfith b,  - 1

\tau 
\Delta \varphi =

1

\tau 
\nabla \cdot \bfitm  - 1

\tau 
\nabla \cdot \bfith a.

By taking the L2 inner product of the above equations with \psi for any \psi \in H1(\Omega ) \cap 
L2
0(\Omega ), we derive their weak forms as

(\nabla \varphi t,\nabla \psi ) + (\bfitm t,\nabla \psi ) = (\bfith b,\nabla \psi ),
1

\tau 
(\nabla \varphi ,\nabla \psi ) + 1

\tau 
(\bfitm ,\nabla \psi ) = 1

\tau 
(\bfith a,\nabla \psi ).(3.16)
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EFFICIENT SCHEME FOR THE FHD ROSENWEIG MODEL B37

Additionally, by taking the L2 inner product of (2.4) with \nabla \psi , we derive

\chi 0

\tau 
(\nabla \varphi ,\nabla \psi ) - ((\bfitu \cdot \nabla )\bfitm ,\nabla \psi ) + (\bfitw \times \bfitm ,\nabla \psi ) = (\bfitm t,\nabla \psi ) +

1

\tau 
(\bfitm ,\nabla \psi ).(3.17)

By taking the summation of the three equations in (3.16)--(3.17), we obtain a new
equation as

(\nabla \varphi t,\nabla \psi ) +
1

\tau 
(\nabla \varphi ,\nabla \psi ) + \chi 0

\tau 
(\nabla \varphi ,\nabla \psi ) - ((\bfitu \cdot \nabla )\bfitm ,\nabla \psi ) + (\bfitw \times \bfitm ,\nabla \psi )

=
1

\tau 
(\bfith a,\nabla \psi ) + (\bfith b,\nabla \psi ),

(3.18)

which is used to replace the magnetostatic equation (2.5) to solve \varphi . We also present
the weak form of the magnetization equation for \bfitm that reads as

(\bfitm t,\bfitn ) +
1

\tau 
(\bfitm ,\bfitn ) + ((\bfitu \cdot \nabla )\bfitm ,\bfitn ) = (\bfitw \times \bfitm ,\bfitn ) +

\chi 0

\tau 
(\bfith ,\bfitn ), \forall \bfitn \in \bfitH 1(\Omega ).(3.19)

It is noteworthy that the linear coupling between \bfitm and \varphi in (3.18)--(3.19) is
eliminated in the new equation (3.18) for the variable \varphi . Although two nonlinear
coupling terms ((\bfitu \cdot \nabla )\bfitm ,\nabla \psi ) and (\bfitw \times \bfitm ,\nabla \psi ) are further introduced, we note that
they actually satisfy the so-called ``zero-energy-contribution"" property when choosing
suitable test functions of \psi and associating the results with other terms, which then
can be effectively discretized by the ZEC approach; see the detailed discussion in
section 3.2.

3.2. Nonlinear couplings. This subsection addresses the multitude of nonlin-
ear coupling terms. To do so, it is necessary to establish the weak form of the entire
governing system.

In the momentum equation (2.1), the weak form of the Kelvin force term can be
expressed as \mu ((\bfitm \cdot \nabla )\bfith ,\bfitv ) after taking the L2 inner product with a test function
\bfitv \in \bfitH 1

0(\Omega ). When employing the finite element method for spatial discretization,
this term will introduce boundary integrations involving jump and average terms
across interior boundaries due to the fact that \bfith = \nabla \varphi ; see [20]. To avoid such a
challenging issue, using the fact \nabla \times \bfith = 0 and integration by parts, we rewrite the
term \mu ((\bfitm \cdot \nabla )\bfith ,\bfitv ) as

\mu ((\bfitm \cdot \nabla )\bfith ,\bfitv ) = \mu ((\bfitv \cdot \nabla )\bfith ,\bfitm ) = - \mu ((\bfitv \cdot \nabla )\bfitm ,\bfith ) - \mu ((\nabla \cdot \bfitv )\bfitm ,\bfith ),(3.20)

where no spatial derivatives are applied on \bfith . We denote \bfitX = \bfitH 1
0(\Omega ) \times L2

0(\Omega ) \times 
\bfitH 1

0(\Omega )\times H1(\Omega )\cap L2
0(\Omega )\times \bfitH 1(\Omega ).

Hence, by applying (3.20) for the fluid momentum equation, combining with the
weak form given in (3.18), (3.19) for \varphi and \bfitm , and taking the appropriate weak form
for (2.2), (2.3), the weak form for the entire system of the Rosensweig FHD model
reads as follows: find (\bfitu (t), p(t),\bfitw (t),\varphi (t),\bfitm (t)) \in \bfitX such that for all (\bfitv , q,\bfitZ ,\psi ,\bfitn )
\in \bfitX , there hold
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B38 GUO-DONG ZHANG, XIAOMING HE, AND XIAOFENG YANG

\left\{                                     

(\bfitu t,\bfitv ) + \nu (\nabla \bfitu ,\nabla \bfitv ) + \nu r(\nabla \times \bfitu ,\nabla \times \bfitv ) + \nu r(\nabla \cdot \bfitu ,\nabla \cdot \bfitv ) + ((\bfitu \cdot \nabla )\bfitu ,\bfitv ) - (p,\nabla \cdot \bfitv )
= 2\nu r(\bfitw ,\nabla \times \bfitv ) - \mu ((\bfitv \cdot \nabla )\bfitm ,\bfith ) - \mu ((\nabla \cdot \bfitv )\bfitm ,\bfith ),

(\nabla \cdot \bfitu , q) = 0,

\zeta (\bfitw t,\bfitZ ) + c1(\nabla \bfitw ,\nabla \bfitZ ) + c2(\nabla \cdot \bfitw ,\nabla \cdot \bfitZ ) + 4\nu r(\bfitw ,\bfitZ ) + \zeta ((\bfitu \cdot \nabla )\bfitw ,\bfitZ )

= 2\nu r(\nabla \times \bfitu ,\bfitZ ) + \mu (\bfitm \times \bfith ,\bfitZ ),

(\nabla \varphi t,\nabla \psi ) +
1

\tau 
(\nabla \varphi ,\nabla \psi ) + \chi 0

\tau 
(\nabla \varphi ,\nabla \psi ) - ((\bfitu \cdot \nabla )\bfitm ,\nabla \psi ) + (\bfitw \times \bfitm ,\nabla \psi )

=
1

\tau 
(\bfith a,\nabla \psi ) + (\bfith b,\nabla \psi ),

(\bfitm t,\bfitn ) +
1

\tau 
(\bfitm ,\bfitn ) + ((\bfitu \cdot \nabla )\bfitm ,\bfitn ) = (\bfitw \times \bfitm ,\bfitn ) +

\chi 0

\tau 
(\bfith ,\bfitn ).

(3.21)

As can be seen from Theorem 2.1, the energy stability of the PDE system relies
on the fact that a considerable number of nonlinear terms exhibit the ``zero energy
contribution"" property, namely, these terms are either cancelled by other terms or
simply equal to zero when the inner product of a particular variable is executed; see
(2.19)--(2.21). This fact reminds us that we can apply the recently developed ZEC
approach [41, 42, 43] to obtain a decoupled-type scheme by introducing a nonlocal
auxiliary variable and designing the relevant ODE based on the zero equalities (2.19)--
(2.21). Furthermore, it is important to mention that the reformulation implemented
to account for the linear couplings between \bfitm and \varphi adheres to a comparable ap-
proach. As a result, we proceed by incorporating specific zero-valued terms into (3.4),
thereby enabling the construction of a comprehensive ODE capable of simultaneously
accommodating linear and nonlinear coupling terms. Namely, we further reformulate
the ODE (3.4) to an equivalent form that reads as

\left\{           
Qt + 8\nu r(\bfitw ,\bfitw )Q= 8\nu r(\bfitw ,\bfitw ) + 2\nu r(\bfitw ,\nabla \times \bfitu ) - 2\nu r(\nabla \times \bfitu ,\bfitw )

+ ((\bfitu \cdot \nabla )\bfitu ,\bfitu ) + \zeta ((\bfitu \cdot \nabla )\bfitw ,\bfitw ) +
\mu 

\chi 0
((\bfitu \cdot \nabla )\bfitm ,\bfitm ) - \mu 

\chi 0
(\bfitw \times \bfitm ,\bfitm )

+ \mu (\bfitw \times \bfitm ,\nabla \varphi ) - \mu (\bfitm \times \nabla \varphi ,\bfitw )

+ \mu ((\bfitu \cdot \nabla )\bfitm ,\nabla \varphi ) - \mu ((\bfitu \cdot \nabla )\bfitm ,\nabla \varphi ) + \mu ((\nabla \cdot \bfitu )\bfitm ,\nabla \varphi ),

(3.22)

with Q| t=0 = 1. It is noteworthy that the terms in the first line on the right-hand
side of (3.22) are taken from (3.4); each term from the second line is zero-valued from
(2.19); the two terms in the third line cancel each other out to yield zero, mirroring
a similar behavior observed in the initial two items of the fourth line; and the final
item is also zero-valued in accordance with the divergence-free condition. As a result,
the ODE (3.22) remains equivalent to the ODE (3.4), and it has a trivial solution of
Q \equiv 1. Next, we will further use the nonlocal variable Q to perform the equivalent
modification to the nonlinear couplings in the weak form of the entire system of
(2.1)--(2.7).

Using the nonlocal variable and its associated ODE (3.22), we reformulate the
weak form (3.21) into an equivalent system that reads as follows: given initial data
(\bfitu 0, \bfitw 0, \bfitm 0, Q0), find (\bfitu , p,\bfitw ,\varphi ,\bfitm ,Q) \in \bfitX \times \BbbR such that for all (\bfitv , q,\bfitZ ,\psi ,\bfitn ) \in 
\bfitX , there hold
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EFFICIENT SCHEME FOR THE FHD ROSENWEIG MODEL B39

(\bfitu t,\bfitv ) + \nu (\nabla \bfitu ,\nabla \bfitv ) + \nu r(\nabla \times \bfitu ,\nabla \times \bfitv ) + \nu r(\nabla \cdot \bfitu ,\nabla \cdot \bfitv ) +Q((\bfitu \cdot \nabla )\bfitu ,\bfitv ) - (p,\nabla \cdot \bfitv )

(3.23)

= 2\nu rQ(\bfitw ,\nabla \times \bfitv ) - \mu Q((\bfitv \cdot \nabla )\bfitm ,\bfith ) - \mu Q((\nabla \cdot \bfitv )\bfitm ,\bfith ),

(\nabla \cdot \bfitu , q) = 0,
(3.24)

\zeta (\bfitw t,\bfitZ ) + c1(\nabla \bfitw ,\nabla \bfitZ ) + c2(\nabla \cdot \bfitw ,\nabla \cdot \bfitZ ) + 4\nu r(\bfitw ,\bfitZ ) + \zeta Q((\bfitu \cdot \nabla )\bfitw ,\bfitZ )
(3.25)

= 2\nu rQ(\nabla \times \bfitu ,\bfitZ ) + \mu Q(\bfitm \times \bfith ,\bfitZ ),

(\nabla \varphi t,\nabla \psi ) +
1

\tau 
(\nabla \varphi ,\nabla \psi ) + \chi 0

\tau 
(\nabla \varphi ,\nabla \psi ) - Q((\bfitu \cdot \nabla )\bfitm ,\nabla \psi ) +Q(\bfitw \times \bfitm ,\nabla \psi )

(3.26)

=
1

\tau 
(\bfith a,\nabla \psi ) + (\bfith b,\nabla \psi ),

(3.27)

(\bfitm t,\bfitn ) +
1

\tau 
(\bfitm ,\bfitn ) +Q((\bfitu \cdot \nabla )\bfitm ,\bfitn ) =Q(\bfitw \times \bfitm ,\bfitn ) +

\chi 0

\tau 
(\bfith ,\bfitn ),

(3.28)

Qt + 8\nu r(\bfitw ,\bfitw )Q= 8\nu r(\bfitw ,\bfitw ) + 2\nu r(\bfitw ,\nabla \times \bfitu ) - 2\nu r(\nabla \times \bfitu ,\bfitw )
(3.29)

+ ((\bfitu \cdot \nabla )\bfitu ,\bfitu ) + \zeta ((\bfitu \cdot \nabla )\bfitw ,\bfitw ) +
\mu 

\chi 0
((\bfitu \cdot \nabla )\bfitm ,\bfitm ) - \mu 

\chi 0
(\bfitw \times \bfitm ,\bfitm )

+ \mu (\bfitw \times \bfitm ,\nabla \varphi ) - \mu (\bfitm \times \nabla \varphi ,\bfitw )

+ \mu ((\bfitu \cdot \nabla )\bfitm ,\nabla \varphi ) - \mu ((\bfitu \cdot \nabla )\bfitm ,\nabla \varphi ) + \mu ((\nabla \cdot \bfitu )\bfitm ,\nabla \varphi ).

Remark 3.2. It is crucial to note that the system (3.23)--(3.29) is identical to
(3.21), as Q \equiv 1. Although the resultant system (3.23)--(3.29) appears to be an on-
going series of mundane reconstructions intended to further complicate the original
model (3.21), this is actually an ``algorithm-friendly"" format. In other words, the
construction of the scheme is remarkably uncomplicated and practical, as each linear
and nonlinear coupling term (Q-multiplying terms) can be explicitly discretized while
still maintaining the energy stability. In addition, the obtained scheme's implemen-
tation will be rather efficient, requiring only the solution of a handful of independent
elliptic/parabolic equations with constant coefficients at each time step without any
additional complexity. The following section will outline these numerical benefits.

The system (3.23)--(3.29) is also accompanied by a modified energy estimate, as
follows.

Theorem 3.1. The system (3.23)--(3.29) admits the energy law in the sense that

d

dt

\biggl( 
1

2
\| \bfitu \| 2 + \zeta 

2
\| \bfitw \| 2 + \mu 

2
\| \bfith \| 2 + \mu 

2\chi 0
\| \bfitm \| 2 + 1

2
| Q| 2

\biggr) 
+ \nu \| \nabla \bfitu \| 2 + \nu r\| \nabla \cdot \bfitu \| 2 + c1\| \nabla \bfitw \| 2 + c2\| \nabla \cdot \bfitw \| 2 + \mu 

2\tau 
\| \bfith \| 2 + 3\mu 

4\chi 0\tau 
\| \bfitm \| 2

\leq \mu 

\tau 
\| \bfith a\| 2 + \tau \mu \| \bfith b\| 2.

Since it is similar to the proof of the discrete energy law in Theorem 4.1 of the
numerical scheme, we omit it due to page limitation.
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B40 GUO-DONG ZHANG, XIAOMING HE, AND XIAOFENG YANG

4. Fully discrete finite element numerical scheme. We introduce some
conforming finite element spaces

\bfitV h \subset \bfitH 1
0(\Omega ), Qh \subset L2

0(\Omega )\cap H1(\Omega ), \bfscrZ h \subset \bfitH 1
0(\Omega ), \Psi h \subset L2

0(\Omega )\cap H1(\Omega ),

\bfitN h \subset \bfitH 1(\Omega ),

and we assume (\bfitV h,Qh) satisfy the following inf-sup condition [10]: \beta 0\| q\| \leq sup\bfitv \in \bfitV h
(\nabla \cdot \bfitv ,q)
\| \nabla \bfitv \| \forall q \in Qh, where the constant \beta 0 only depends on \Omega . So far, we have made
all necessary preparations for the construction of our scheme for the target model
(2.1)--(2.7).

4.1. Numerical scheme. We denote Dt\psi 
n+1 = 3\psi n+1 - 4\psi n+\psi n - 1

2\delta t , \~Dt\psi 
n+1 =

3 \~\psi n+1 - 4\psi n+\psi n - 1

2\delta t , \phi \ast = 2\phi n  - \phi n - 1. The fully discrete numerical scheme for (3.23)--
(3.29) reads as follows: find \~\bfitu n+1 \in \bfitV h, p

n+1 \in Qh, \bfitu n+1 \in \bfitV h +\nabla Qh, \bfitw n+1 \in \bfscrZ h,
\varphi n+1 \in \Psi h, \bfitm 

n+1 \in \bfitN h, Q
n+1 \in \BbbR ; there hold

( \~Dt\bfitu 
n+1,\bfitv ) + \nu (\nabla \~\bfitu n+1,\nabla \bfitv ) + \nu r(\nabla \times \~\bfitu n+1,\nabla \times \bfitv ) + \nu r(\nabla \cdot \~\bfitu n+1,\nabla \cdot \bfitv )

(4.1)

+Qn+1((\bfitu \ast \cdot \nabla )\bfitu \ast ,\bfitv ) + (\nabla pn,\bfitv )
= 2\nu rQ

n+1(\bfitw \ast ,\nabla \times \bfitv ) - \mu Qn+1((\bfitv \cdot \nabla )\bfitm \ast ,\bfith \ast ) - \mu Qn+1((\nabla \cdot \bfitv )\bfitm \ast ,\bfith \ast ),

(\nabla pn+1,\nabla q) = - 3

2\delta t
(\nabla \cdot \~\bfitu n+1, q) + (\nabla pn,\nabla q),

(4.2)

\bfitu n+1 = \~\bfitu n+1  - 2\delta t

3
\nabla pn+1 +

2\delta t

3
\nabla pn,

(4.3)

\zeta (Dt\bfitw 
n+1,\bfitZ ) + c1(\nabla \bfitw n+1,\nabla \bfitZ ) + c2(\nabla \cdot \bfitw n+1,\nabla \cdot \bfitZ ) + 4\nu r(\bfitw 

n+1,\bfitZ )

(4.4)

+ \zeta Qn+1((\bfitu \ast \cdot \nabla )\bfitw \ast ,\bfitZ ) = 2\nu rQ
n+1(\nabla \times \bfitu \ast ,\bfitZ ) + \mu Qn+1(\bfitm \ast \times \bfith \ast ,\bfitZ ),

(\nabla Dt\varphi 
n+1,\nabla \psi ) + 1

\tau 
(\nabla \varphi n+1,\nabla \psi ) + \chi 0

\tau 
(\nabla \varphi n+1,\nabla \psi ) - Qn+1((\bfitu \ast \cdot \nabla )\bfitm \ast ,\nabla \psi )

(4.5)

+Qn+1(\bfitw \ast \times \bfitm \ast ,\nabla \psi ) = 1

\tau 
(\bfith n+1
a ,\nabla \psi ) + (\bfith n+1

b ,\nabla \psi ),

(Dt\bfitm 
n+1,\bfitn ) +

1

\tau 
(\bfitm n+1,\bfitn ) +Qn+1((\bfitu \ast \cdot \nabla )\bfitm \ast ,\bfitn )

(4.6)

=Qn+1(\bfitw \ast \times \bfitm \ast ,\bfitn ) +
\chi 0

\tau 
(\bfith n+1,\bfitn ),

DtQ
n+1 + 8\nu r(\bfitw 

\ast ,\bfitw \ast )Qn+1

(4.7)

= 8\nu r(\bfitw 
\ast ,\bfitw n+1) + 2\nu r(\bfitw 

\ast ,\nabla \times \~\bfitu n+1) - 2\nu r(\nabla \times \bfitu \ast ,\bfitw n+1)

+ ((\bfitu \ast \cdot \nabla )\bfitu \ast , \~\bfitu n+1) + \zeta ((\bfitu \ast \cdot \nabla )\bfitw \ast ,\bfitw n+1) +
\mu 

\chi 0
((\bfitu \ast \cdot \nabla )\bfitm \ast ,\bfitm n+1)

 - \mu 

\chi 0
(\bfitw \ast \times \bfitm \ast ,\bfitm n+1) + \mu (\bfitw \ast \times \bfitm \ast ,\nabla \varphi n+1) - \mu (\bfitm \ast \times \nabla \varphi \ast ,\bfitw n+1)

+ \mu ((\~\bfitu n+1 \cdot \nabla )\bfitm \ast ,\nabla \varphi \ast ) - \mu ((\bfitu \ast \cdot \nabla )\bfitm \ast ,\nabla \varphi n+1) + \mu ((\nabla \cdot \~\bfitu n+1)\bfitm \ast ,\nabla \varphi \ast )

for all \bfitv \in \bfitV h, q \in Qh, \bfitZ \in \bfscrZ h, \psi \in \Psi h, \bfitn \in \bfitN h, where \bfith \ast =\nabla \varphi \ast , \bfith n+1 =\nabla \varphi n+1.
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EFFICIENT SCHEME FOR THE FHD ROSENWEIG MODEL B41

We explain the algorithm development strategy in the following remarks.

Remark 4.1. The second-order pressure projection method [11, 32] is used to
deal with the hydrodynamics equation that includes the \bfitu -p linear coupling, where
\~\bfitu n+1 accounts for the intermediate velocity, and the \bfitu n+1 means the final velocity
that satisfies the discrete divergence-free condition. To see this, we take the L2 inner
product of (4.3) with \nabla q and use (4.2) to obtain [46]

(\bfitu n+1,\nabla q) = 0 \forall q \in Qh.(4.8)

Remark 4.2. The discretization of the time derivatives is accomplished through
the utilization of the second-order backward difference formula (BDF2). In equa-
tions (4.1)--(4.6), a discretization technique known as implicit-explicit discretization
is employed for the Q-multiplying terms. Specifically, the variable Q is discretized
implicitly, while the remaining terms are discretized explicitly.

We define

En+1
h =

1

4
(\| \bfitu n+1\| 2 + \| 2\bfitu n+1  - \bfitu n\| 2) + \zeta 

4
(\| \bfitw n+1\| 2 + \| 2\bfitw n+1  - \bfitw n\| 2)

+
\mu 

4
(\| \bfith n+1\| 2 + \| 2\bfith n+1  - \bfith n\| 2) + \mu 

4\chi 0
(\| \bfitm n+1\| 2 + \| 2\bfitm n+1  - \bfitm n\| 2)

+
1

4
(| Qn+1| 2 + | 2Qn+1  - Qn| 2) + \delta t2

3
\| \nabla pn+1\| 2,

Dn+1
h = \nu \| \nabla \~\bfitu n+1\| 2 + \nu r\| \nabla \cdot \~\bfitu n+1\| 2 + c1\| \nabla \bfitw n+1\| 2 + c2\| \nabla \cdot \bfitw n+1\| 2 + \mu 

2\tau 
\| \bfith n+1\| 2

+
3\mu 

4\tau \chi 0
\| \bfitm n+1\| 2.

We further show that the scheme (4.1)--(4.7) holds the energy estimate uncondition-
ally, as follows.

Theorem 4.1. The scheme (4.1)--(4.7) is unconditionally energy stable in the
sense that

dtE
n+1
h +Dn+1

h \leq \mu 

\tau 
\| \bfith n+1

a \| 2 + \tau \mu \| \bfith n+1
b \| 2.

Proof. Taking \bfitv = \~\bfitu n+1 in (4.1), we get

( \~Dt\bfitu 
n+1, \~\bfitu n+1) + \nu \| \nabla \~\bfitu n+1\| 2 + \nu r\| \nabla \times \~\bfitu n+1\| 2 + \nu r\| \nabla \cdot \~\bfitu n+1\| 2 + (\nabla pn, \~\bfitu n+1)

=Qn+12\nu r(\bfitw 
\ast ,\nabla \times \~\bfitu n+1) - Qn+1((\bfitu \ast \cdot \nabla )\bfitu \ast , \~\bfitu n+1)\underbrace{}  \underbrace{}  

I

 - Qn+1\mu ((\~\bfitu n+1 \cdot \nabla )\bfitm \ast ,\bfith \ast )\underbrace{}  \underbrace{}  
II

 - Qn+1\mu ((\nabla \cdot \~\bfitu n+1)\bfitm \ast ,\bfith \ast )\underbrace{}  \underbrace{}  
III

.

(4.9)

Taking \bfitZ =\bfitw n+1 in (4.4), we derive

\zeta (Dt\bfitw 
n+1,\bfitw n+1) + c1\| \nabla \bfitw n+1\| 2 + c2\| \nabla \cdot \bfitw n+1\| 2 + 4\nu r\| \bfitw n+1\| 2

(4.10)

=Qn+12\nu r(\nabla \times \bfitu \ast ,\bfitw n+1)\underbrace{}  \underbrace{}  
IV

 - Qn+1\zeta ((\bfitu \ast \cdot \nabla )\bfitw \ast ,\bfitw n+1)\underbrace{}  \underbrace{}  
V

+Qn+1\mu (\bfitm \ast \times \bfith \ast ,\bfitw n+1)\underbrace{}  \underbrace{}  
VI

.
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B42 GUO-DONG ZHANG, XIAOMING HE, AND XIAOFENG YANG

Taking \psi = \mu \varphi n+1 in (4.5), we derive

\mu (\nabla Dt\varphi 
n+1,\nabla \varphi n+1) +

\mu 

\tau 
\| \nabla \varphi n+1\| 2 + \mu \chi 0

\tau 
\| \nabla \varphi n+1\| 2

=Qn+1\mu ((\bfitu \ast \cdot \nabla )\bfitm \ast ,\nabla \varphi n+1)\underbrace{}  \underbrace{}  
VII

 - Qn+1\mu (\bfitw \ast \times \bfitm \ast ,\nabla \varphi n+1)\underbrace{}  \underbrace{}  
VIII

+
\mu 

\tau 
(\bfith n+1
a ,\nabla \varphi n+1) + \mu (\bfith n+1

b ,\nabla \varphi n+1).

(4.11)

Taking \bfitn = \mu 
\chi 0

\bfitm n+1 in (4.6), we obtain

\mu 

\chi 0
(Dt\bfitm 

n+1,\bfitm n+1) +
\mu 

\tau \chi 0
\| \bfitm n+1\| 2

=Qn+1 \mu 

\chi 0
(\bfitw \ast \times \bfitm \ast ,\bfitm n+1)\underbrace{}  \underbrace{}  

IX

 - Qn+1 \mu 

\chi 0
((\bfitu \ast \cdot \nabla )\bfitm \ast ,\bfitm n+1)\underbrace{}  \underbrace{}  

X

+
\mu 

\tau 
(\bfith n+1,\bfitm n+1).

(4.12)

Multiplying Qn+1 on (4.7), we derive

Qn+1DtQ
n+1 + | Qn+1| 28\nu r\| \bfitw \ast \| 2

=Qn+18\nu r(\bfitw 
\ast ,\bfitw n+1) +Qn+12\nu r(\bfitw 

\ast ,\nabla \times \~\bfitu n+1) - Qn+12\nu r(\nabla \times \bfitu \ast ,\bfitw n+1)\underbrace{}  \underbrace{}  
 - IV

+Qn+1((\bfitu \ast \cdot \nabla )\bfitu \ast , \~\bfitu n+1)\underbrace{}  \underbrace{}  
 - I

+Qn+1\zeta ((\bfitu \ast \cdot \nabla )\bfitw \ast ,\bfitw n+1)\underbrace{}  \underbrace{}  
 - V

+Qn+1 \mu 

\chi 0
((\bfitu \ast \cdot \nabla )\bfitm \ast ,\bfitm n+1)\underbrace{}  \underbrace{}  

 - X

 - Qn+1 \mu 

\chi 0
(\bfitw \ast \times \bfitm \ast ,\bfitm n+1)\underbrace{}  \underbrace{}  

 - IX

+Qn+1\mu (\bfitw \ast \times \bfitm \ast ,\nabla \varphi n+1)\underbrace{}  \underbrace{}  
 - VIII

 - Qn+1\mu (\bfitm \ast \times \nabla \varphi \ast ,\bfitw n+1)\underbrace{}  \underbrace{}  
 - VI

+Qn+1\mu ((\~\bfitu n+1 \cdot \nabla )\bfitm \ast ,\nabla \varphi \ast )\underbrace{}  \underbrace{}  
 - II

 - Qn+1\mu ((\bfitu \ast \cdot \nabla )\bfitm \ast ,\nabla \varphi n+1)\underbrace{}  \underbrace{}  
 - VII

+Qn+1\mu ((\nabla \cdot \~\bfitu n+1)\bfitm \ast ,\nabla \varphi \ast )\underbrace{}  \underbrace{}  
 - III

.

(4.13)

Combining (4.9)--(4.13) and cancelling out the terms labeled by the same Roman
numerals, we obtain

( \~Dt\bfitu 
n+1, \~\bfitu n+1)

+ (\nabla pn, \~\bfitu n+1) + \nu \| \nabla \~\bfitu n+1\| 2 + \nu r\| \nabla \times \~\bfitu n+1\| 2 + \nu r\| \nabla \cdot \~\bfitu n+1\| 2

+ \zeta (Dt\bfitw 
n+1,\bfitw n+1) + c1\| \nabla \bfitw n+1\| 2 + c2\| \nabla \cdot \bfitw n+1\| 2 + 4\nu r\| \bfitw n+1\| 2

+ \mu (\nabla Dt\varphi 
n+1,\nabla \varphi n+1) +

\mu 

\tau 
\| \nabla \varphi n+1\| 2 + \mu \chi 0

\tau 
\| \nabla \varphi n+1\| 2 + \mu 

\chi 0
(Dt\bfitm 

n+1,\bfitm n+1)

+
\mu 

\tau \chi 0
\| \bfitm n+1\| 2 +Qn+1DtQ

n+1 + | Qn+1| 28\nu r\| \bfitw \ast \| 2

=
\mu 

\tau 
(\bfith n+1
a ,\bfith n+1) + \mu (\bfith n+1

b ,\bfith n+1) +
\mu 

\tau 
(\bfith n+1,\bfitm n+1)

+Qn+14\nu r(\bfitw 
\ast ,\nabla \times \~\bfitu n+1) +Qn+18\nu r(\bfitw 

\ast ,\bfitw n+1).

(4.14)
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EFFICIENT SCHEME FOR THE FHD ROSENWEIG MODEL B43

From (4.3), we derive the orthogonal identity: for \bfitv \in \bfitH = \{ \bfitv \in \bfitL 2(\Omega ) : (\bfitv ,\nabla q) =
0 \forall q \in Qh\} ,

(\bfitu n+1  - \~\bfitu n+1,\bfitv ) =
2\delta t

3
(\nabla pn  - \nabla pn+1,\bfitv ) = 0.(4.15)

Using (4.15) and (4.8), we have

( \~Dt\bfitu 
n+1, \~\bfitu n+1) =

1

2\delta t
(3\bfitu n+1  - 4\bfitu n +\bfitu n - 1, \~\bfitu n+1) +

1

2\delta t
(3\~\bfitu n+1  - 3\bfitu n+1, \~\bfitu n+1)

=
1

2\delta t
(3\bfitu n+1  - 4\bfitu n +\bfitu n - 1,\bfitu n+1) +

1

2\delta t
(3\~\bfitu n+1  - 3\bfitu n+1, \~\bfitu n+1  - \bfitu n+1)

=
1

4\delta t
(\| \bfitu n+1\| 2  - \| \bfitu n\| 2 + \| 2\bfitu n+1  - \bfitu n\| 2  - \| 2\bfitu n  - \bfitu n - 1\| 2 + \| \bfitu n+1  - \bfitu \ast \| 2)

+
3

2\delta t
\| \~\bfitu n+1  - \bfitu n+1\| 2,

(4.16)

where we use the following identity:

(3a - 4b+ c,2a) = a2  - b2 + (2a - b)2  - (2b - c)2 + (a - 2b+ c)2.(4.17)

We rewrite (4.3) as

\bfitu n+1 +
2

3
\delta t\nabla pn+1 = \~\bfitu n+1 +

2

3
\delta t\nabla pn.

By taking the L2 inner product of the above equation with itself and using (4.8), we
derive

(\~\bfitu n+1,\nabla pn) = 3

4\delta t
\| \bfitu n+1\| 2  - 3

4\delta t
\| \~\bfitu n+1\| 2 + \delta t

3
\| \nabla pn+1\| 2  - \delta t

3
\| \nabla pn\| 2

= - 3

4\delta t
\| \bfitu n+1  - \~\bfitu n+1\| 2 + \delta t

3
\| \nabla pn+1\| 2  - \delta t

3
\| \nabla pn\| 2,

(4.18)

where we also utilize (4.15). Combining (4.16) with (4.18), we obtain

( \~Dt\bfitu 
n+1, \~\bfitu n+1) + (\nabla pn, \~\bfitu n+1) =

3

4\delta t
\| \bfitu n+1  - \~\bfitu n+1\| 2 + \delta t

3
\| \nabla pn+1\| 2  - \delta t

3
\| \nabla pn\| 2

+
1

4\delta t
(\| \bfitu n+1\| 2  - \| \bfitu n\| 2 + \| 2\bfitu n+1  - \bfitu n\| 2  - \| 2\bfitu n  - \bfitu n - 1\| 2 + \| \bfitu n+1  - \bfitu \ast \| 2).

(4.19)

By using the Cauchy--Schwarz inequality, we further estimate the terms on the
right-hand side of (4.14) as follows:

\left\{                   

\mu 

\tau 
(\bfith n+1
a ,\bfith n+1) + \mu (\bfith n+1

b ,\bfith n+1) +
\mu 

\tau 
(\bfith n+1,\bfitm n+1)

\leq \mu 

2\tau 
\| \bfith n+1\| 2 + \mu 

\tau 
\| \bfith n+1

a \| 2 + \tau \mu \| \bfith n+1
b \| 2 + \mu 

4\tau \chi 0
\| \bfitm n+1\| 2 + \chi 0\mu 

\tau 
\| \bfith n+1\| 2,

Qn+14\nu r(\bfitw 
\ast ,\nabla \times \~\bfitu n+1)\leq | Qn+1| 4\nu r\| \bfitw \ast \| \| \nabla \times \~\bfitu n+1\| \leq \nu r\| \nabla \times \~\bfitu n+1\| 2

+ | Qn+1| 24\nu r\| \bfitw \ast \| 2,
Qn+18\nu r(\bfitw 

\ast ,\bfitw n+1)\leq | Qn+1| 8\nu r\| \bfitw \ast \| \| \bfitw n+1\| \leq 4\nu r\| \bfitw n+1\| 2 + | Qn+1| 24\nu r\| \bfitw \ast \| 2.

(4.20)
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B44 GUO-DONG ZHANG, XIAOMING HE, AND XIAOFENG YANG

Finally, by combining (4.14) with (4.19)--(4.20), using (4.17), and dropping some
unnecessary terms, we obtain

1

4\delta t
(\| \bfitu n+1\| 2  - \| \bfitu n\| 2 + \| 2\bfitu n+1  - \bfitu n\| 2  - \| 2\bfitu n  - \bfitu n - 1\| 2) + \delta t

3
\| \nabla pn+1\| 2

 - \delta t

3
\| \nabla pn\| 2 + \zeta 

4\delta t
(\| \bfitw n+1\| 2  - \| \bfitw n\| 2 + \| 2\bfitw n+1  - \bfitw n\| 2  - \| 2\bfitw n  - \bfitw n - 1\| 2)

+
\mu 

4\delta t
(\| \bfith n+1\| 2  - \| \bfith n\| 2 + \| 2\bfith n+1  - \bfith n\| 2  - \| 2\bfith n  - \bfith n - 1\| 2)

+
\mu 

\chi 0

1

4\delta t
(\| \bfitm n+1\| 2  - \| \bfitm n\| 2 + \| 2\bfitm n+1  - \bfitm n\| 2  - \| 2\bfitm n  - \bfitm n - 1\| 2)

+
1

4\delta t
(| Qn+1| 2  - | Qn| 2 + | 2Qn+1  - Qn| 2  - | 2Qn  - Qn - 1| 2)

+ \nu \| \nabla \~\bfitu n+1\| 2 + \nu r\| \nabla \cdot \~\bfitu n+1\| 2

+ c1\| \nabla \bfitw n+1\| 2 + c2\| \nabla \cdot \bfitw n+1\| 2 + \mu 

2\tau 
\| \bfith n+1\| 2 + 3\mu 

4\tau \chi 0
\| \bfitm n+1\| 2

\leq \mu 

\tau 
\| \bfith n+1

a \| 2 + \tau \mu \| \bfith n+1
b \| 2.

The proof is completed.

4.2. Decoupled implementation. Formally, the scheme (4.1)--(4.7) is an
unknowns-Q coupled algorithm, but thanks to scalar property of Q, it can achieve a
fully decoupled manner by splitting the unknowns in terms of Q, as discussed below.

We split the unknowns \~\bfitu n+1, \bfitw n+1, \varphi n+1, \bfitm n+1 into the following form:

\~\bfitu n+1 = \~\bfitu n+1
a +Qn+1\~\bfitu n+1

b , \bfitw n+1 =\bfitw n+1
a +Qn+1\bfitw n+1

b ,

\varphi n+1 =\varphi n+1
a +Qn+1\varphi n+1

b , \bfitm n+1 =\bfitm n+1
a +Qn+1\bfitm n+1

b ,
(4.21)

for \~\bfitu n+1
k \in \bfitV h, \bfitw 

n+1
k \in \bfscrZ h, \varphi 

n+1
k \in \Psi h, and \bfitm n+1

k \in \bfitN h, k= a, b.

Step 1. Using the split form in (4.21) and and applying the nonlocal feature of
Qn+1, we split (4.1) into the following two subequations: find \~\bfitu n+1

a , \~\bfitu n+1
b \in \bfitV h, such

that for all \bfitv \in \bfitV h, there hold\left\{                 

3

2\delta t
(\~\bfitu n+1

a ,\bfitv ) + \nu (\nabla \~\bfitu n+1
a ,\nabla \bfitv ) + \nu r(\nabla \times \~\bfitu n+1

a ,\nabla \times \bfitv ) + \nu r(\nabla \cdot \~\bfitu n+1
a ,\nabla \cdot \bfitv )

c=
1

2\delta t
(4\bfitu n  - \bfitu n - 1,\bfitv ) - (\nabla pn,\bfitv ),

3

2\delta t
(\~\bfitu n+1

b ,\bfitv ) + \nu (\nabla \~\bfitu n+1
b ,\nabla \bfitv ) + \nu r(\nabla \times \~\bfitu n+1

b ,\nabla \times \bfitv ) + \nu r(\nabla \cdot \~\bfitu n+1
b ,\nabla \cdot \bfitv )

= 2\nu r(\bfitw 
\ast ,\nabla \times \bfitv ) - \mu ((\bfitv \cdot \nabla )\bfitm \ast ,\nabla \varphi \ast ) - \mu ((\nabla \cdot \bfitv )\bfitm \ast ,\nabla \varphi \ast ) - (\bfitu \ast \cdot \nabla )\bfitu \ast ,\bfitv ).

(4.22)

Step 2. Using the split form in (4.21), we split (4.4) into two subequations as
follows: find \bfitw n+1

a ,\bfitw n+1
b \in \bfscrZ \bfith , such that for all \bfitZ \in \bfscrZ \bfith , there hold\left\{                 

3\zeta 

2\delta t
(\bfitw n+1

a ,\bfitZ ) + c1(\nabla \bfitw n+1
a ,\nabla \bfitZ ) + c2(\nabla \cdot \bfitw n+1

a ,\nabla \cdot \bfitZ ) + 4\nu r(\bfitw 
n+1
a ,\bfitZ )

=
\zeta 

2\delta t
(4\bfitw n  - \bfitw n - 1,\bfitZ ),

3\zeta 

2\delta t
(\bfitw n+1

b ,\bfitZ ) + c1(\nabla \bfitw n+1
b ,\nabla \bfitZ ) + c2(\nabla \cdot \bfitw n+1

b ,\nabla \cdot \bfitZ ) + 4\nu r(\bfitw 
n+1
b ,\bfitZ )

= 2\nu r(\nabla \times \bfitu \ast ,\bfitZ ) + \mu (\bfitm \ast \times \nabla \varphi \ast ,\bfitZ ) - \zeta ((\bfitu \ast \cdot \nabla )\bfitw \ast ,\bfitZ ).

(4.23)
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EFFICIENT SCHEME FOR THE FHD ROSENWEIG MODEL B45

Step 3. Using the split form in (4.21), we split (4.5) into two subequations as
follows: find \varphi n+1

a ,\varphi n+1
b \in \Psi h, such that for all \psi \in \Psi h, there hold

\left\{                 

3

2\delta t
(\nabla \varphi n+1

a ,\nabla \psi ) + 1

\tau 
(\nabla \varphi n+1

a ,\nabla \psi ) + \chi 0

\tau 
(\nabla \varphi n+1

a ,\nabla \psi )

=
1

2\delta t
(4\nabla \varphi n  - \nabla \varphi n - 1,\nabla \psi ) + 1

\tau 
(\bfith n+1
a ,\nabla \psi ) + (\bfith n+1

b ,\nabla \psi ),
3

2\delta t
(\nabla \varphi n+1

b ,\nabla \psi ) + 1

\tau 
(\nabla \varphi n+1

b ,\nabla \psi ) + \chi 0

\tau 
(\nabla \varphi n+1

b ,\nabla \psi )

= ((\bfitu \ast \cdot \nabla )\bfitm \ast ,\nabla \psi ) - (\bfitw \ast \times \bfitm \ast ,\nabla \psi ).

(4.24)

Step 4. Using the split form in (4.21), we split (4.6) into two subequations as
follows: find \bfitm n+1

a , \bfitm n+1
b \in \bfitN h, such that for all \bfitn \in \bfitN h, there hold

\left\{     
3

2\delta t
(\bfitm n+1

a ,\bfitn ) +
1

\tau 
(\bfitm n+1

a ,\bfitn ) =
1

2\delta t
(4\bfitm n  - \bfitm n - 1,\bfitn ) +

\chi 0

\tau 
(\nabla \varphi n+1

a ,\bfitn ),

3

2\delta t
(\bfitm n+1

b ,\bfitn ) +
1

\tau 
(\bfitm n+1

b ,\bfitn ) = (\bfitw \ast \times \bfitm \ast ,\bfitn ) - ((\bfitu \ast \cdot \nabla )\bfitm \ast ,\bfitn ) +
\chi 0

\tau 
(\nabla \varphi n+1

b ,\bfitn ).

(4.25)

Step 5. To solve Qn+1, we use the split form of (4.21) in (4.7) and rewrite (4.7) s
the following form:\Bigl( 3

2\delta t
+ 8\nu r\| \bfitw \ast \| 2  - \eta b

\Bigr) 
Qn+1 =

1

2\delta t
(4Qn  - Qn - 1) + \eta a,(4.26)

where for i= a, b,

\eta i = 8\nu r(\bfitw 
\ast ,\bfitw n+1

i )+2\nu r(\bfitw 
\ast ,\nabla \times \~\bfitu n+1

i )\underbrace{}  \underbrace{}  
T1

 - 2\nu r(\nabla \times \bfitu \ast ,\bfitw n+1
i )\underbrace{}  \underbrace{}  

T2

+((\bfitu \ast \cdot \nabla )\bfitu \ast , \~\bfitu n+1
i )\underbrace{}  \underbrace{}  

T3

+\zeta ((\bfitu \ast \cdot \nabla )\bfitw \ast ,\bfitw n+1
i )\underbrace{}  \underbrace{}  

T4

+
\mu 

\chi 0
((\bfitu \ast \cdot \nabla )\bfitm \ast ,\bfitm n+1

i )\underbrace{}  \underbrace{}  
T5

 - \mu 

\chi 0
(\bfitw \ast \times \bfitm \ast ,\bfitm n+1

i )\underbrace{}  \underbrace{}  
T6

+\mu (\bfitw \ast \times \bfitm \ast ,\nabla \varphi n+1
i )\underbrace{}  \underbrace{}  

T7

 - \mu (\bfitm \ast \times \nabla \varphi \ast ,\bfitw n+1
i )\underbrace{}  \underbrace{}  

T8

+\mu ((\~\bfitu n+1
i \cdot \nabla )\bfitm \ast ,\nabla \varphi \ast )\underbrace{}  \underbrace{}  

T9

 - \mu ((\bfitu \ast \cdot \nabla )\bfitm \ast ,\nabla \varphi n+1
i )\underbrace{}  \underbrace{}  

T10

+\mu ((\nabla \cdot \~\bfitu n+1
i )\bfitm \ast ,\nabla \varphi \ast )\underbrace{}  \underbrace{}  
T11

.

(4.27)

Step 6. After completing Steps 1--5, we update \~\bfitu n+1, \bfitw n+1, \varphi n+1, \bfitm n+1 by using
the split form (4.21); then we update pn+1 by (4.2); we update \bfitu n+1 by (4.3).

From Steps 1--6, it is evident that the scheme possesses a fully decoupled structure.
Meanwhile, it is also a linear, time-second-order accurate, and unconditionally energy-
stable scheme. Moreover, the implementation of this scheme demands only a few
independent linear elliptic/parabolic problems with constant coefficients to be solved.
The final task is to demonstrate the unique solvability of the equations outlined in
Steps 1--6.
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B46 GUO-DONG ZHANG, XIAOMING HE, AND XIAOFENG YANG

Theorem 4.2. The equations in (4.22)--(4.26) and (4.2) are uniquely solvable.

Proof. The well-posedness of problems (4.22)--(4.25) and (4.2) in Steps 1--4 and
Step 6 could be proved by the Lax--Milgram theorem [4], where equations (4.25) also
need inverse inequality [4]. Because the related proofs refer to standard argument, we
omit the details here.

We show the unique solvability of (4.26) as follows. Taking \bfitv = \~\bfitu n+1
b in the

second equation of (4.22), we derive

(A1 :=) - 2\nu r(\bfitw 
\ast ,\nabla \times \~\bfitu n+1

b )\underbrace{}  \underbrace{}  
 - T1

 - ((\bfitu \ast \cdot \nabla )\bfitu \ast , \~\bfitu n+1
b )\underbrace{}  \underbrace{}  

 - T3

 - \mu ((\~\bfitu n+1
b \cdot \nabla )\bfitm \ast ,\nabla \varphi \ast )\underbrace{}  \underbrace{}  

 - T9

 - \mu ((\nabla \cdot \~\bfitu n+1
b )\bfitm \ast ,\nabla \varphi \ast )\underbrace{}  \underbrace{}  
 - T11

=
3

2\delta t
\| \~\bfitu n+1

b \| 2 + \nu \| \nabla \~\bfitu n+1
b \| 2 + \nu r\| \nabla \times \~\bfitu n+1

b \| 2 + \nu r\| \nabla \cdot \~\bfitu n+1
b \| 2

 - 4\nu r(\bfitw 
\ast ,\nabla \times \~\bfitu n+1

b ).

(4.28)

Taking \bfitZ =\bfitw n+1
b in the second equation of (4.23), we obtain

(A2 :=)2\nu r(\nabla \times \bfitu \ast ,\bfitw n+1
b )\underbrace{}  \underbrace{}  

 - T2

 - \zeta ((\bfitu \ast \cdot \nabla )\bfitw \ast ,\bfitw n+1
b )\underbrace{}  \underbrace{}  

 - T4

+\mu (\bfitm \ast \times \nabla \varphi \ast ,\bfitw n+1
b )\underbrace{}  \underbrace{}  

 - T8

=
3\zeta 

2\delta t
\| \bfitw n+1

b \| 2 + c1\| \nabla \bfitw n+1
b \| 2 + c2\| \nabla \cdot \bfitw n+1

b \| 2 + 4\nu r\| \bfitw n+1
b \| 2.

(4.29)

Taking \psi = \mu \varphi n+1
b in the second equation of (4.24), we get

(A3 :=)\mu ((\bfitu \ast \cdot \nabla )\bfitm \ast ,\nabla \varphi n+1
b )\underbrace{}  \underbrace{}  

 - T10

 - \mu (\bfitw \ast \times \bfitm \ast ,\nabla \varphi n+1
b )\underbrace{}  \underbrace{}  

 - T7

=
3\mu 

2\delta t
\| \nabla \varphi n+1

b \| 2 + \mu 

\tau 
\| \nabla \varphi n+1

b \| 2 + \mu \chi 0

\tau 
\| \nabla \varphi n+1

b \| 2.
(4.30)

Taking \bfitn = \mu 
\chi 0

\bfitm n+1
b in the second equation of (4.25), there holds

(A4 :=)
\mu 

\chi 0
(\bfitw \ast \times \bfitm \ast ,\bfitm n+1

b )\underbrace{}  \underbrace{}  
 - T6

 - \mu 

\chi 0
((\bfitu \ast \cdot \nabla )\bfitm \ast ,\bfitm n+1

b )\underbrace{}  \underbrace{}  
 - T5

=
3\mu 

2\delta t\chi 0
\| \bfitm n+1

b \| 2 + \mu 

\chi 0\tau 
\| \bfitm n+1

b \| 2  - \mu 

\tau 
(\nabla \varphi n+1

b ,\bfitm n+1
b ).

(4.31)

From (4.27), it is easy to see that \eta b =  - A1  - A2  - A3  - A4 + 8\nu r(\bfitw 
\ast ,\bfitw n+1

b ).
Hence, using (4.28)--(4.31), we derive

8\nu r\| \bfitw \ast \| 2  - \eta b = 8\nu r\| \bfitw \ast \| 2 +A1 +A2 +A3 +A4  - 8\nu r(\bfitw 
\ast ,\bfitw n+1

b )

= 8\nu r\| \bfitw \ast \| 2 + 3

2\delta t
\| \~\bfitu n+1

b \| 2 + \nu \| \nabla \~\bfitu n+1
b \| 2 + \nu r\| \nabla \times \~\bfitu n+1

b \| 2 + \nu r\| \nabla \cdot \~\bfitu n+1
b \| 2

+
3\zeta 

2\delta t
\| \bfitw n+1

b \| 2 + c1\| \nabla \bfitw n+1
b \| 2 + c2\| \nabla \cdot \bfitw n+1

b \| 2 + 4\nu r\| \bfitw n+1
b \| 2 + 3\mu 

2\delta t
\| \nabla \varphi n+1

b \| 2

+
\mu 

\tau 
\| \nabla \varphi n+1

b \| 2 + \mu \chi 0

\tau 
\| \nabla \varphi n+1

b \| 2 + 3\mu 

2\delta t\chi 0
\| \bfitm n+1

b \| 2 + \mu 

\chi 0\tau 
\| \bfitm n+1

b \| 2

 - 4\nu r(\bfitw 
\ast ,\nabla \times \~\bfitu n+1

b ) - \mu 

\tau 
(\nabla \varphi n+1

b ,\bfitm n+1
b ) - 8\nu r(\bfitw 

\ast ,\bfitw n+1
b ).

(4.32)
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Using the Cauchy--Schwarz inequality, we derive the following estimates:

\left\{       
8\nu r| (\bfitw \ast ,\bfitw n+1

b )| \leq 8\nu r\| \bfitw \ast \| \| \bfitw n+1
b \| \leq 4\nu r\| \bfitw \ast \| 2 + 4\nu r\| \bfitw n+1

b \| 2,
4\nu r| (\bfitw \ast ,\nabla \times \~\bfitu n+1

b )| \leq 4\nu r\| \bfitw \ast \| \| \nabla \times \~\bfitu n+1
b \| \leq \nu r\| \nabla \times \~\bfitu n+1

b \| 2 + 4\nu r\| \bfitw \ast \| 2,
\mu 

\tau 
| (\nabla \varphi n+1

b ,\bfitm n+1
b )| \leq \mu 

\tau 
\| \nabla \varphi n+1

b \| \| \bfitm n+1
b \| \leq \mu 

4\tau \chi 0
\| \bfitm n+1

b \| 2 + \chi 0\mu 

\tau 
\| \nabla \varphi n+1

b \| 2.

(4.33)

Combining (4.32) with (4.33), we deduce

8\nu r\| \bfitw \ast \| 2  - \eta b \geq 
3

2\delta t
\| \~\bfitu n+1

b \| 2 + \nu \| \nabla \~\bfitu n+1
b \| 2 + \nu r\| \nabla \cdot \~\bfitu n+1

b \| 2 + 3\zeta 

2\delta t
\| \bfitw n+1

b \| 2

+ c1\| \nabla \bfitw n+1
b \| 2 + c2\| \nabla \cdot \bfitw n+1

b \| 2 + 3\mu 

2\delta t
\| \nabla \varphi n+1

b \| 2 + \mu 

\tau 
\| \nabla \varphi n+1

b \| 2

+
3\mu 

2\delta t\chi 0
\| \bfitm n+1

b \| 2 + 3\mu 

4\chi 0\tau 
\| \bfitm n+1

b \| 2 \geq 0.

Thus, we obtain 3
2\delta t +8\nu r\| \bfitw \ast \| 2  - \eta b \not = 0, which implies the solvability of (4.26). The

proof is completed.

5. Numerical simulations. In this section, we carry out several numerical
2D/3D simulations to verify the accuracy and stability of our scheme. We also exhibit
some intriguing phenomena related to ferrofluid rotational flow problems, specifically
the spin-up flow and annular gap flow that occur when subjected to rotating magnetic
fields. The study of nonmechanically driven flows is a relatively unexplored area in
the physics of fluids, with promising potential for technological applications in various
scenarios such as space, ocean, and biological environments.

The applied magnetic field \bfith a is generated by a linear combination of dipoles that
reads as [13]

\bfith a =
\sum 
s

\alpha s\nabla \phi s(\bfitx ), \phi s(\bfitx ) =
\bfitd s \cdot (\bfitx s  - \bfitx )

| \bfitx s  - \bfitx | d
, d= 2,3,(5.1)

where \alpha s denotes intensity, | \bfitd s| = 1 indicates the direction of the dipole, and \bfitx s is
the dipole's position. It is easy to verify that \bfith a is a harmonic field (i.e., \nabla \times \bfith a = 0,
\nabla \cdot \bfith a = 0); cf. [20]. The first-order (linear) polynomials are used for Qh, \bfscrZ h, \bfitN h,
and the second-order (quadratic) polynomials are used for \bfitV h and \Psi h. We denote
ew = w(tn,\bfitx ) - wn, which is the approximation error at t = tn, and ``a \lesssim b"" means
a\leq Cb for some constant C.

From the chosen finite elements, the optimal error orders of the scheme (4.1)--(4.7)
are expected to be

\| e\bfitu \| \lesssim \delta t2 + h3,\| e\bfitw \| \lesssim \delta t2 + h2,\| e\bfith \| \lesssim \delta t2 + h2,\| e\bfitm \| \lesssim \delta t2 + h2,\| e\bfitw \| 1 \lesssim \delta t2 + h,

(5.2)

Note that the L2 error of p and the H1 error of \bfitu are not fully second-order accurate
due to the artificial Neumann boundary condition imposed on the pressure; cf. [32].

5.1. Accuracy tests. In this first numerical example, we verify the accuracy of
the proposed scheme (4.1)--(4.7). We set the computational domain as \Omega = [0,1]2. By
imposing some appropriate force functions, we assume the FHD system (2.1)--(2.7)
has the following exact solution:\left\{     
\bfitu = (sin(t) sin(\pi x) sin(\pi (y+ 0.5)), sin(t) cos(\pi x) cos(\pi (y+ 0.5))),

p= sin(t)(2x - 1)(2y - 1),

w= sin(2\pi x+ t) sin(2\pi y+ t), \varphi = (x - 0.5)y sin(t), \bfitm = (sin(t+ y), sin(t+ x)).
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Fig. 5.1. Numerical errors computed by fixing \delta t = 1
2
h, where (left) \| e\bfitu \| , \| ew\| , \| e\bfith \| , \| e\bfitm \| ,

and | 1-Q| , and (right) \| e\bfitu \| 1, \| ep\| , and \| ew\| 1 are shown.

Fig. 5.2. Numerical errors for \nu = \nu r = c1 = 0.01 with \delta t= 1
2
h (left), \nu = \nu r = c1 = 0.001 with

\delta t= 1
2
h (middle), and \nu = \nu r = c1 = 0.0002 with \delta t= 1

4
h (right).

The model parameters are set as \nu = \nu r = \mu = \zeta = c1 = \chi 0 = 1, \tau = 0.1. To observe the
convergence orders, we refine \delta t and h together by fixing \delta t= 1

2h. With this relation,
in terms of h, the expected optimal convergence orders (5.2) turns out to be

\| e\bfitu \| \lesssim h2,\| e\bfitw \| \lesssim h2,\| e\bfith \| \lesssim h2,\| e\bfitm \| \lesssim h2,\| e\bfitw \| 1 \lesssim h.(5.3)

In Figure 5.1, we plot the computed numerical errors at t= 1. It can be observed that
the L2 errors of \bfitu , \bfitw , \bfith , \bfitm , and | 1-Q| all achieve second-order accuracy, and the H1

error of \bfitw reaches first-order accuracy, consistent with the expected optimal orders
stated in (5.3). The L2 error of p and H1 error of \bfitu exhibit accuracy beyond first
order, but they do not achieve second-order accuracy due to an artificial Neumann
boundary condition for p.

We fix \mu = \zeta = \chi 0 = 1, \tau = 0.1, and vary the diffusion coefficients \nu , \nu r, and c1 to
test the convergence of the proposed scheme (4.1)--(4.7) under low diffusion situations.
Figure 5.2 shows that for \nu = \nu r = c1 = 0.01 and \nu = \nu r = c1 = 0.001, by setting
\delta t= 1

2h, scheme (4.1)--(4.7) has second-order accuracy. And for \nu = \nu r = c1 = 0.0002,
using the relation of \delta t= 1

4h, it also preserves the second-order convergence.
Because we reformulate the magnetostatic equation (2.5), the identity \nabla \cdot \bfitm +

\nabla \cdot \nabla \varphi = 0 will not hold exactly at the discrete level. By setting the same physical
parameters as in Figure 5.1, we assess the error of \| \nabla \cdot (\bfith + \bfitm )\| (note \bfith = \nabla \varphi )
in Table 5.1, which shows that \| \nabla \cdot (\bfith + \bfitm )\| approximates zero with first-order
accuracy. Further, if we obtain \bfith = P (\nabla \varphi ), where P : L2(\Omega )d \rightarrow \bfitN h is an L2

projection, \| \nabla \cdot (\bfith + \bfitm )\| approximates zero with almost third-order accuracy, as
shown in Table 5.2.
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Table 5.1
The error of \| \nabla \cdot (\bfith +\bfitm )\| with \delta t= 1

4
h at t= 1 of our scheme (4.1)--(4.7).

h 1
4

1
8

1
16

1
32

1
64

1
128

1
256

\| \nabla \cdot (\bfith +\bfitm )\| 0.18308 0.045825 0.0085061 0.0020665 0.00064348 0.00021896 7.6359e-5

Order -- 1.99 2.43 2.04 1.68 1.55 1.51

Table 5.2
The error of \| \nabla \cdot (\bfith +\bfitm )\| with \delta t= 1

4
h at t= 1 of our scheme (4.1)--(4.7) by L2 projection.

h 1
4

1
8

1
16

1
32

1
64

1
128

1
256

\| \nabla \cdot (\bfith +\bfitm )\| 0.15054 0.031753 0.0043840 0.00057230 7.3544e-5 9.4267e-6 1.2223e-6
Order -- 2.24 2.85 2.93 2.96 2.96 2.94

5.2. Stability. In this subsection, we verify the stability of the proposed scheme
(4.1)--(4.7). To better understand the stability of our scheme, we compare it with a
second-order implicit-explicit decoupled-type scheme, described as follows:

\left\{                                               

( \~Dt\bfitu 
n+1,\bfitv ) + \nu (\nabla \~\bfitu n+1,\nabla \bfitv ) + \nu r(\nabla \times \~\bfitu n+1,\nabla \times \bfitv )

+\nu r(\nabla \cdot \~\bfitu n+1,\nabla \cdot \bfitv ) + ((\bfitu \ast \cdot \nabla )\bfitu \ast ,\bfitv ) + (\nabla pn,\bfitv ) = 2\nu r(\bfitw 
\ast ,\nabla \times \bfitv )

 - \mu ((\bfitv \cdot \nabla )\bfitm \ast ,\bfith \ast ) - \mu ((\nabla \cdot \bfitv )\bfitm \ast ,\bfith \ast ),

(\nabla pn+1,\nabla q) = - 3

2\delta t
(\nabla \cdot \~\bfitu n+1, q) + (\nabla pn,\nabla q),

\bfitu n+1 = \~\bfitu n+1  - 2\delta t

3
\nabla pn+1 +

2\delta t

3
\nabla pn,

\zeta (Dt\bfitw 
n+1,\bfitZ ) + c1(\nabla \bfitw n+1,\nabla \bfitZ ) + c2(\nabla \cdot \bfitw n+1,\nabla \cdot \bfitZ ) + 4\nu r(\bfitw 

n+1,\bfitZ )

+\zeta ((\bfitu \ast \cdot \nabla )\bfitw \ast ,\bfitZ ) = 2\nu r(\nabla \times \bfitu \ast ,\bfitZ ) + \mu (\bfitm \ast \times \bfith \ast ,\bfitZ ),

(\nabla Dt\varphi 
n+1,\nabla \psi ) + 1

\tau 
(\nabla \varphi n+1,\nabla \psi ) + \chi 0

\tau 
(\nabla \varphi n+1,\nabla \psi ) - ((\bfitu \ast \cdot \nabla )\bfitm \ast ,\nabla \psi )

+(\bfitw \ast \times \bfitm \ast ,\nabla \psi ) = 1

\tau 
(\bfith n+1
a ,\nabla \psi ) + (\bfith n+1

b ,\nabla \psi ),

(Dt\bfitm 
n+1,\bfitn ) +

1

\tau 
(\bfitm n+1,\bfitn ) + ((\bfitu \ast \cdot \nabla )\bfitm \ast ,\bfitn ) = (\bfitw \ast \times \bfitm \ast ,\bfitn ) +

\chi 0

\tau 
(\bfith n+1,\bfitn ).

(5.4)

Within the above scheme, the discretization of all nonlinear terms is carried out
explicitly, while the discretization of all linear terms is executed in an implicit manner.
Though (5.4) has second-order convergence, as shown in Figure 5.3, it is well known
that this type of implicit-explicit scheme is conditionally stable.

We set the computational domain as \Omega = [0,1]2, the mesh size as h= 1
64 , and the

applied magnetic field as \bfith a = 0. The initial data read as\Biggl\{ 
\bfitu 0 = (x2(x - 1)2y(y - 1)(2y - 1), - y2(y - 1)2x(x - 1)(2x - 1)),

w0 = sin(2\pi x) sin(2\pi y), \bfitm 0 = (cos(2\pi y), cos(2\pi x)).

We set the model parameters as \chi 0 = \zeta = \tau = 1 and vary \nu , \nu r, c1, and \mu . We plot
the evolution curves of the original energy in Figure 5.4, as defined in (2.8), using the
scheme (5.4) with different time steps. We find that the scheme (5.4) blows up rapidly,
even when the time step is as small as \delta t= 1

20000 in some situations. For comparison,
we plot the energy curves computed by our developed scheme with varying time steps.
As shown in Figure 5.5, all the energy curves show a monotonic decrease, indicating
that our scheme is energy stable.
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B50 GUO-DONG ZHANG, XIAOMING HE, AND XIAOFENG YANG

Fig. 5.3. Numerical errors computed by the scheme (5.4) with \delta t = 1
2
h and \nu = \nu r = \mu = \zeta =

c1 = \chi 0 = 1, \tau = 0.1 using the analytical solution in subsection 5.1.

(a) ν=νr=c1=0.1, μ=10. (b) ν=νr=c1=0.01, μ=100. (c) ν=νr=c1=0.001, μ=1000.

Fig. 5.4. Energy curves computed by implicit-explicit scheme (5.4), where model parameters
\chi 0 = \zeta = \tau = 1, and \nu , \nu r, c1, and \mu are varied.

(a) ν=νr=c1=0.1, μ=10. (b) ν=νr=c1=0.01, μ=100. (c) ν=νr=c1=0.001, μ=1000.

Fig. 5.5. Energy curves computed by our scheme (4.1)--(4.7) where model parameters \chi 0 = \zeta =
\tau = 1, and \nu , \nu r, c1, and \mu are varied.

Moreover, by increasing the model parameter \nu r, we aim to verify the effect of the
stronger \bfitu -\bfitw linear coupling on the stability of the scheme. In Figures 5.6 and 5.7,
for three different coupling parameters \nu r = 100, 1000, 10000, we compare the energy
curves computed by the scheme (5.4) and our scheme with various time steps. It is
clear that when we use scheme (5.4), the energy exhibits a tendency to destabilize as
the time step increases. In particular, when \nu r = 10000, the energy profile computed
by the scheme (5.4) blows up rapidly even when the time step is refined to 1

20000 .
On the contrary, using the same model parameters, our proposed scheme consistently
maintains unconditional stability over all time steps tested.

5.3. 2D/3D spin-up flow. The occurrence of spin-up flow was initially docu-
mented in 1967, demonstrating that a ferrofluid within a container rotates in a manner
similar to a rigid body when subjected to a magnetic field that is delivered in a ro-
tating form [18]. Several studies have investigated this issue using experiments and
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EFFICIENT SCHEME FOR THE FHD ROSENWEIG MODEL B51

(a) νr = 100 (b) νr = 1000 (c) νr = 10000

Fig. 5.6. Energy curves computed by implicit-explicit scheme (5.4) for various \nu r and other
physical parameters = 1.

(a) νr = 100 (b) νr = 1000 (c) νr = 10000

Fig. 5.7. Energy curves computed by our scheme (4.1)--(4.7) for various \nu r and other physical
parameters = 1.

asymptotic analyses; see [6, 16, 24, 28, 35]. In this section, we simulate this phenom-
enon by employing the Rosensweig model and our developed numerical scheme for
it.

5.3.1. 2D spin-up flow. We first simulate the spin-up flow behavior in 2D.
We consider a ferrofluid container \Omega =

\bigl\{ 
(x, y)\in \BbbR 2| x2 + y2 \leq 1

4

\bigr\} 
and set the physical

parameters as

\nu = \nu r = \mu = \zeta = c1 = \chi 0 = 1.0, \tau = 1/10000, \delta t= 1/1000, h= 1/128.(5.5)

We start from the case of applying a single rotary dipole, which is generated by
using the formulation given in (5.1) with s= 1:

\bfith a = \alpha \nabla \phi (\bfitx ),(5.6)

where \alpha = 1e6, \bfitd = ( - cos((t - 0.5)\pi ), - sin((t - 0.5)\pi )), \bfitx s = (r cos((t - 0.5)\pi ), r sin((t - 
0.5)\pi )) with r = 100. This dipole rotates around the center (0,0) with the direction
\bfitd pointing toward the center, radius r= 100, and period 2 seconds; see the schematic
setup shown in Figure 5.8(a). In Figure 5.8(b), we plot the computed velocity field
at t= 1s, which demonstrates that the ferrofluid corotates with the applied magnetic
field. The computed profiles of pressure, angular velocity, and magnetization at t= 1s
are also shown in Figure 5.8(c)--(e), respectively. The error of \| \nabla \cdot (\bfith +\bfitm )\| with the
time is also recorded in Figure 5.9, and we see it fluctuates periodically around 10 - 5--
10 - 4. We set small diffusive coefficients \nu = \nu r = c1 = 0.01, and other parameters in
(5.5) remain unchanged. Similar rotational flow also occurs; see Figure 5.10.
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(a) Schematic setup. (b) Velocity. (c) Pressure. (d) Angular velocity. (e) Magnetization.

Fig. 5.8. 2D spin-up flow with single rotary dipole, where (a) is the schematic setup, and (b)--(e)
are the computed velocity field, pressure, angular velocity, and magnetization at t= 1s.

Fig. 5.9. 2D spin-up flow with single rotary dipole: \| \nabla \cdot (\bfith +\bfitm )\| from t= 0 to 2.1 s.

(a) Velocity. (b) Angular velocity.

Fig. 5.10. 2D spin-up flow with single rotary dipole for small diffusions \nu = \nu r = c1 = 0.01,
where (a) is the velocity, and (b) is the angular velocity at t= 1s.

Further, we continue to simulate the case of applying two rotary dipoles that is
generated by

\bfith a =\bfith a1 +\bfith a2,(5.7)

where \bfith a1 is the same as (5.6), and \bfith a2 = \bfith a1(t + 1). The schematic depiction of
the experimental setup is presented in Figure 5.11(a), while Figure 5.11(b) displays
the computed velocity field at t = 1s. We observe that the ferrofluid also corotates
with the external magnetic field, but with a smaller amplitude. Figure 5.11(c)--(e)
presents the computed pressure, angular velocity, and magnetization field at t = 1s,
respectively.

5.3.2. 3D spin-up flow. In this example, we undertake the simulation of the
3D spin-up flow phenomenon, where the ferrofluids are enclosed in a cylinder container
\Omega = \{ (x, y, z)\in \BbbR 3| [x2+y2 \leq 1

4 ]\times [0, 12 ]\} . The model physical parameters are the same
as in the 2D case, and we set \delta t= 1/10000 and h= 1/16.
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EFFICIENT SCHEME FOR THE FHD ROSENWEIG MODEL B53

(a) Schematic setup. (b) Velocity. (c) Pressure. (d) Angular velocity. (e) Magnetization.

Fig. 5.11. 2D spin-up flow with two rotary dipoles, where (a) is the schematic setup, and (b)-(e)
are the computed velocity field, pressure, angular velocity, and magnetization at t= 1s.

(a) Schematic setup. (b) Top view velocity. (c) Side view velocity. (d) Pressure. (e) Angular velocity. (f) Magnetization.

Fig. 5.12. 3D spin-up flow with one group of five rotary dipoles, where (a) is the schematic
setup, and (b)--(f) are the computed velocity field (top view and side view), pressure, angular velocity,
and magnetization at t= 1s.

First, we simulate an applied magnetic field configuration comprising a group of
five rotary dipoles that are generated by

\bfith a =

5\sum 
s=1

\alpha s\nabla \phi s(\bfitx ),(5.8)

where \alpha s = 1e6, \bfitd = ( - cos((t  - 0.5)\pi ), - sin((t  - 0.5)\pi ),0.0), \bfitx s = (r cos((t  - 
0.5)\pi ), r sin((t  - 0.5)\pi ), pzs) with r = 100, pzs = s - 1

8 , s = 1,2, . . . ,5. Figure 5.12
displays the schematic setup, the computed velocity field with two different view-
ing perspectives, and the pressure, angular velocity, and magnetization at t = 1s.
It is evident from the results that the ferrofluid exhibits rotation in synchronization
with the applied rotational magnetic field, consistent with our observations in the 2D
simulation.

Second, we simulate a configuration comprising two groups of ten rotary dipoles
in total that are defined as

\bfith a =\bfith a1 +\bfith a2,(5.9)

where \bfith a1 is the same as (5.8), and \bfith a2(t) = \bfith a1(t+ 1). We adopt \delta t = 1/1000, h =
1/32. The schematic setup and the computed profiles, including the velocity field
with two different views, pressure, angular velocity, and magnetization at t = 2s,
are shown in Figure 5.13. As observed in the 2D simulations, the ferrofluid flows
in alignment with the rotational magnetic field but with lower magnitude than the
one-group-of-five-dipoles case.

5.4. 2D/3D annulus flow. The behavior of the ferrofluid within an annulus
domain differs significantly from that of the spin-up flow. Experiments and analyses
have revealed that with one applied dipole, the ferrofluid rotates in the opposite
direction with respect to the magnetic field close to the inner cylinder, and corotates
with respect to the magnetic field close to the outer cylinder. However, with an
applied magnetic field using two dipoles, the ferrofluid corotates with the magnetic
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(a) Schematic setup. (b) Top view velocity. (c) Side view velocity. (d) Pressure. (e) Angular velocity. (f) Magnetization.

Fig. 5.13. 3D spin-up flow with two groups of ten dipoles, where (a) is the schematic setup,
and (b)--(f) are the computed velocity field (top view and side view), pressure, angular velocity, and
magnetization at t= 2s.

(a) Schematic setup. (b) Velocity. (c) Pressure. (d) Angular velocity. (e) Magnetization.

Fig. 5.14. 2D annulus flow with single rotary dipole, where (a) is the schematic setup, and
(b)--(e) are the computed velocity field, pressure, angular velocity, and magnetization at t= 1s.

field in the annulus region; cf. [5, 8]. In this section, we use the Rosensweig model
and our developed scheme to simulate the 2D/3D annulus ferrofluid flows.

5.4.1. 2D annulus flow. We start with the one dipole case in 2D, where the
dipole is defined as in (5.6). The computational domain is set as \Omega = \{ (x, y)\in \BbbR 2| 1

100 \leq 
x2 + y2 \leq 1

4\} , and the model parameters are still set as (5.5). The schematic setup
and the computed profiles of the velocity, pressure, angular velocity, and magnetiza-
tion at t = 1s are shown in Figure 5.14. The velocity field shown in Figure 5.14(b)
demonstrates that the ferrofluid exhibits counter-rotational behavior with respect to
the magnetic field in proximity to the inner cylinder, whereas it corotates with the
magnetic field in the remaining region of the container.

We continue to investigate the annulus flows under two dipoles that are defined
as in (5.7). The schematic setup and the computed results at t = 1s are shown in
Figure 5.15. As depicted in Figure 5.15(b), it is clear that the fluid flows congruently
with the rotational dipoles, a behavior that significantly contrasts with the scenario
shown in Figure 5.14(b) when a single dipole is employed.

5.4.2. 3D annulus flow. We further carry out the 3D annulus ferrofluid flow
simulation, where the physical model parameters are set as in (5.5), and the compu-
tational domain is set as \Omega = \{ (x, y, z)\in \BbbR 3 | [ 1

100 \leq x2 + y2 \leq 1
4 ]\times [0, 12 ]\} .

We conduct a comparison between two simulations: one involving a group of
five rotary dipoles, defined as in (5.8), and the other employing two groups of ten
rotary dipoles, defined as in (5.9). These simulations utilize different spatial-temporal
mesh sizes: (h = 1/20, \delta t = 1/10000) for the former, and (h = 1/64, \delta t = 1/10000)
for the latter. Schematic setups and computed profiles of velocity, pressure, angular
velocity, and magnetization for each case at different time points (t = 0.5s for the
first simulation and t = 2s for the second simulation) of these two simulations are
shown in Figure 5.16 and Figure 5.17, respectively. It can be seen that the 3D results
are consistent with the 2D cases; namely, for the former case (one group of five
rotary dipoles), the ferrofluid flows in counter-rotation with the applied magnetic
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(a) Schematic setup. (b) Velocity. (c) Pressure. (d) Angular velocity. (e) Magnetization.

Fig. 5.15. 2D annulus flow with two rotary dipoles, where (a) is the schematic setup, and (b)--
(e) are the computed velocity field, pressure, angular velocity, and magnetization at t= 1s.

(a) Schematic setup. (b) Top view velocity. (c) Side view velocity (d) Pressure. (e) Angular velocity. (f) Magnetization.

Fig. 5.16. 3D annulus flow with one group of five rotary dipoles, where (a) is the schematic
setup, and (b)--(f) are the computed velocity field (top view and side view), pressure, angular velocity,
and magnetization at t= 0.5s.

(a) Schematic setup. (b) Top view velocity (c) Side view velocity (d) Pressure. (e) Angular velocity. (f) Magnetization.

Fig. 5.17. 3D annulus flow with two groups of ten rotary dipoles, where (a) is the schematic
setup, and (b)-(f) are the computed velocity field (top view and side view), pressure, angular velocity,
and magnetization at t= 2s.

field near the inner cylinder and in corotation with the magnetic field close to the
outer cylinder; nevertheless, for the latter circumstance (two groups of ten rotary
dipoles), the ferrofluid corotates with the external magnetic dipoles.

6. Concluding remarks. The Rosensweig FHD system is a highly sophisti-
cated, coupled, and nonlinear multiphysics field model with a saddle-point structure.
To develop an efficient energy-stable algorithm for this system, numerous numerical
challenges, particularly those related to linear and nonlinear couplings, need to be
appropriately addressed. This paper leverages various effective numerical techniques,
such as the ZEC decoupling method and the projection method. In particular, a
novel approach for solving the linear coupling between variables \bfitu and \bfitw , utilizing an
auxiliary variable and its associated ODE with a distinctive structure, is introduced,
which can also be regarded as a generalized framework-type method applicable to
systems with similar linear couplings. The numerical scheme proposed in this paper
represents a novel methodology for the Rosensweig model, noteworthy for its integra-
tion of four essential properties: linearity, full decoupling, second-order accuracy, and
unconditional energy stability. This efficient scheme is also very easy to implement
by solving only a few independent linear elliptic/parabolic problems with constant
coefficients. Applying this scheme to the Rosensweig model, we conduct benchmark
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numerical experiments on ferrofluid rotational flow problems, focusing on 2D and 3D
spin-up and annulus flows, and we confirm that the computed numerical simulations
are in good agreement with both experimental and analytical results.
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