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Abstract

Performance isolation is essential for sharing resources in

multi-tenant public clouds. Compared with traditional kernel-

based networking, RDMA presents unique challenges espe-

cially because RDMA NIC’s complex microarchitecture re-

sources are often hidden from users. Current RDMA isolation

methods overlook these microarchitecture resources, lead-

ing to insufficient performance isolation. Consequently, a

faulty/malicious tenant can exploit these microarchitecture re-

sources to compromise well-behaved tenants’ network perfor-

mance. In this paper, we introduce the first microarchitecture-

resource-aware RDMA performance isolation solution for

public clouds, Harmonic. It consists of two key components

designed to be conscious of the RDMA NIC’s microarchitec-

tural resources: (1) a programmable intelligent PCIe switch

(prototyped with FPGA) and (2) an RDMA-friendly rate lim-

iter. At runtime, these two components allow us to accurately

monitor and modulate the RDMA NIC resource usage per

tenant. We evaluate Harmonic with a state-of-the-art RDMA

performance isolation test suite (Husky) and a popular in-

memory database application (Redis). We demonstrate that

Harmonic can not only successfully pass Husky but also pro-

vide Redis with 1.4× higher throughput than the best alterna-

tive isolation solution.

1 Introduction

The Remote Direct Memory Access (RDMA) technology has

been widely deployed in modern clouds to improve network

performance. First-party workloads in clouds, such as stor-

age [11, 17], heavily rely on RDMA to achieve high through-

put, low latency, and high CPU efficiency. A natural next step

for cloud providers is to bring RDMA’s benefits to their pub-

lic cloud tenants. Unfortunately, this has not yet come true

because RDMA was initially designed for high-performance

computing, lacking adequate multi-tenancy support.

One of the key missing components for bringing RDMA to
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public clouds is performance isolation. Without proper per-

formance isolation, a buggy or malicious tenant can affect the

RDMA performance of other tenants, and even conduct side-

channel attacks through the RDMA network [29, 52, 54, 55].

Although network performance isolation has been extensively

studied in the past decades [10, 12, 19, 20, 25, 32, 53], recent

work has highlighted that prior RDMA performance isolation

solutions are insufficient for public clouds [29]. An RDMA

NIC (RNIC) has microarchitecture resources, such as on-NIC

cache and on-NIC processing units that significantly affect

RDMA performance [26, 27, 29]. However, all existing per-

formance isolation solutions are agnostic to the contention of

these microarchitecture resources among tenants, providing

insufficient performance isolation when the microarchitec-

ture resources are exhausted. For example, RDMA traffic that

keeps generating expensive ATOMIC requests can exhaust

the on-NIC processing units and drastically reduce the RDMA

performance of other tenants [29, 46].

The goal of this paper is to explore the possibility of build-

ing a microarchitecture-resource-aware solution for RDMA

performance isolation. Our high-level approach is as follows:

we monitor the usage of RDMA resources (including mi-

croarchitecture resources) per tenant, and then modulate it

accordingly to provide isolation. Yet, realizing our approach

faces two challenges:

(C1) Accurately measuring per-tenant RNIC resource us-

age. RDMA traffic bypasses the kernel, which makes it hard

to intercept and monitor the RDMA traffic in system software.

Moreover, RNICs today only expose limited aggregate statis-

tics, such as RNIC cache miss rates and total PCIe bandwidth

consumption, without the capability of identifying the specific

tenant causing this resource usage.

(C2) Finding an appropriate rate limit enforcement entry

point. System software is not a viable rate limit enforcement

point because most RDMA operations bypass the control of

cloud providers. Commodity RNICs also do not provide rich

rate enforcement features. For example, no current RNIC pro-

vides a mechanism to limit a tenant’s rate of specific RDMA

operations (e.g., ATOMIC), and cloud providers cannot feasi-



bly modify existing RNICs to incorporate these new features.

We also cannot simply drop excessive packets at the RNIC,

because packet losses can significantly degrade RDMA per-

formance [21, 31, 60, 64].

Our key approaches to addressing the above challenges

are outlined below. First, we make a PCIe switch serve as a

sweet spot for measuring the RDMA resource usage of ten-

ants at runtime. This choice is motivated by the following

reasons. All RDMA traffic goes through the PCIe bus, allow-

ing us to intercept all RDMA behaviors. More importantly,

RDMA pins all RDMA-related objects (e.g., payloads and

other metadata) in the host DRAM. Thus, the physical ad-

dress to tenant/object mapping is fixed. This enables us to

correlate a PCIe transaction with a specific tenant and asso-

ciated RDMA behaviors by mapping the transaction’s target

physical memory address to the RDMA objects.

To tackle the second challenge, we repurpose the rate lim-

iters in RNIC hardware for our performance isolation. Modern

commodity RNICs employ many rate limiters for congestion

control purposes. These rate limiters react to network con-

gestion feedback and reduce rates accordingly. We therefore

can proactively inject an appropriate amount of congestion

feedback to targeted tenants, to limit their rates when we need

to limit their RDMA resource usage.

Applying our insights above, we develop Harmonic, the

first hardware/software co-design solution for RDMA perfor-

mance isolation that takes RNIC microarchitecture resources

into account without requiring changes to applications. To

measure the RDMA resource usage of tenants at runtime, we

implement an FPGA-based Programmable Intelligent PCIe

Switch (PIPS) in Harmonic. We extend existing RNIC kernel

drivers to a Harmonic kernel driver to obtain the aforemen-

tioned physical memory address to tenant/object mappings.

PIPS connects the RNIC to the host, and monitors the RDMA

traffic of each tenant using the mappings provided by the Har-

monic kernel driver. We implement a Harmonic daemon to

repurpose the rate limiters in the RNIC hardware. Most, if not

all, commodity RNICs support DCQCN [64] as congestion

control algorithm [13, 24, 40]. The Harmonic daemon there-

fore can generate and send Congestion Notification Packet

(CNP), the congestion feedback in DCQCN, to rate-limit tar-

geted tenants for our performance isolation purpose. The

Harmonic daemon limits tenants’ rates based on PIPS’s mon-

itoring results. To make performance isolation more practical

for public RDMA clouds, we also extend the existing RDMA

performance abstraction to include a set of RDMA-specific

resources, such as the number of QPs and the RDMA request

rate.

We use Harmonic to enhance an NVIDIA ConnectX-6

Dx 25 Gbps NIC and evaluate Harmonic with the state-of-

the-art RDMA performance isolation test suite, Husky [29],

and a popular in-memory database application, Redis over

RDMA [63]. We compare Harmonic with other performance

isolation solutions, including hardware Single Root I/O Vir-

tualization (SR-IOV), separate hardware queues, and Justi-

tia [62]. Our evaluation results show that Harmonic success-

fully provides stronger performance isolation under various

types of resource contention. This results in improving the

throughput of Redis by up to 1.4×, compared to the state-

of-the-art isolation solutions. To the best of our knowledge,

Harmonic is the first RDMA performance isolation solution

that can pass the Husky test suite [29].

Lastly, current Harmonic supports 25 Gbps RNICs, limited

by the speed of the PCIe physical layer (PCIe PHY) in our

commodity FPGA development board1. A deployable solu-

tion for high-speed RNIC will require adopting our proposed

techniques in the future RNIC design. While Harmonic serves

as a prototype, it demonstrates the viability of RDMA perfor-

mance isolation for public clouds and can act as a benchmark

for future implementations. Our design presented in this pa-

per is currently being integrated into one leading technology

enterprise’s next-generation RNIC design.

2 Background

2.1 Remote Direct Memory Access

RDMA enables user applications to directly interface with

RNIC by offloading network stack processing to RNIC hard-

ware. RDMA enables low-latency, CPU-efficient networking

at high bandwidth, and it is increasingly deployed at datacen-

ters [11, 17, 21]. For example, Bai et al. [11] demonstrated

that more than 70% of traffic in Azure is RDMA.

Figure 1 shows the four key components (i.e., userspace li-

braries, kernel drivers, RNIC firmware, and RNIC ASIC) in a

modern commodity RDMA system from a top-down perspec-

tive. The first component that user applications interact with

is userspace libraries. Applications invoke APIs provided by

these libraries to issue data verb and control verb operations.

For example, applications call control verbs to allocate neces-

sary objects such as queue pair (QP), completion queue (CQ),

and memory region (MR). Applications thereby issue data

verbs to send RDMA network traffic, such as RDMA WRITE

requests to directly write remote host’s memory. In a typical

RDMA system, control verbs are first processed by RDMA

kernel drivers. Kernel drivers usually conduct a few checks

(e.g., parameter validation) and construct a command to send

to the RNICs. In the RNIC, a small piece of software or mi-

crocode embedded into hardware device memory will process

these commands and return results to the kernel drivers, such

as the newly created QP [42]. This software on the RNIC

is known as the RNIC firmware. When the RNIC firmware

processes control verbs, RNIC ASIC is also involved since

many hardware status may be updated. For example, RNIC

1We find that the state-of-the-art FPGA whose PCIe PHY can be con-

figured in PCIe switch upstream/downstream mode only has 8-lane edge

connector after several rounds of communication with our FPGA manufac-

turer, Xilinx. This is also confirmed by Xilinx’s public information [3, 4],

but it can support any RNICs with any speed offered by the PCIe PHY. We

discuss the scalability of our solution to higher speed in §7.
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Figure 1: RDMA workflow.

has on-NIC cache to store QP contexts [27], which can be

accessed and updated when the RNIC firmware handles QP

creation or destruction.

Data verbs are directly passed to RNIC hardware without

involving kernel drivers (or any system software), which is

known as kernel bypass. For example, when applications call

ibv_post_send to issue an RDMA SEND request, userspace

libraries prepare work queue entries (WQEs) in send/recv

queues. Each entry in the queues corresponds to a data verb.

The libraries then notify the RNIC hardware that there is a

WQE to process. Specifially, the libraries may ring the door-

bell of the corresponding QP (i.e., write a specific register)

on the RNIC, triggering RNIC hardware to DMA read those

WQEs from the host and start to process. When processing

data verbs, RNIC firmware may also be involved under some

scenarios, such as handling an error triggered by a data verb.

There are three types of resources in RNICs:

(R1) Traditional network resources. They include network

bandwidth and packet processing capacity, indicated by bits

per second (BPS) and packets per second (PPS), respectively.

(R2) RDMA-specific architectural resources. They com-

prise the number of QPs and request rates of different verbs

(e.g., ATOMIC, WRITE, and SEND) that applications can

directly operate on.

(R3) RDMA-specific microarchitecture resources. They

encompass the PCIe bandwidth, on-NIC cache and on-NIC

processing units that are vendor-specific. These resources are

not exposed to applications and can be neither monitored nor

controlled precisely [31].

2.2 RDMA Performance Isolation

RDMA has already been successfully adopted in accelerat-

ing first-party workloads such as storage [11, 17]. The next

question is whether these RDMA advantages can be extended

to third-party workloads in the public cloud. RDMA perfor-

mance isolation for public clouds is important, as customers

primarily choose RDMA for workloads with demanding per-

formance requirements. Without proper performance isola-

tion, a faulty or malicious tenant could detrimentally impact

the performance of other tenants [29].

To design a performance isolation solution, one key ques-

tion is: what’s the abstraction of network performance? The

conventional wisdom is that a cloud provider should guarantee

network bandwidth, measured by BPS, to a virtual machine

(VM) or container. For example, Amazon Web Service (AWS)

provides a 30 Gbps guarantee for its m7gd.16xlarge instance

and Azure offers a 40 Gbps guarantee for its D96as_v5 VM

series [7, 35]. This is done by limiting the available network

bandwidth to the remaining VMs co-located on the same host.

In this paper, we argue that this conventional wisdom does

not work for an RDMA network. The aforementioned mi-

croarchitecture resources make RDMA performance isola-

tion different from that on traditional TCP/IP networks. In

RDMA, most verb processing tasks are offloaded to the RNIC

firmware and RNIC hardware. RNICs leverage their inter-

nal resources to support these offloaded functionalities. Not

considering these resources results in performance isolation

designs that are insufficient to be used in public clouds. One

of the empirical evidences is that Husky [29], a prior work, has

already shown that no mature RDMA performance isolation

solution exists. Therefore, a comprehensive RDMA perfor-

mance isolation solution for the public cloud has to consider

various types of interference on RNIC’s microarchitecture

resources, which can occur when multiple tenants contend for

access to these resources.

Static partitioning versus dynamic resource usage mod-

ulation. In general, there are two approaches to achieving

performance isolation when sharing resources. Our paper

explores the dynamic resource usage modulation approach,

which is to monitor and control each tenant’s resource usage.

The other approach is to statically partition every resource and

assign partitioned resources to each tenant. We did not explore

the static partitioning approach for two reasons. First, RNIC

microarchitecture resources (e.g., NIC caches) are crucial

for applications’ performance. We have observed many prior

works in RDMA application design to use these resources ef-

ficiently in order to avoid resource exhaustion [15, 26, 27, 31].

Static partitioning of these resources may cause catastrophic

performance penalties for RDMA applications. Second, com-

modity RNICs currently do not support static resource parti-

tioning, and exploring this approach thus requires building an

RNIC from scratch, which is beyond the scope of our research.

Our goal is to design a prototype that shows feasibility for

deployment, and we thus choose to build our system around

commodity RNICs.

2.3 Design Space for Monitoring and Controlling Tenant

RDMA Resouce Usage

Two key questions arise for monitoring and controlling ten-

ants’ RDMA resource usage: (1) where should the cloud

provider monitor per-tenant resource usage, and (2) where

should the provider enforce resource usage?

The answers to these two questions depend on the deploy-

ment model of RDMA, i.e., how RDMA is virtualized. Fig-

ure 2 shows the ownership (i.e., owned by tenants or cloud

providers) of RDMA system components in typical RDMA

virtualization schemes. In the bare-metal scenario, tenants

own the entire physical host, including userspace libraries

and RDMA kernel drivers. They can even modify and up-

grade RNIC firmware as needed [41]. Cloud providers have
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limited observability and control over both data and control

verbs in this scenario. However, RNIC isolation is not a press-

ing concern as one tenant exclusively occupies the entire

machine.

In containerized clouds, each tenant owns a container, and

the host OS manages all containers. In this setup, a tenant

owns its container instance, including userspace libraries. The

tenant’s data verbs therefore fully bypass the cloud provider’s

control. However, drivers and hardware components are still

controlled by the cloud provider, allowing them to implement

management features. For instance, cloud providers can mon-

itor and regulate RDMA control verbs by incorporating the

necessary logic into kernel drivers.

In guest virtual machine (VM) clouds, each tenant owns

a VM, running on top of the hypervisor. There are several

approaches to exposing an RNIC to guest VM. A widely

adopted approach is to use Single Root Input/Output Virtu-

alization (SR-IOV). With SR-IOV, multiple virtual instances

of the RNIC, referred as Virtual Functions (VFs), are allo-

cated on a physical RNIC. These VFs can be attached to

VMs, allowing applications within the VM to directly interact

with and utilize the RNIC. The control verbs and data verbs

generated by guest VM applications bypass the hypervisor

completely. HyV [49] and MasQ [22] employ hybrid virtu-

alization techniques to expose RDMA to guest VMs. They

introduce backend drivers within the hypervisor, requiring

guest VM drivers to communicate with these backend drivers

for processing tenants’ control verbs. The hypervisor operates

control verbs on the RNICs on behalf of these tenants. Mean-

while, tenants within the guest VMs have the capability to

directly transmit data verbs to the RNIC, bypassing the guest

kernel and the hypervisor. This ensures native RDMA perfor-

mance for tenant applications. In these guest VM scenarios,

cloud providers typically retain ownership of the hardware

components, while the ownership of kernel drivers may vary

depending on the specific scheme being employed.

Another virtualization scheme adopts a microkernel-like

approach. It forces all tenants to talk to a privileged daemon

to use RDMA, such as Freeflow [28] and mRPC [14]. In this

scenario, tenants send both control verbs and data verbs to

this privileged daemon. The daemon, in turn, initiates the

actual RDMA APIs to execute these verbs and subsequently

provides the results back to the tenants. This design grants

cloud providers comprehensive control over all aspects but

comes with the trade-off of additional performance overhead.

Existing solutions’ observability and enforcement entry

point. To summarize, except for bare-metal environment and

virtualization only using SR-IOV, control verbs can be mon-

itored and controlled by cloud providers in kernel drivers,

hypervisor backend or privileged daemon. However, data

verbs cannot be easily observed or regulated. In containerized

cloud (2) or guest VM (3) scenarios, data verbs completely

bypass cloud provider’s control. Justitia [62], an RDMA per-

formance isolation solution, requires tenants to use its cus-

tomized userspace libraries. However, a malicious tenant can

easily bypass or alter the libraries, circumventing the intended

isolation. For the microkernel approach, even if we add per-

formance isolation features into a microkernel service, it is

still challenging to accurately monitor and regulate data verbs,

especially for one-sided operations. For example, RDMA one-

sided operations (e.g., WRITE and READ) completely bypass

the responder’s CPU and therefore cannot be intercepted by

the privileged daemon easily.

3 Harmonic Overview

We develop Harmonic, the first RDMA performance isolation

solution for public clouds that considers RDMA microarchi-

tecture resources. Our design incorporates three key ideas.

We first introduce an RDMA-specific performance abstrac-

tion tailored for public clouds. Currently, cloud providers

provide tenants with network abstractions based on BPS or

PPS. Unfortunately, such metrics fall short of capturing the

varied sets of resources RDMA operations use. RDMA sup-

ports various verbs as its primitives, and these verbs demand

distinct resource usage. For example, let’s consider an 8-byte

RDMA ATOMIC compare-and-swap (CAS) request and an 8-

byte RDMA SEND request. Both generate identical network

traffic in terms of bits and packets, yet the ATOMIC request

consumes more NIC processing cycles [27, 29], thus incur-

ring a higher cost. Our performance abstraction considers the

RDMA-specific architectural resource capacities allocated to

each tenant, such as the number of QPs, CQs, MRs, and the

total MR size. It is worthwhile to note that our abstraction

does not include RDMA-specific microarchitecture resources,

because these resources are vendor-specific and cannot be

directly controlled by tenants.

The second pillar of our design ideas is to perform runtime

hardware-based measurements of per-tenant RDMA resource



consumption. Since RDMA data verbs bypass the kernel, re-

source measurement requires direct hardware involvement. In

RDMA networks, a tenant’s resource consumption is tightly

coupled with its verb behaviors. Therefore, by intercepting

and analyzing these verbs, we can gain precise insights into

the resource consumption of that particular tenant. However,

we cannot directly observe verb behaviors on the inter-host

network, i.e., Ethernet (for standard RoCEv2 deployment).

This limitation arises because many RNIC resource usage be-

haviors would be opaque if we only monitor packets sent and

received by the RNIC. For instance, the RNIC initiates PCIe

transactions to retrieve entries from DRAM when its cache en-

tries are exhausted. This RNIC activity incurs both cache miss

and extra consumption of PCIe bandwidth—a crucial microar-

chitectural resource—but remains undetected on the Ethernet.

We argue that we need to observe this within the host. We find

PCIe switch as a sweet spot to enable this runtime measure-

ment feature for two reasons. First, all RDMA traffic goes

through PCIe bus, allowing us to capture all tenants’ verb

behaviors including the host memory address to be accessed

in the PCIe Transaction Layer Packet (TLP) header. Second,

RDMA requires all RDMA-related objects (e.g., payloads,

QPs, CQs) to be pinned in the host DRAM. This indicates

the physical address to objects/tenants mapping is fixed and

we can monitor tenant’s verb behaviors by monitoring which

addresses are accessed. Therefore, we can simply parse the

TLP header to extract the address field and match it with

the mapping, without looking into the large volume of PCIe

TLP payloads. There is no existing PCIe switch supporting

this functionality. We therefore build an FPGA-based Pro-

grammable Intelligent PCIe Switch to prototype this runtime

measurement feature. The analogy of this PCIe switch is a

programmable switch (e.g., P4-based Tofino switch) in the

traditional computer network. The difference is that we design

the switch to run on PCIe bus instead of Ethernet. Observ-

ing verb behaviors directly allows us to not only measure

the network resource consumption (e.g., BPS) but also gauge

the utilization of RDMA-specific microarchitecture resources,

including PCIe and RNIC processing capacities.

Our third idea is to repurpose the RNIC’s congestion con-

trol mechanism to facilitate RDMA-friendly rate limiting.

Given the kernel and CPU bypass characteristics of RDMA,

traditional software-based rate limiters are off the table due

to the CPU overheads and the additional latency. Software-

based rate limiters are also ineffective in limiting the data

receiver side when one-sided operations are used. Moreover,

RDMA deployment stems from a lossless network, and cur-

rent RNICs cannot consistently ensure optimal retransmission

performance across all scenarios [21, 31, 64]. Therefore, sim-

ply discarding excessive RDMA packets in hardware [16]

can cause RDMA performance degradation and is not an op-

tion. Our key observation is that we already have a native

hardware rate limiting mechanism implemented in modern

commodity RNICs for congestion control purposes (i.e., DC-

Programmable 

Intelligent PCIe Switch

Harmonic

Kernel Driver

Harmonic 

Daemon

Tenant 
Data verbs

Control verbs

(1)

(3)
(2)

Tenant RNIC
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QCN [64]). These rate limiters react to network congestion

feedback, known as congestion notification packets (CNPs)

in DCQCN, to reduce the rate of RDMA connections. We

can re-purpose these rate limiters for performance isolation

purpose by proactively generating and sending CNPs to mod-

ulate the RDMA resource usage per tenant. While this method

does consume some processing cycles (CPU cycles in our

prototype), the overheads are considerably reduced compared

to software-based rate limiters (§6.5).

Harmonic’s deployment model and workflow. Harmonic

assumes that the cloud provider owns the RDMA kernel

drivers to intercept control verbs. This is standard for con-

tainerized RDMA clouds, para-virtualized VM clouds and mi-

crokernel virtualization clouds. We didn’t consider the RDMA

virtualization scheme that solely depends on SR-IOV, and we

show SR-IOV itself is not enough to provide performance

isolation (§6.3). In summary, Harmonic can handle the (2),

(3) and (4) scenarios in Figure 2. We do not consider the

virtualization scenario (1) because RNIC isolation is unneces-

sary on the bare-metal setting. We implement our prototype

with a temporary focus on scenario (2), but it should be easily

generalized to both (3) and (4) because we only rely on the

modification to the RDMA kernel drivers without touching

other system software components.

Figure 3 presents the system architecture of Harmonic.

Harmonic has two main components: the Harmonic daemon

and the Programmable Intelligent PCIe Switch (PIPS) with

Harmonic kernel driver. Harmonic kernel driver is a modi-

fied version of the standard RDMA kernel driver that keeps

track of control verbs issued per tenant and (1) generates the

address-to-tenant/object mappings to PIPS. PIPS not only

forwards RDMA traffic as a regular PCIe switch, but inter-

cepts PCIe traffic to keep track of data verbs issued per tenant

as well. Harmonic daemon is a privileged process that runs

on the host OS or hypervisor. It (2) polls tenant’s data verb

behavior statistics from the PIPS and (3) sends congestion

feedback packets to each tenant to modulate their RDMA

resource usage. All these components are trusted and will not

be tempered by the tenants.

Harmonic’s benefits. Harmonic has several key benefits

compared to existing RDMA performance isolation solutions.

First and most important, Harmonic takes microarchitecture

resource usage into account and thus provides stronger isola-

tion. Harmonic observes both data and control verbs, in the

meantime, restricts tenant resource usage correspondingly.



Table 1: An example for RDMA performance abstraction.

Name # of QPs # of WQEs # of MRs # of CQs # of CQEs MR Size BPS DRPS CRPS Prio

Alice 128 16384 128 16 8192 2 GB 10 Gbps 30 Mrps 1 Krps 0

This is different from simply observing network bandwidth

usage. Second, Harmonic requires no modification of applica-

tions. There’s no need to adjust application libraries, allow-

ing for straightforward integration with application binaries.

Third, our approach delivers native RDMA performance for

public cloud usage. Applications’ data verbs continue to by-

pass system software entirely, and the only latency overhead

comes from the PCIe switch, which is minimal (§6.5).

Harmonic’s performance abstraction. Our performance

abstraction includes a set of metrics that enable tenants to

accurately describe their expected RDMA network perfor-

mance needs. At the same time, it allows us to design the

performance isolation mechanisms to guarantee the metrics

to tenants. In addition to the conventional BPS metric, our

performance abstraction considers per-tenant RDMA-specific

resources, including the number of QPs, CQs, MRs, and the

total MR size. Application developers have direct control over

these RDMA-specific architectural resources, because they di-

rectly interface these resources in the application source code.

The resources in our abstraction are also vendor-agnostic:

they are specified as part of the verb library [2], which work

across different vendors’ RNICs. It is important to note that

our performance abstraction intentionally excludes explicit

consideration of RNIC microarchitecture resources, such as

on-NIC cache and NIC processing units. These components

are vendor-specific and generally opaque to RDMA develop-

ers.

Moreover, our performance abstraction includes the typi-

cal resources other performance isolation solutions use, such

as Request Per Second (RPS). We categorize RPS into data

verbs RPS (DRPS) and control verbs RPS (CRPS) as they

serve different purposes. While a more granular categoriza-

tion of DRPS into sub-types such as ATOMIC RPS or SEND

RPS is conceivable, we have chosen to opt for a normalized

RPS, balancing precision with user-friendliness. The analogy

is that CPU vendors use cycles instead of instructions per

second as the performance metric because instructions can

have variable lengths. To illustrate, Table 1 presents an exam-

ple detailing the guaranteed metrics for a tenant within this

framework. Let us assume one ATOMIC request consumes

the resources equivalent to 3 SEND requests. Alice, with

30M DRPS, therefore can achieve up to either 10M ATOMIC

requests per second or 30M SEND requests per second. It

should be noted that DRPS and BPS guarantees are offered

in a mutually exclusive "OR" fashion. For instance, a ten-

ant consistently posting SEND requests with large message

sizes will encounter BPS throttling before reaching the DRPS

limit. Next, we present the design and implementation details

of Harmonic that uses the above performance abstraction to

provide RDMA performance isolation.

Fmt Type Payload Size
Last & First

DW BE
Address[63:32]

Byte 0
Byte 4
Byte 8

Byte 12 Address[31:2]

7-015-823-1631-24

Figure 4: TLP header format where the gray blocks represent unused

fields for PIPS. DW BE denotes dword byte enable.

Figure 5: Programmable Intelligent PCIe Switch (PIPS) internal

architecture. The dash line indicates asynchronous TLP analysis,

decoupled with PCIe switch forwarding path.

4 Programmable Intelligent PCIe Switch

To monitor tenant’s verbs behavior through PCIe, we develop

a Programmable Intelligent PCIe Switch (PIPS) that can for-

ward PCIe Transaction Layer Packets (TLPs) at line rate and

perform real-time RDMA-centric inspections. Given address-

to-object/tenant mappings captured in kernel driver, we ex-

tract the physical address of the host memory from the RNIC-

issued DMA read/write TLP header (Address field in Figure 4)

and utilize it to identify both the object and the tenant associ-

ated with this TLP. This capability enables us to accurately

measure per-tenant RDMA resource utilization.

We build PIPS using AMD/Xilinx Versal VCK190 Eval-

uation FPGA board with 4K lines of RTL Verilog code and

various AMD/Xilinx IPs (Intellectual Property Core). PIPS

has five Modules (Figure 5): (M1) kernel driver, (M2) PCIe

switch, (M3) host-PIPS communication interface, (M4) map-

ping manager, and (M5) TLP analyzer. The kernel driver

maintains latest address-to-object/tenant mappings. The PCIe

switch routes TLPs to their corresponding destinations. Host-

PIPS communication interface and mapping manager handle

the synchronization of address-to-object/tenant mappings be-

tween host and PIPS while collecting RDMA traffic statistics.

The TLP analyzer inspects the TLP headers of RNIC-initiated

DMA read/write requests and matches them with the address-

to-object/tenant mappings.



4.1 PCIe Configuration and Routing Logic

The PCIe switch (M2) is the key component of Harmonic. It

consists of routing logic and two instances of Xilinx Versal

ACAP Integrated Block for PCI Express IPs [8]. The PCIe

PHYs in the two instances are configured as PCIe switch’s

upstream port and downstream port, respectively. Figure 5

demonstrates Harmonic architecture: the upstream port is di-

rectly connected to the host using the PCIe edge connecter of

FPGA, and the downstream port leverages the FMC+ expan-

sion connector with a PCIe Root FMC+ plug-in module [23]

to be connected to RNIC.

4.2 Address-to-Object/Tenant Mappings

Maintaining real-time address-to-object/tenant mappings in

PIPS is essential for precisely monitoring RDMA resource

usage per tenant. These mappings can change when appli-

cations create, delete, or modify objects. The change of the

mappings is triggered by control verbs posted by RDMA ap-

plications, which are processed by the kernel driver (M1).

Therefore, we modify a legacy NVIDIA RNIC kernel driver

(e.g., mlx5_ib.ko and ib_uverbs.ko) to track address-to-

object/tenant mappings. We use container’s process ID as

tenant ID. When a tenant calls a control verb, the Harmonic

kernel driver first traverses the process tree in the kernel to find

the tenant ID. It then records a mapping entry for this control

verb behavior, including tenant ID, the type (e.g., QP creation),

the size and start physical address of the object. The RNIC

kernel has already translated the virtual addresses for these

RDMA objects to physical addresses for its DMA purpose,

and we can directly use these translated physical addresses

to populate our mapping entries. For application payloads,

we also record the payload registered flags (e.g., ATOMIC

enabled). This information helps us determine the type of pay-

load regions accessed by tenants in PIPS. The kernel driver is

responsible for updating address-to-object/tenant mappings

on PIPS by embedding an operation code in mapping entry to

signal insert or delete operations to PIPS. We show detailed

format and contents of both address-to-object/tenant mapping

and statistics entry in Appendix B.

4.3 Mapping Synchronization and Management

We obtain address-to-object/tenant mappings from the kernel

driver and then utilize the host-PIPS communication interface

(M3) and the mapping manager (M4) to continuously update

and manage the most up-to-date mappings in PIPS. This is

crucial for later use by the TLP analyzer.

The host-PIPS communication interface receives and

parses the MMIO write requests from host to update address-

to-object/tenant mappings in the PIPS mapping manager ( 1 ,

2 ). Out of performance (i.e., achieving real-time monitoring)

and implementation complexity considerations, the mapping

manager employs a hashing-based mechanism and maintains

a hierarchical mapping storage system, consisting of a first-

level (L1) direct-map scheme and a second-level (L2) linked-

list slot pool. The mapping manager utilizes a double-hash

strategy and leverages two distinct hash functions for calcu-

lating the hash values of the address field as the indexes to

L1 and L2, respectively. Note that L2 is only used when colli-

sion happens in L1. In this case, each mapping entry in L1 is

treated as the head of a linked list, with the remaining entries

being stored in L2 linked-list slot pool. In addition to map-

ping management, the host-PIPS communication interface

also generates completion TLPs with associated statistics as

payload, when the host polls RDMA traffic statistics through

MMIO read requests ( 3 ).

4.4 Efficient TLP Analyzer

The TLP analyzer (M5) is responsible for extracting the tar-

get physical address in TLP headers from RNIC-issued DMA

read/write requests ( 1 ). When a TLP arrives at PIPS, it du-

plicates the TLP and sends one copy to the TLP analyzer for

analysis, while simultaneously forwarding the original TLP

to its destination. In addition, the TLP analyzer implements

an efficient search engine to collaborate with the mapping

manager, which can perform search operation ( 2 ) in paral-

lel with insert and delete operations, taking the hash value

of physical address in TLP header as search key. Since the

hash collision rate is low, the average search time is only 7

cycles including the latency for interconnection and updat-

ing statistics.Upon a mapping search hit, the TLP analyzer

computes the statistics entry offset based on TID, flags, and

type found in retrieved mapping entry, along with the direc-

tion of current TLP (i.e., RNIC DMA read/write Host). Then

it updates the statistics entry at this determined offset ( 3 ).

With this approach, PIPS maintains an accurate record of both

the access count and the volume of bytes accessed for each

object and tenant, while simultaneously identifying the type

and flag associated with the accessed memory.

5 RDMA-friendly Rate Limiting

Harmonic daemon is responsible for modulating per tenant’s

resource usage. It achieves this by employing two distinct rate

limiting techniques for data verbs and control verbs.

5.1 Data Verbs Rate Limiting in Harmonic Daemon

The Harmonic daemon takes the proactive approach of creat-

ing and injecting Congestion Notification Packets (CNPs) to

control tenants’ rate. Because commodity RNICs automati-

cally generate CNPs within the ASIC without providing an

interface to users, the Harmonic daemon forges CNPs and

sends them to the data sender side of tenants. Forging CNP

needs the source and destination IP addresses as well as the

remote QP number (QPN). Harmonic daemon obtains this

information during the setup of connections. When tenants

create or modify QPs, these control verbs are intercepted

by Harmonic kernel driver. Subsequently, Harmonic kernel

driver sends an event to notify Harmonic daemon that a new

connection is set up, including both IP addresses and the QPN.



Harmonic daemon decides which tenant should be paced

and at what specific rate. Harmonic daemon first keeps polling

statistics collected by the PCIe switch through MMIO reads.

These statistics include BPS and RPS of various types of

RNIC-initiated DMA requests, such as fetching WQEs, fetch-

ing QP context, and writing payload into host memory. Then,

Harmonic daemon calculates per tenant NIC BPS, PCIe BPS,

DRPS consumption, as well as cache miss frequency based

on the collected statistics. It sums up tenant’s DMA accesses

to various types of payloads (e.g., WRITE) to calculate NIC

BPS and DRPS, and sums up tenant’s DMA accesses to vari-

ous types of RDMA metadata (e.g., QP contexts) to calculate

cache miss frequency. For DRPS, we normalize different

types of RDMA requests into the same unit, based on an esti-

mated cost ratio for various types of data verbs. We conduct

an offline profiling to estimate this cost ratio by running a set

of micro-benchmarks. We run perftest [1] to send requests

of minimal sizes in a batch to measure the maximum rate of

different data verbs, and the 1/rate is the cost. In practice, we

normalized WRITE and SEND operations to 1 unit, READ

to 1.1 unit and ATOMIC to 3 units. Given the accurate re-

source usage per tenant, Harmonic daemon next compares

each tenant’s current usage and its allocation. Harmonic dae-

mon directly uses NIC BPS and DRPS from tenant’s profile

(e.g., Table 1), and calculates tenant’s PCIe allocation using

dominant resource fairness model [18]. Harmonic daemon

analyzes guarantee profiles of all tenants on the same host

and identifies the dominant resource among them. Then Har-

monic daemon distributes the PCIe bandwidth based on the

allocation of this dominant resource. For example, given a

network capacity as 25 Gbps bandwidth and 30M DRPS, let

us assume tenant A needs 15 Gbps bandwidth and 10M DRPS

and tenant B needs 5 Gbps and 15M DRPS. The dominant re-

source therefore is bandwidth for tenant A ( 2
3
) and DRPS for

tenant B ( 1
2
). We next allocate the available PCIe bandwidth

to tenants A and B following the proportion of 4:3 (i.e., 2
3
/ 1

2
).

When a tenant uses more BPS/DRPS/PCIe bandwidth than

its allocation, we send CNPs to data sender ends of this ten-

ant’s connections. Harmonic daemon currently applies a sim-

ple strategy to compute the CNP rate. Harmonic sends 1-4

CNPs in a batch after Ti intervals (in microseconds) to man-

age tenants’ rate. Equation 1 shows how interval is updated

based on the measured rate and target rate. We use two heuris-

tic parameters Tmin and Tbasic in practice. Tmin is a minimal

interval threshold to avoid excessively frequent adjustments,

which could lead to unstable rate or even cause performance

anomaly. Tbasic serves as a multiplier, reflecting the intrinsic

response sensitivity to resource overuse. Tuning these values

can adjust the strictness of policy, as a small Tbasic punishes

tenants that overuse resources more strictly.

Ti = max(Tmin,Tbasic ∗ (1.0−
Rcurrent −Rtarget

Rtarget

)) (1)

We specially handle on-NIC cache resources due to their

unique characteristics. While we can measure tenant’s cache

miss statistics by tracking the number of PCIe access to those

metadata (e.g., QP context), we do not set a cache miss thresh-

old for each tenant. This decision is because a higher cache

miss rate in one tenant does not necessarily indicate an ex-

cessive use of cache resources. Instead, we monitor overall

RNIC cache contention and slow down tenants accordingly.

When Harmonic daemon observes severe cache misses, Har-

monic starts to slow down tenants with the lowest priority.

For tenants with the same priority, we slow down them us-

ing the dominant resource fairness policy mentioned above.

We acknowledge that there are alternative policies, such as

monitoring a tenant’s active QPs/MRs as the basis for rate-

limiting decisions. However, we find that our straightforward

policy is already effective in providing isolation when cache

contention arises.

5.2 Control Verb Rate Limiting in Harmonic Drivers

Control verbs rate limiter first needs to limit the capacity

of control verbs (akin to in-flight packets) for each tenant,

including the maximum number of QPs and MRs allowed per

tenant. We record tenants’ control verbs guarantee profiles as

a linked list in Harmonic kernel driver. When a new tenant is

created, we invoke Harmonic kernel driver to register a new

control profile and insert it to the linked list. Whenever this

tenant calls a control verb, Harmonic driver checks its current

resource usage and the profile, determining if this control verb

should be rejected or not.

We also need to limit the rate for control verbs to prevent

tenants from excessively updating hardware status. Frequent

updates have the potential to induce RNIC cache thrashing, as

discussed in prior work [29]. We record timestamps for each

tenant in our defined structure when they issue control verbs.

When a tenant calls a control verb, we compare the current

timestamp and the previously recorded timestamps. If the

tenant is making control verb calls at a rate that exceeds their

allocated rate, we introduce a sleep delay. We choose to slow

down tenants through sleep instead of returning an explicit

error. This way, Harmonic remains transparent to tenants. If

we directly return errors to applications, it would necessitate

error code checks and retries in applications.

6 Evaluation

6.1 Testbed Setup

There are two servers in our testbed, each equipped with one

NVIDIA ConnectX-6 Dx (CX-6) 25 Gbps RNIC. Our FPGA-

based programmable PCIe switch supports up to PCIe Gen 4

with 8 lanes with up to 128 Gbps PCIe bandwidth. Neverthe-

less, there are no NVIDIA 100 Gbps RNICs that support PCIe

Gen 4 with 8 lanes. We therefore use Harmonic to enhance

our CX-6 25 Gbps RNIC. RNICs of two hosts are directly

connected without a network switch. The BPS capacity of

our RDMA endhost is 25 Gbps. We use the standard RDMA

benchmark tool, perftest [1], to measure the DRPS capacity,
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Figure 6: Measurement and control of RDMA traffic. App denotes the performance metrics as reported by perftest.

and the result is ∼30 M DRPS.

Both servers are running Ubuntu 20.04. Harmonic kernel

driver is built upon MLNX_OFED-5.8.1.1.2.1 [42], with a

total of 658 lines of C code modifications. Harmonic daemon

is implemented in C/C++ with a total of 2537 lines of code.

6.2 Measurement and Control of RDMA Resources

We first use microbenchmarks to demonstrate that Harmonic

can accurately measure tenants’ verbs behaviors and limit

their resource usage. We let a tenant run different data verbs

workload from perftest in three time periods. It generates

WRITE traffic, ATOMIC traffic, and READ traffic, each for 5

seconds. We record the DRPS measured by the perftest per

second and compare it with the request rate measured by PIPS.

As shown in Figure 6a, PIPS successfully identifies the types

of data verbs and measures the request rates of each workload

accurately. Figure 6b shows that Harmonic also accurately

measures tenants’ behaviors across different request rates.

Next, we evaluate our CNP-based RDMA-friendly rate lim-

iter. We use perftest to generate workloads that extensively

consume BPS and DRPS resources. We let Harmonic to set

different capacity for these two resources. We measure the

achieved BPS/DRPS and compare them with the capacity.

Figure 6c and Figure 6d show that our rate limiter can ac-

curately control a tenant’s BPS and DRPS. It is worthwhile

to note that we observe that Harmonic daemon can react to

resource overuse within one millisecond. As discussed in

Equation 1, a stricter Tbasic or Tmin leads to fast reaction (i.e., a

few hundreds of microseconds) while it may also hurt overall

performance. In practice, we set Tbasic to 500 us and Tmin to

200 us, which we find already sufficient to enforce isolation.

6.3 Harmonic End-to-end Evaluation

We use the state-of-the-art RDMA performance isolation test

suite, Husky [29], to perform end-to-end evaluation of Har-

monic. Husky includes a set of victim traffic patterns that are

sensitive to different types of resource contention, and four

sets of attacker traffic patterns that exhaust four types of re-

sources: RNIC BPS, RNIC processing capacity, RNIC cache,

and RNIC PCIe bandwidth. We observe that the reliable con-

nection retransmission attack described in Husky (Section

3.3) that exhausts RNIC processing capacity has already been

fixed in the latest NIC firmware, and the RNIC control verbs

cache attack only has a negligible effect on 25 Gbps RNIC.

Harmonic passes all other Husky’s tests with a tolerance level

α = 20%, indicating a tenant’s traffic will be no less than 80%

of its guarantee in the worst case, which is substantially better

than all existing solutions. For most tests, Harmonic effec-

tively safeguards tenants to achieve their guarantees (i.e., less

than 5% difference). We next use a set of typical workloads

from Husky as the case study to demonstrate why existing

solutions fail and how Harmonic satisfies tenants’ guarantee.

For each case study, we also compare our results with three

baselines: (1) SR-IOV, which allocates individual virtual func-

tion (VF) for each tenant to use [47]; (2) Separate hardware

traffic class (HW TC), which is supported by modern RNICs

to dedicate a RNIC traffic class to specific tenant for quality-

of-service (QoS) control and performance isolation [45]; (3)

Justitia, a recent software-based isolation solution for RDMA

networks [62]. Note that Justitia requires tenants to use spe-

cific userspace libraries, so a malicious tenant can circumvent

Justitia’s control by not using these Justitia’s libraries. How-

ever, we still want to evaluate Justitia’s isolation mechanism

(which includes its rate limiter design).

We allocate two tenants, named Alpha and Beta, on the

same pair of hosts. Our RDMA hosts support up to 25 Gbps

and ∼30 M DRPS. We thus set our isolation goal to be that

both Alpha and Beta are guaranteed with 12.5 Gbps and 15 M

DRPS. For each attack, we let Alpha run a Husky victim traf-

fic that is sensitive to a specific type of resource, and we let

Beta run an attacker traffic targeting the specified resource.

Results are shown in Figure 7 to Figure 10. No Interference

means running Alpha or Beta alone with no isolation enabled,

and No Protection means Alpha and Beta are running together

without any isolation. For a fair comparison, we configure

SR-IOV and HW TC to assign one virtual function or traf-

fic class to each tenant, respectively. Justitia currently only

supports fair share and does not provide any QoS guaran-

tee. SR-IOV and HW TC only support RNIC bandwidth (i.e.,

BPS) guarantee. We therefore configure each virtual func-

tion with 12.5 Gbps for SR-IOV. HW TC currently does not

support floating-point rate configuration, and we thus config-

ure both tenants with 12 Gbps guarantee and reserve 1 Gbps

for potential traffic burst. For each figure, we use a dashed

red line to denote the guarantee, a gray dashed line to de-
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Figure 10: PCIe bandwidth contention.

note the tolerance bar (10 Gbps and 12 Mrps). We use a blue

dash line in Figure 8 to show the victim performance since

it is originally smaller than the guarantee and should not be

affected.

RNIC BPS contention. We first conduct BPS contention

experiment. Alpha sets up a single connection and keeps

sending 64KB WRITE verbs, and Beta sets up 16 connections

and keeps sending 4KB WRITE verbs in a batch. Both Alpha

and Beta consume almost all the RNIC BPS when running

alone. When running together without isolation, Beta occupies

more BPS since it has more connections. When isolation is

enabled, we observe that all existing solutions and Harmonic

successfully satisfy all tenant’s guarantees. This shows that

RNIC BPS is accurately monitored and controlled by all the

existing solutions and Harmonic.

Processing capacity contention. We let Alpha run a

throughput-sensitive Husky victim, which uses 36 connec-

tions and keeps issuing 64-byte messages. Beta uses 64

connections to keep generating expensive 8-byte ATOMIC

traffic to exhaust RNIC processing capacity. We normalize

DRPS based on our profiling results, which show that a single

ATOMIC operation costs roughly three times as WRITE op-

erations. Figure 8 shows the DRPS for Alpha and Beta. Note

that Alpha does not use all its traffic demand, so the isolation

goal is that Alpha’s performance should not be affected when

Beta joins (shown as the blue dashed line). When no isolation

is enabled, Beta’s ATOMIC workloads exhaust the RNIC pro-

cessing capacity and cause Alpha’s performance to drop by

38%. HW TC does not react to this attack effectively because

Beta only consumes a small amount of BPS (i.e., 6.7 Gbps),

which is substantially lower than the rate limit. Beta’s rate

therefore is not paced by HW TC, and Beta exhausts the RNIC

processing capacity. When SR-IOV is enabled, Beta’s rate is

not reduced as well, and we observe Alpha’s rate drops. Since

SR-IOV implementation details are not publicly available, our

best guess is that this workload may cause some scheduler

issues in SR-IOV implementation. Even though Justitia con-

siders processing capacity in its design, it is agnostic to the

type of verbs and thus performs even worse. It does reduce

Beta’s ATOMIC traffic, but Alpha’s performance is even more

severely degraded. This is because Justitia treats these verbs

equivalently without accounting for the actual resource con-

sumption of expensive ATOMIC verbs. Our observation of

existing solutions is aligned with Husky’s results. Harmonic

carefully considers the expensive costs of ATOMIC requests

and limits Beta’s rate accordingly, reserving adequate process-

ing capacities to achieve Alpha’s guarantee while satisfying

Beta’s requirement.

RNIC cache contention. We let Alpha run a Husky victim

that is sensitive to on-NIC cache contention, which keeps gen-

erating 8-byte WRITE requests in batches across 512 different

memory regions. Beta runs a Husky attacker that uses 4 con-

nections to repeatedly issue single 512-byte WRITE request

to 16K different memory regions to exhaust the on-NIC cache

resources. Figure 9 shows that when cache contention occurs,

the available RNIC BPS is less than 25 Gbps. Even though

both SR-IOV and HW TC reduce Beta’s BPS consumption

to less than 12 Gbps, Alpha’s performance is only improved

by a minimal extent. We suspect that under severe cache

contention, the effectiveness of SR-IOV and HW TC is also

affected. For example, the severe cache miss may also slow

down the SR-IOV and HW TC scheduling process. Though

the current design of Justitia is cache agnostic, it successfully

satisfies Alpha’s guarantee while leading to a drastic drop

in Beta’s performance, making it not satisfy the guarantee

even with a 20% tolerance level. This is probably because



Justitia identifies both applications as throughput-sensitive

applications and schedules them equivalently, while Alpha

issues smaller messages in batch and therefore occupies more

Justitia’s tokens. Harmonic detects the cache contention and

measures the available BPS. It then allocates the reduced

available BPS to Alpha and Beta fairly. This makes both

Alpha and Beta achieve the guarantee within the tolerance

level. Note that the strict guarantee is impractical in this case

because the bottleneck is the RNIC cache.

PCIe contention. Though our testbed supports up to ∼ 64

Gbps PCIe bandwidth. We configure our FPGA-based PCIe

switch to only support 32 Gbps PCIe bandwidth for our

25 Gbps RNIC. This PCIe BW
RNIC BW

= 32
25

ratio emulates scenar-

ios for higher speed RNICs (e.g., 128
100

and 256
200

), where PCIe

bandwidth can be one of the bottlenecked microarchitecture

resources. We let Alpha run the same application as in the

Cache contention case. We let Beta run the PCIe attack in

Husky, which keeps sending 257-byte WRITE that triggers

several DMAs to maximize PCIe consumption. As shown in

Figure 10, the available RNIC BPS therefore is capped by

the PCIe bandwidth and is substantially smaller than 25 Gbps.

Both SR-IOV and HW TC successfully reduce Beta’s rate and

improve Alpha’s performance, but to a limited extent. The

key reason is that given the same amount of RNIC BPS con-

sumption, Beta consumes more PCIe bandwidth than Alpha

and should be paced more in this situation. Similar to what

is observed in the above cache contention scenario, Justitia

reduces Beta more because of its larger message size and only

satisfies Alpha’s guarantee. Harmonic’s hardware monitor

allows us to accurately track each tenant’s PCIe bandwidth

consumption and allocate PCIe bandwidth accordingly based

on tenants’ guarantee. For example, each tenant is allowed to

consume half of the PCIe bandwidth (i.e., roughly 16 Gbps)

in this situation.

6.4 Performance Isolation for End-to-End Applications

We evaluate how Harmonic provides performance isolation

for a real application. We use an RDMA-based Redis [63]

as our tenant workload. We use the same Husky attack work-

loads described in the previous section as attackers. Similarly,

our isolation goal is to enforce fair share resource allocation

between the Redis application and the attackers. We also en-

able both SR-IOV and HW TC as a comparison. We do not

evaluate Justitia’s performance for two reasons: (1) Jusitia

needs application modification to fully support its isolation

and is not secured for real cloud deployments; (2) Justitia

does not support READ operations in the latest drivers.

Redis over RDMA implements an RDMA backend trans-

port to accelerate Redis key-value store and has been large-

scale deployed in industry [63]. We use this redis-benchmark

application to generate 1KB get and set workloads, and mea-

sure its average application QPS. This benchmark can achieve

about 450K QPS, consuming 4.2 Gbps BPS and 1.2 Mrps

DRPS. This is less than its performance guarantee, so the
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Figure 11: Performance of Redis over RDMA across different attack

types and isolation schemes.

goal is that Redis’s performance should not be affected by

any attacker. We then run those four types of attacks without

isolation, with SR-IOV + HW TC, and with Harmonic. As

shown in Figure 11, all four types of attack successfully ex-

haust specific types of RDMA resources and cause a drastic

Redis performance drop. When isolation is enabled, we ob-

serve that both SR-IOV + HW TC and Harmonic successfully

provide protection against an attacker that tries to exhaust

network bandwidth. Though SR-IOV + HW TC does not

consider processing capacity, Redis achieves its guarantee

under processing capacity contention with SR-IOV + HW

TC. This is probably because Redis workload is more robust

to the processing capacity contention. However, SR-IOV +

HW TC fails to provide sufficient isolation when cache or

PCIe bandwidth is contended. Harmonic proactively moni-

tors these microarchitecture resource contentions and applies

rate limit according to per tenant’s usage. Harmonic therefore

successfully maintains Redis’s performance within the toler-

ance level when on-NIC cache or PCIe bandwidth is under

contention performing 1.3x∼1.4x better than the combination

of two state-of-the-art isolation solutions.

6.5 Overhead Analysis

Hardware and PCIe costs. Our hardware cost analysis based

on the implementation report from AMD Vivado [9] shows

that PIPS, with an internal reference clock frequency set at

250 MHz, consumes 8,571 LUTs (i.e., 0.95% of VCK190

FPGA LUT resources), and 554 BRAMs (i.e., 57.29% of

VCK190 FPGA BRAM resources) mainly used to store host

mapping entries.

We also measure the cost of PCIe bandwidth for updat-

ing mappings and collecting statistics between the host and

PIPS. RDMA application does not frequently invoke control

verbs during data transmission, the mapping updates con-

sumption is therefore negligible. During our evaluation of

various Husky’s attack workloads, we observe that the map-

ping updates only consume no more than 8 Mbps (0.025%)

extra PCIe bandwidth. The extra PCIe bandwidth consump-

tion caused by polling statistics is determined by the polling

frequency. In practice, we poll these statistics every 100 us

and we find it already sufficient to achieve an accurate rate

control and enforce performance isolation. The per tenant

PCIe bandwidth consumption is 64 Mbps for host-to-switch

direction and 76.8 Mbps for switch-to-host direction, which



Table 2: Network performance overhead.

Latency (us) Max. Bandwidth Max. Throughput

64B 64KB (Gbps) (Mrps)

Baseline 3.3 50.4 23.0 28.1

Harmonic 5.6 52.6 22.8 28.1

can be comfortably accommodated by the bandwidth slack be-

tween PCIe and RNIC line rate. The detailed calculation and

analysis is in Appendix C. Harmonic daemon currently only

consumes 33.5% of a single CPU core and scales with negli-

gible CPU usage increment. The CPU usage is determined by

the frequency of polling statistics.

Network performance overheads. We run microbenchmarks

using perftest to measure the latency, achieved bandwidth,

and request throughput with and without Harmonic to analyze

network overheads introduced by Harmonic. For brevity, we

show the results of RDMA READ in Table 2. We demonstrate

the latency penalty under different packet sizes in Figure 12.

While there is a marginal increase in latency overhead with

larger packet sizes, Harmonic adds less than 2 us to the round-

trip latency across all packet sizes. This is mainly because our

PCIe switch is implemented in FPGA, which is less perfor-

mant than traditional ASIC-based PCIe switches on the host

and SmartNICs. Furthermore, employing PCIe extender card

and FMC+ to PCIe root module for the purpose of full-system

operation can also incur additional latency. Note that our mon-

itoring feature is decoupled with the PCIe switch forwarding

functionality, so the monitoring feature does not contribute

to this overhead at all. Besides, Harmonic introduces only

negligible drops in network bandwidth or request throughput.

To summarize, Harmonic’s overhead is negligible for high-

speed RDMA networks. Additionally, we believe that the

monitoring and rate limiting functions inherently should

be integrated into future generations of RNICs. Overheads,

such as the extra PCIe consumption and the FPGA’s la-

tency, will be further eliminated when these functions are

implemented within RNIC’s ASIC. For example, NVIDIA

Bluefield-2 SmartNIC has an embedded PCIe switch that

routes RDMA traffic among RNIC ASIC, embedded ARM

CPUs, and host [44], and only introduces nanosecond-level

latency overhead [59]. We therefore believe Harmonic’s PIPS

overhead can also be mostly eliminated by implementation in

ASIC and being integrated into RNIC.

7 Discussion

Scaling to higher-speed network. We believe our solution

is scalable to 100/200 Gbps RNICs because the overhead of

Harmonic (i.e., FPGA resources usage, extra PCIe bandwidth

consumption) does not increase with higher network capacity.

The concerns may fall on whether TLP analyzer can keep up

with higher PCIe bandwidth and whether the mapping man-

ager scales to store more mapping entries. Our TLP analyzer

can handle higher PCIe bandwidth, as the average search and

update time of our design for one mapping entry is 7 cycles

at 250MHz frequency. This can be even further minimized
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Figure 12: Latency overhead across different packet sizes. The green

and orange lines present the absolute round trip latency with left

y-axis when packet size differs. The blue line demonstrates the round

trip latency overhead is less than 2 us using the right y-axis.

with increased parallelism. The architecture of the mapping

manager can easily be extended to a multi-hashing hierar-

chy, thereby facilitating the storage of a greater number of

mappings with only a marginal increase in search time. Addi-

tionally, concepts from match-action table of P4 switch and

more advanced mapping management like binary search or

Cuckoo hashing can be implemented on top of PIPS to further

reduce memory overheads. In the meanwhile, the scalability

concerns are notably mitigated when considering an ASIC

implementation with optimized logic interconnections and

resource utilization while running at a higher frequency.

Is our performance abstraction easy for users to under-

stand? Our performance abstraction is more complex than

traditional performance abstraction which only considers net-

work bandwidth. We believe this is necessary because RDMA

network is indeed more complex and application develop-

ers are already interacting with this performance abstraction

when developing RDMA programs [26, 27]. We only extend

the abstraction to include more architectural resources that

users can directly control, such as the number of QPs. These

extended metrics are no difference from the number of vCPUs

or the size of memory in today’s cloud VMs specifications.

We believe developers should be aware of these resources

in order to write performant and predictable RDMA applica-

tions.

Deployability of Harmonic. Harmonic requires both hard-

ware and software modifications to existing clouds. From the

perspective of hardware, Harmonic uses PIPS as a prototype

to measure per-tenant RDMA resource consumption at run-

time. In practice, the best implementation entry point should

be within the RNIC regarding performance and hardware

costs. One leading technology enterprise is currently integrat-

ing part of our designs into their next-generation RNIC. In

terms of software, Harmonic needs to have the full control

of the RDMA kernel drivers to manage control verbs for all

tenants. Containerized clouds have already provided such

control since all tenants are sharing the same kernel man-

aged by cloud operators. Harmonic software therefore can

be deployed in containerized clouds without any barriers. In



VM-based clouds, native SR-IOV does not support manag-

ing control verbs for tenants since guest kernel drivers can

directly communicate with RNICs. Extra modifications to

both guest kernel drivers and hypervisors are required to de-

ploy Harmonic in these scenarios. Existing solutions such as

HyV [49] and MasQ [22] have already virtualized all control

verbs involving hypervisor in VM-based clouds. This pro-

vides feasible entry points to integrate Harmonic’s software

features into these solutions.

RDMA-friendly rate limiting. We currently repurpose

RNIC’s native rate limiters to modulate tenants’ RDMA re-

source usage by sending CNPs. This achieves efficiency and

is transparent to applications, but we acknowledge that send-

ing CNPs from software may not be the best approach in

the future. For example, a transient network congestion may

affect the accuracy of such rate limiting mechanism. Emerg-

ing RNIC features such as programmable congestion control

(PCC) [43] allow customized congestion control algorithms.

This potentially provides a more straightforward and accurate

way to leverage RNIC’s rate limiter for performance isolation

purposes. For example, a data receiver can send specialized

packets to specify the maximal sending rate that the data

sender can enforce, similar to TCP receive window.

Generality of Harmonic. Harmonic currently targets at

RDMA performance isolation, focusing on the bottlenecked

RNIC microarchitecture resources. We believe Harmonic can

also be leveraged for other scenarios besides RDMA networks.

For example, multiple I/O devices (e.g., GPU and NIC) may

be connected to the same PCIe switch and thereby contend

on PCIe and memory bus resources [30]. Harmonic can also

be adapted to isolate resources among different I/O devices

and hence manage the complex intra-host network.

8 Related Works

Understanding microarchitecture resources in RNICs. Re-

search community has already started to study the hardware

resources in RNICs. Existing works focus on how to avoid

certain performance anomalies caused by NIC resources from

the application layer [15, 26, 27, 29, 38]. Husky [29] discusses

the definition of RNIC microarchitecture and conducts a holis-

tic study on how different RDMA operations make use of

on-NIC microarchitecture resources. Kalia et al. [27] pro-

vide guidelines for writing efficient high-performance RDMA

programs. These works target understanding or optimizing

the RDMA programs and the usage of some specific RNIC

microarchitecture resources, but they do not provide RDMA

performance isolation.

RNIC design. Several works have been conducted to opti-

mize RNIC design [34, 37, 57, 58]. SRNIC [58] modifies both

protocols and RNIC architecture to improve on-NIC memory

efficiency and utilization for better scalability. IRN [37] pro-

poses to enable fast loss recovery on NIC to avoid reliance on

lossless fabrics. These works contribute to improving RDMA

performance. However, our work targets at providing perfor-

mance isolation for multi-tenant RDMA clouds.

Understanding intra-host communication. Intra-host com-

munication has received increasing attention in research com-

munities [5, 6, 30, 33, 39, 61]. Breaking Band [61] leverages

an expensive commercial PCIe analyzer to get a system-level

PCIe latency breakdown. Min [36] implements a simple soft

PCIe switch to obtain CPU-GPU communication patterns.

Neugebauer et al. [39] analyze the PCIe theoretical model

and study how PCIe affects network performance. Harmonic

targets a different angle. It sniffers intra-host communica-

tion traffic to monitor RDMA network behaviors for RDMA

performance isolation.

Performance isolation and QoS. Previous research [12, 20,

25, 32, 50, 51] has already provided software-based solutions

implemented on the endpoints (hosts) and achieved perfor-

mance isolation and QoS, by ensuring VM-pair level band-

width guarantee. However, centering around the TCP/IP ker-

nel network stack, they mainly focus on the bandwidth con-

tention of the network fabric (e.g., switch, router, etc.) and

provide pure software solutions to the narrow problem. Pic-

NIC [32] uses the number of CPU cycles spent on the packet

processing as a criterion of NIC contention for TCP/IP net-

works. Harmonic is an orthogonal and complementary re-

search work, with a focus on performance isolation on the

RDMA-capable endhost. An end-to-end network performance

isolation solution requires isolation mechanisms in different

components of the network, including both inter-host net-

work bandwidth and RDMA NIC resources on the endhost.

Harmonic provides a microarchitecture-resource-aware so-

lution for the RDMA NIC resource isolation in addition to

traditional network bandwidth.

9 Conclusion

We propose the first RDMA performance isolation solution

for public clouds, Harmonic, that is aware of microarchitec-

ture resources. Harmonic consists of an FPGA-based pro-

grammable intelligent PCIe switch to measure per-tenant

RDMA resource usage and an RDMA-friendly rate limiter

to modulate RDMA resource per tenant. Harmonic requires

no application modification. We evaluate Harmonic using the

state-of-the-art test suite for RDMA performance isolation.

Our evaluation results show that Harmonic delivers strong

RDMA performance isolation in a multi-tenant public cloud

setting, compared to all the existing solutions.
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A Harmonic Prototype Setup

We present the prototype setup of Harmonic in Figure 14.

PIPS is implemented on an AMD Versal VCK190 FPGA

board, connecting to the host system with a PCIe extender

card. We connect RNIC with PIPS using an FMC+ expansion

connector because the FPGA board does not contain a PCIe

root connector interface. FMC+ is built upon FPGA Mezza-

nine Card (FMC) standard [56] which is a versatile and widely

adopted standard for high-performance interfacing FPGAs

with external devices.

B Entries for Mappings and Statistics

We illustrate the address-to-object/tenant mapping and statis-

tics entry format in Figure 13. We explain how each field is

derived to offer a comprehensive understanding of the map-

ping mechanism in Harmonic.

B.1 Address-to-Object/Tenant Mappings

There are mainly three types of objects (i.e., memory regions,

queue structures, and RDMA metadata) in RDMA. All these

objects will be pinned in the host physical memory after cre-

ation, and the RNIC will maintain virtual-to-physical address

mappings to DMA these objects.

The first type of object is application’s memory region

(MR). Applications register these MRs through ibv_reg_mr,

which is processed by mlx5_ib.ko drivers in our NVIDIA

testbed. We modify mlx5_ib.ko to record the starting phys-

ical address, the process ID (PID) of the caller, the size and

the memory flags (e.g., IBV_ACCESS_REMOTE_WRITE, which

allows remote write) of this region. Note that we use con-

tainer’s process ID as tenant ID (TID).

The second type of objects is queue structures, including

send/receive queues, completion queues, and the doorbell

(memory mapped registers) for these queues. When an appli-

cation initiates RDMA data verbs, the memory is accessed by

the RNIC to fetch WQEs from send/receive queues or write

completion queue entries (CQE) to completion queues. The

memory for these objects is allocated and pinned during the

allocation of these projects, such as mlx5_ib_create_qp in

mlx5_ib.ko. Similarly, we record the PID of the caller, and

the address and size of these objects.

The third type of object is RDMA metadata managed by

RNIC driver and firmware, including QP contexts and mem-

ory translation/protection tables. When other two types of

objects (e.g., a QP) are created, the firmware reserves a few

pinned pages and allocates metadata (e.g., a QP context) in

the pinned pages. We record the information on these pinned

pages in a similar fashion as described above.

Figure 13a shows our unified entry to update such address-

to-object/tenant mappings to our PCIe switch. Note that the



Opcode: 127-112 Rsvd: 111-96 Size: 95-65 Flags: 64-63 Addr: 62-15 TID: 14-3 Type: 2-0

(a) Address-to-Object/Tenant Mapping Entry Format.

# Byte: 63-31 # Access: 30-1 Direction: 0 

(b) Statistics Entry Format.

Figure 13: Address-to-Object/Tenant Mapping and Statistics Entry Formats.

Figure 14: Programmable Intelligent PICe Switch (PIPS) Prototype.

most significant 16 bits of address-to-object/tenant mapping

entry together serve as an operation code that notifies PIPS to

either insert or delete the entry in PIPS. We reserve the second

16-bit field considering the possibility of other customization

demands. Our modified drivers will fill in the remaining five

fields and expose these entries to Harmonic daemon through

system files.

B.2 Per-tenant RDMA Statistics

We store the monitored RDMA resource statistics in a 128-bit

structured entry as shown in Figure 13b. As discussed in §4,

the TLP analyzer leverages the physical address enclosed in

TLP headers to search and retrieve the corresponding address-

to-object/tenant mapping entry from which we identify the

object and tenant associated with the TLPs. Then we collect

and record PCIe bandwidth consumption, number of PCIe

transactions, direction of TLPs, accessed memory type, and

other information from TLP headers (Figure 4) in per-tenant

statistics entries.

C Harmonic PCIe Overhead Computation

PIPS maintains 40 statistic entries per tenant and each entry is

8-byte. We issue PCIe read request to read these statistics from

PIPS. For a PCIe read request, the minimum PCIe protocol

overhead is 20 bytes [48]. Upon receiving the read request,

PIPS responds with a completion packet (i.e., Completion

TLP), containing 8-byte payload and a 16-byte PCIe protocol

overhead. Therefore, for a single statistics read, it consumes

800-byte for host-to-PIPS direction 960-byte for PIPS-to-host

direction in total.

Assuming Harmonic daemon polls the statistics every N

milliseconds. The extra PCIe bandwidth consumed therefore

is 1000
N

∗ 8 ∗ 800 = 6.4
N

Mbps for the host-to-PIPS direction

and 7.68
N

Mbps for PIPS-to-host direction. Harmonic currently

poll statistics every 100 us, which consumes 64 Mbps and

76.8 Mbps for these two directions. This overhead is less than

0.25% of the total PCIe bandwidth. Together with the extra

PCIe bandwidth consumed by updating mappings, the overall

PCIe bandwidth overhead of Harmonic is below 0.31% which

can be comfortably accommodated by the existing 21.87%

bandwidth slack between PCIe and RNIC line rate. Note that

we assume our PCIe limit as 32 Gbps, which has the same

network-to-PCIe capacity ratio as higher speed networks (e.g.,

100 and 200 Gbps). This means that the PCIe overhead of

our solution remains negligible with a higher network speed.

Not to mention that this PCIe overhead only depends on the

number of tenants and the frequency of polling, independent

on network bandwidth.
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