
Copyright

by

Nicholas Deak

2023

1



The Dissertation Committee for Nicholas Deak
certifies that this is the approved version of the following dissertation:

Development and application of a high-performance

framework for high-fidelity simulations of plasma-assisted

ignition of hydrocarbon fuels using nanosecond pulsed

discharges

Committee:

Fabrizio Bisetti, Supervisor

Laxminarayan Raja

Philip Varghese

Marcus Day

2



Development and application of a high-performance

framework for high-fidelity simulations of plasma-assisted

ignition of hydrocarbon fuels using nanosecond pulsed

discharges

by

Nicholas Deak

DISSERTATION

Presented to the Faculty of the Graduate School of

The University of Texas at Austin

in Partial Fulfillment

of the Requirements

for the Degree of

DOCTOR OF PHILOSOPHY

THE UNIVERSITY OF TEXAS AT AUSTIN

August 2023

3



Dedicated to my grandmother, whose deep curiosity and love of learning inspired

me to find my current path.

4



Acknowledgments

This dissertation would not have been possible without the support of several

people who I wish to thank.

Firstly, I would like to thank my advisor Dr. Fabrizio Bisetti for the guidance

he has provided over the past several years. His approach towards research, which

combines an admirable scientific passion along with considerable academic rigor and

great attention to detail, has been incredibly formative, and are qualities I aspire

to carry with me throughout future projects. I also wish to thank my dissertation

committee members, Prof. Laxminarayan Raja, Prof. Philip Varghese, and Dr.

Marc Day for their valuable feedback, which helped me to improve my dissertation.

I had the opportunity to work with a number of exceptionally talented peers
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The application of non-equilibrium plasma (NEP) pulses to ignite hydrocar-

bon/air mixtures has emerged as a promising technology for ensuring reliable ignition

and combustion stability in difficult regimes. Despite its promise, major challenges

and limitations still remain, particularly in the realm of conducting high-fidelity mul-

tidimensional numerical studies. The aim of this thesis is to develop, implement, and

apply a robust and efficient computational framework that addresses some of these

shortcomings.

As a preliminary step, the ignition of hydrocarbon/air mixtures by nanosec-

ond pulsed discharges (NSPD) is investigated using a zero dimensional isochoric

adiabatic reactor. A state-of-the-art two-temperature kinetics model, comprised of

an experimentally-verified NEP plasma mechanism coupled with a hydrocarbon/air
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oxidation mechanism, is used. Simulations are performed to assess the impact of

changing initial pressure (which varies from 1 to 30 atm) and fuel type (methane

and ethylene). It is found that at lower pressures, plasma-assisted ignition (PAI)

imparts a benefit over thermal ignition for both fuel types, through the creation of

combustion radicals O, H, and OH. At higher pressures, PAI of methane loses effi-

ciency compared to ethylene, due to a lack of available H radicals (which are swept

up by O2), which limits the conversion of formaldehyde to formyl.

Next, a robust and efficient framework for simulating NSPD in multiple di-

mensions is developed. The reactive Navier-Stokes equations are extended to include

a drift-diffusion plasma-fluid model with a local field approximation (LFA) in a finite-

volume solver, which uses an adaptive mesh refinement (AMR) strategy to address

the wide separation of length scales in the problem. A two-way coupling strategy is

used whereby the plasma-fluid model and reactive Navier-Stokes equations are inte-

grated simultaneously. An effective grid refinement approach is developed in order to

ensure that the physical structures that arise during and after the NSD (including the

propagating streamer heads, electrode sheaths, and expansion wave during the inter-

pulse period) are resolved efficiently. Severe time step size restrictions that arise from

the explicit temporal integration of the transport terms are mitigated through use

of a semi-implicit approach for solving Poisson’s equation for the electric potential,

and an implicit strategy for evaluating electron diffusion terms.

A series of numerical studies are then conducted to investigate the ignition

and propagation phases of atmospheric air streamers in axisymmetric discharge con-

figurations. A range of conditions and configurations are explored to characterize
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the streamer, with an emphasis on the cathode sheath region, which supports steep

gradients in charged species number densities as well as strong electric fields. The

formation of the cathode sheath is shown to be a consequence of processes at the

cathode surface, driven by electron losses at the boundary, and a strong dependence

on the emission of secondary electrons.

Finally, the oxidation of ethylene/air mixtures mediated by NSPD is simu-

lated in a pin-to-pin configuration. All phases of the plasma discharge are simulated

explicitly (including streamer ignition, propagation, and connection, as well as the

subsequent spark phase), along with the evolution of the plasma during the inter-

pulse period. Temporally and spatially-resolved results are presented, with an em-

phasis on the analysis of heating and energy deposition, as well as of the evolution of

the concentration of active particles generated during the NSPD and their influence

on ignition. The impact of pin thickness is discussed, and it is shown that the use of

thin pins limits the regions of energy deposition and temperature increase near the

pin tips, hindering ignition. The application of multiple pulses is explored and it is

shown that multiple voltage pulses of the same strength leads to substantial energy

deposition and temperature increases O(1,000 - 10,000 K) near the pin tips. Discus-

sion is rounded out by addressing how pulse frequency and initial mixture control the

generation of active particles and combustion products. Finally, recommendations

for future work are provided.
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Chapter 1

Introduction

Plasma-assisted ignition (PAI) has emerged in recent years as a promising

alternative to traditional ignition [61], relying on the use of low-temperature plasmas

(LTP) in place of spark discharges. In particular, nanosecond discharges (NSD)

have been shown to enhance ignition and combustion under severe conditions (i.e.

ignition of lean and diluted mixtures in internal combustion engines and ultra-lean

gas turbines [138, 134, 100, 139, 143, 64], and supersonic combustion [80, 78]), actuate

flow in supersonic environments [153], reduce pollutants and treat liquids [27, 44,

71], and promote fuel reforming [66]. The benefits include thermal heating, kinetic

enhancements (for instance generation of combustion radicals such as O, H, and OH),

and modification of transport properties [60].

Nanosecond discharges are characterized by an electron temperature that far

exceeds the gas temperature Te ≫ Tg, along with high applied voltages O(1-100 kV)

and reduced electric fields O(100-1000 Td), low to moderate currents O(1-10 A),

and short durations O(1-10 ns) [152]. Such pulses are generated by applying a large

voltage bias across two electrodes, resulting in the formation of a self-propagating

ionization wave called a streamer, which leaves behind an initial channel of charged

species with particle densities O(1018-1022 m−3) at atmospheric pressures. In most

20



Figure 1.1: NSD in the corona, glow, and spark regimes in atmospheric air at T0 =
1000 K. Adapted from [111].

applications of interest, the electrode gap has size O(1 - 10 mm), resulting in streamer

radii O(0.1 - 1 mm). In order to prevent excessive heating of the gas, currents are

generally held below O(10 A) [111].

1.1 Literature review

1.1.1 Discharge regimes

Understanding streamer dynamics remains a rich and complex problem, with

a wide range of behaviors that can be elicited under different conditions. Experi-

mental studies of pin-to-pin discharges have been conducted in order to define and

understand different streamer regimes (corona, glow, and spark, as shown in fig-

ure 1.1) [110, 111, 109], which are characterized by differences in streamer structure,

current, and gas heating.
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Corona discharges are formed when the applied voltage is not sufficient to

form a streamer that closes the electrode gap, instead forming a cloud of charged

particles in the vicinity of the electrodes, with a small number of active particles and

gas heating. Corona discharges enter the glow regime if the voltage is sufficiently

high to allow the streamer to propagate across the gap, resulting in a channel of

active particles, with modest currents and gas heating O(10-100 K).

If the voltage source remains active past the glow phase, transition to the

spark regime may occur, marked by large currents and significant localized heating

(> 1000 K). Controlling the discharge regime is important when excessive heating

is undesirable, for instance when NOx emissions reduction or electrode erosion are

concerns. Additional complexities have been observed experimentally in air at pres-

sures p ≥ 1 atm [115, 10], as streamer branching driven by stochastic photoionization

processes results in the formation of a fractal-like structure, which is inherently three-

dimensional.

1.1.2 Simulations of discharges in air

The numerical study of streamers presents an imposing set of obstacles, as

large electric fields and tight coupling between the electric field and charged particles

introduce sub-picosecond timescales, which are much smaller than the time scales of

practical interest (≥ 1 ms for ignition and combustion applications). Issues of scale

separation are further exacerbated by resolution requirements near the streamer head

and at electrode boundaries, where |∇ln(ne)|−1 ∼ 10 µm or less. Such requirements

imply micron-scale grid spacing, which is much smaller than the largest spatial scales
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of the problem, such as the gap length.

Over the past decades, a large number of studies focused on simulating plasma

discharges in air via pin-to-plane and pin-to-pin configurations [118, 159, 181, 182,

36, 136], taking advantage of the axisymmetric nature of the problem. Such simula-

tions allowed for the exploration of many aspects of streamer propagation, including

the dependence of the streamer’s characteristics on the electrode geometry, volt-

age source, preionization and thermodynamic gap properties, gas heating effects,

and photoionization. Still, axisymmetric approaches are inherently limited, as they

are unable to describe streamer branching and streamer propagation in an inhomo-

geneous fluid where the inhomogeneities are three-dimensional as in configurations

with mixture stratification due to turbulent mixing.

In more recent years, a number of three dimensional simulations have been

conducted [94, 124, 157, 142], allowing for the investigation of stochastic streamer

branching (as shown in figure 1.2), and streamer interactions. Still, limitations re-

main, as most three-dimensional studies relied on simplified kinetics models, elec-

trode surface geometries, and transport equations. To date, the simulation of streamer

propagation in a three-dimensional, inhomogeneous gas and simulations of discharges

for plasma-assisted ignition using complex hydrocarbon/air mechanisms in three di-

mensions, are absent in the literature.

1.1.3 Electrode sheaths

Modeling choices at the electrode boundaries are particularly important. Un-

der the influence of an applied voltage, the interaction of a charge-neutral plasma
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Figure 1.2: Streamer in atmospheric air at T0 = 300 K with stochastic photoioniza-
tion. Adapted from [95].

with a cathode surface results in a positively charged layer with a high space charge

and electric field known as a cathode sheath [45], which forms as electrons are lost at

the surface, and driven away by the electric field. The emission of secondary electrons

from the cathode surface (whether due to photon and ion bombardment, thermionic

emission, or other sources [186]) leads to charge multiplication as electrons are accel-

erated by the electric field, leading to further increases in the electric field strength,

current, and charged particle gradients near the cathode. The simulation of plasma

sheaths presents a significant challenge, driven by stringent requirements for spatial

resolution and time step size as well as the formation of cathode “hot-spot” insta-

bilities [92, 31, 32]. Early attempts at modeling the sheath region involved the use

of “patching” methods [122, 83], which model the sheath and plasma regions of a
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discharge separately, and rely on the application of appropriate boundary conditions

between the different regions. More recent techniques have focused on reducing the

stiffness associated with the sheath by calculating the electric field using Ohm’s law

rather than Gauss’s law [120]. While such approaches have been successful in one-

dimensional simulations, their applicability to multi-dimensional sheaths is untested.

1.1.4 Plasma-assisted ignition

1.1.4.1 Chemical and plasma kinetics and energy deposition

The problem is complicated considerably when multiple NSD are used to ig-

nite a hydrocarbon/air mixture, due to disparate problem time scales and complex

chemical kinetics. During each streamer propagation phase, electrons may attain a

mean energy O(1-10) eV in the region in front of the streamer head, where space

charge separation creates a strong electric field. Subsequent collisions with neutral

air and hydrocarbon fuel particles may result in the generation of excited species

and ions. Also important are electron impact dissociation processes, which directly

generate combustion radicals and break down hydrocarbon fuel species, along with

electron impact ionization, which is responsible for the creation of additional elec-

trons and ions. The propagation of the plasma streamer, and generation of active

particles through electron impact reactions typically occurs on time scales O(1-10

ns). Over longer periods of time O(100 ns) and under weaker electric field strengths,

electron attachment and recombination processes play an important role in modifying

space charge in the plasma channel.

Of particular importance are the electron collision processes that result in
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the formation of electronically excited species, which can efficiently generate com-

bustion radicals and promote “fast-heating” [128] of a gas mixture, occurring over

O(10-100 ns), upon relaxation. The generation of and subsequent relaxation of vi-

brationally excited species is primarily responsible for “slow-heating” occurring over

O(1-10) µs [99, 74], and may also be of importance when multiple plasma pulses are

considered.

As previously discussed, when a sufficiently strong applied voltage is main-

tained after streamer connection, Joule heating drives considerable increases in the

gas temperature and pressure, the order of several hundred to a few thousand K and

a few atm [177]. Since the heating occurs over O (1-10) ns time scales, the heating is

effectively isochoric. The subsequent hydrodynamic expansion phase [177, 160] oc-

curs over O(1-10 µs), and can support shock waves of moderate strength (as shown

in figure 1.3) that necessitate a compressible treatment of the fluid. Accurate rep-

resentation of the hydrodynamic expansion phase is crucial, as a sufficiently strong

pulse can result in a considerable decrease in the gas number density, which in turn

impacts subsequent pulses through changes in E/N .

1.1.4.2 Development of kinetics mechanisms

Major efforts have been made over to past few decades to better understand

and model the broad problem of plasma-assisted combustion. Several experimental

studies have focused on developing more accurate kinetic mechanisms describing

the interactions of LTP with common hydrocarbon fuels [163, 174, 175, 41, 178,

77, 132, 166]. Such mechanisms can reach considerable levels of size and complexity,
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Figure 1.3: Schlieren images following a NSD in atmospheric air at T0 = 1000 K in
a pin-to-pin configuration. Adapted from [177].

especially when large hydrocarbons are included. A comprehensive mechanism would

include, in addition to traditional combustion reactions, reactions describing electron

interactions with ground state, excited, and ionized species. Such reactions result

in the formation of a wide array of excited species, radicals, and ions, and may

also include processes such as electron attachment and detachment, electron-ion and

ion-ion recombination, and the quenching of excited species. While detailed kinetic

mechanisms containing hundreds of species and thousands of reactions have been

used to successfully investigate LTP behavior in zero-dimensional numerical reactors

[5, 6, 163, 183, 39, 156, 166], such mechanisms are intractable for use in large-scale

three-dimensional simulations due to excessive computational costs.

This has necessitated the development of new strategies for developing skele-

tal mechanisms that accurately describe the plasma-assisted ignition process. One

common mechanism reduction strategy relies on representing the mechanism as a
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directed relation graph (DRG) [88, 155, 150, 82], where species in the mechanism

are represented as nodes in the graph. Weighted edges are placed between species

that interact directly through reactions, where the weights are correlated with the

interaction strength. Targets (generally species or other quantities that need to be

described accurately) are chosen, and the graph weights are used to quantify which

species interact least with the targets. These species (and corresponding reactions)

are discarded from the mechanism. This reduction procedure can be performed in an

iterative manner, resulting in a hierarchy of smaller and smaller skeletal mechanisms,

until some user-specified error tolerance is violated.

This approach has been effectively used to reduce various combustion mech-

anisms, and was extended in [17] to produce a reduced mechanism describing the

oxidation of various hydrocarbon fuels using LTP. In this study a novel directed

relation graph with error propagation (DRGEP) approach was used to reduce the

detailed PAI mechanism from [41]. In this study, emphasis was placed on accurately

representing the electron energy branching (which describes the pathways through

which excited electrons deposit their energy through collisions with heavy species)

by making it a reduction target. It was found that the detailed mechanism, which

contained 163 species and 1167 reactions, could be reduced to 55 species and 222

reactions while still accurately describing the electron energy branching, as well as

other important metrics such as the ignition time and adiabatic flame temperature.
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1.1.4.3 Numerical investigations

The use of such a mechanism in multidimensional numerical studies represents

an important step towards conducting predictive simulations of PAI. Advances in

multidimensional PAI simulations have occurred primarily over the last decade, and

have generally relied on a range of simplifying assumptions and empirical models.

In [104], an uncoupled approach was used, whereby a two-dimensional methane/air

streamer simulation consisting of three species was conducted, and used to initialize a

one-dimensional simulation that described the gas dynamics in the channel. Special

attention was paid to changes in the streamer properties due to the presence of

methane, which was found to considerably reduce the impact of photoionization due

to its large photon absorption cross section.

More recently, simulations of dielectric barrier discharges (DBD) in methane/air

and NSD in hydrogen/air have been conducted in axisymmetric configurations using

more detailed PAI kinetic mechanisms [68, 140, 93]. While these studies provided

comprehensive overviews of the composition of the streamers during and after the

pulse, evolution of the thermodynamic quantities was either modeled empirically, or

neglected entirely. A recent methane/air study [23] extended previous work by us-

ing a three-dimensional PIC-MCC model to study the effect of methane addition on

streamer properties and pulse energy deposition as shown in figure 1.4, but analysis

was limited to the streamer propagation phase.

Efforts have been made to accurately simulate the full PAI ignition process

as well. A semi-empirical model was developed in [29] to approximate the energy

deposition from a NSD without explicitly solving equations for the charged particles
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Figure 1.4: Contour surfaces for the electron number density, energy density, and
power density deposition for streamers in a stoichiometric methane/air mixture at
atmospheric conditions and T0 = 300 K. Streamers are generated in a pin-to-plane
configuration using different pulse voltage strengths. Adapted from [23].
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Figure 1.5: Temperature field at different instants in time for different energy depo-
sition strategies, including direct energy deposition, application of a single NSD, and
application of multiple NSD. Adapted from [14]

and electric field. This strategy was used in both three-dimensional [30] and axisym-

metric configurations [15] to efficiently simulate the heating and ignition of various

air/fuel mixtures across multiple pulses. Similar approaches were explored in [65].

Higher fidelity models have coupled the plasma fluid equations with a reactive flow

solver [62, 140, 93, 147, 14] using both one-way and two-way coupling to study the

PAI of hydrogen/air and methane/air mixtures (as shown in figure 1.5). The stud-

ies relied on axisymmetric configurations to minimize computational costs, and allow

for more detailed chemical kinetic mechanisms. Such comprehensive approaches have

not yet been used to conduct PAI simulations in three-dimensions.

This thesis seeks to resolve these gaps and limitations by conducting tempo-

rally and spatially-resolved simulations of the plasma-assisted oxidation of application-

relevant hydrocarbon/air mixtures via multiple NSPD. Such a task is an inherently

multi-faceted problem that necessitates a comprehensive understanding of a wide

range of topics, ranging from chemical kinetics, to mechanism reduction, to large-
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scale simulations of LTP. In Chap. 2, a high-fidelity plasma ignition kinetic mecha-

nism is studied in 0D under a range of pressures and fuel-types. Next, the ignition

and propagation of streamers in air is studied in Chap. 3 using a plasma fluid model

which has been integrated into a reactive Navier-Stokes solver with adaptive mesh

capabilities. The plasma sheath is characterized, and computational costs are as-

sessed. Finally, a skeletal plasma ignition mechanism is used to simulate multiple

pulses in an ethylene/air mixture in Chap. 4. A summary of the most impactful

findings from this dissertation are provided in Chap. 5, along with recommendations

for future areas of work aimed at further improving the predictive capabilities of the

solver that has been developed.
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Chapter 2

Impact of fuel type and pressure on

plasma-assisted ignition

Investigation of plasma-assisted ignition begins with a zero-dimensional study

aiming to quantify how important parameters such as the initial temperature, pres-

sure, stoichiometry, and fuel type affect ignition of hydrocarbon air/mixtures. The

ignition of methane/air and ethylene/air mixtures via NSPD is simulated in a zero-

dimensional isochoric adiabatic reactor with a detailed mechanism featuring non-

thermal plasma and combustion kinetics. A two-temperature model describes the

non-thermal plasma generated during each pulse, as the strong electric field allows

electrons to attain temperatures that are much higher than those of all other parti-

cles.

On the short time scale of a single nanosecond discharge, the transport of

ions and other neutral particles is assumed negligible and spatial inhomogeneities

in the concentrations of particles other than electrons are due to plasma kinetics

rather than particle transport. Thus, while a zero-dimensional reactor model does

not include transport effects, it describes energy exchanges due to plasma processes

at the head of streamers and in the quasi-neutral region occupied by the streamer’s

body. Zero-dimensional plasma kinetic models are a well established approach in the
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study of chemical plasmas [163].

2.1 Two-temperature reactor governing equations

The mathematical model consists of a set of ordinary differential equations

(ODEs) that describe the evolution of the thermodynamic state of an ensemble of M

species. The number density of each particle class is ni, the internal energy density

of the electrons is ue, and u is the internal energy density of the ensemble of all other

particles. The system of M + 2 ODEs reads

dni

dt
= ωi i = 1, . . . ,M, (2.1)

due

dt
= Qe

du

dt
= Q. (2.2)

In the equations above, ωi is the net rate of formation of particle i and Qe and Q are

the rate of energy gain for the electrons and all other particles. The electron energy

source term reads

Qe = 3kB

(
M∑

i=1, i ̸=e

νel
i

me

mi

)
ne(Te − T )

−
R∑

j=1

δεjω
j
e +QE(t). (2.3)

The first and second terms in Eq. (2.3) represent energy transfers from electrons to

other particles via elastic and inelastic collisions, respectively. mi and me are the

masses of species i and electron mass, νel
i is the elastic collision frequency between

species i and the electron, Te and T are the temperature of the electron and that of all

other particles. δεj is the energy lost by the electron in inelastic collision j occurring
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at a rate ωj
e. The third term in Eq. (2.3), QE(t), represents the energy acquired by

electrons from the electric field during each pulse. The internal energy source term

for the ensemble of particles other than the electrons is Q = −Qe +QE(t).

The discharge consists of a sequence of pulses at frequency f . The energy

density deposited by each pulse is E. The pulse power has a Gaussian profile with

full-width-half-max FWHM, which describes the time between the two points on

the Gaussian curve that are equal to half of the peak value. Pulses are centered at

discrete times tk = t1 + (k − 1)/f with k = 2, . . . , K. Thus, t1 indicates the timing

of peak power during the first pulse.

Thermodynamic properties and rate coefficients for all plasma processes and

conventional combustion chemistry reactions are stored in CHEMKIN format and

evaluated using the two-temperature extension of the CHEMKIN library [63]. More

details about the kinetic model are provided below in Section 2.2. Time integration

of the system of ODEs is performed efficiently with a variable time step and variable

order Backward Differentiation Formula (BDF) implicit method as implemented in

the CVODE solver [53].

2.2 Kinetic mechanism

The kinetic mechanism of Eckert et al. [41] for PAC applications is used in

this study. The mechanism includes the electron, 2 ions (O2
+ and N2

+), 160 neutral

species, and 1167 reactions and features various classes of electron/particle processes

as well as conventional combustion chemistry. The combustion model describes the

oxidation of H2, CH4, C2H4, and C3H8 and has been validated for fuel lean and fuel
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rich conditions at low and high temperatures and pressures up to 40 atm [69].

The set of plasma kinetics includes electron impact processes, whereby ener-

getic electrons collide with ground state species (O2, N2, O, H2, CH4, C2H2, C2H4,

C3H8), resulting in particle excitation, dissociation, and ionization. Vibrational exci-

tation is included for N2, for which the first 8 vibrational levels are considered, along

with electronically excited levels for O2, N2, and O, and corresponding de-excitation

reactions. Reactions describing electron interactions with radicals and combustion

products have been omitted in order to reduce the mechanism complexity at this

stage.

The rate coefficients of collisions involving electrons and heavy species de-

pend on the electron temperature and are not well-described by the Arrhenius form,

necessitating special functional fits. The rate coefficients for all processes involving

high-energy electrons in the mechanism from Ref. [41] were recomputed using the

most recent cross section data from the LxCat database [112] and the Boltzmann ki-

netic solver BOLSIG+ [50], and parametrized as a function of Te, using the JANEV

functional forms available in CHEMKIN. The mechanism along with updated reac-

tions is available in the appendix.

As described in [3], data from a series of low pressure (≤ 1 atm) experi-

ments have been used to validate the mechanism extensively. The cross sections

used by BOLSIG+ to model electron/neutral collisions are not measured or obtained

theoretically at elevated pressures (≫ 1 atm), however it is generally understood

that pressure effects are less important for two-body electron/molecule interactions.

Quenching of vibrationally and electronically excited nitrogen and oxygen may be
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impacted by elevated pressure, but the data in the literature are scarce.

2.2.1 Assumptions and limitations of the two-term approximation for
the electron distribution function

BOLSIG+ solves an approximate form of the Boltzman equation (BE), which

for electrons in an ionized gas is given as

∂fe
∂t

+ u · ∇fe −
e

me

E · ∇ufe = C[fe], (2.4)

where fe is the electron velocity distribution function, ∇u is the velocity-gradient

operator, and C[fe] represents the rate of change of fe due to collisions. To solve

the BE, it is assumed that the electric field and collision probabilities are spatially

uniform on scales comparable with the electron mean free path (MFP) λe. Under

these assumptions fe becomes symmetric in velocity space around the direction of

E, and can be rewritten in spherical coordinates as

∂fe
∂t

+ vcos θ
∂fe
∂z

− e

me

E

(
cos θ

∂fe
∂v

+
sin2 θ

v

∂fe
∂cos θ

)
= C[fe], (2.5)

where v, z, and θ are the velocity magnitude, direction of the electric field, and

angle between the velocity and electric field direction, respectively. It is further

assumed that the electric field and electron distribution are stationary on time scales

comparable to the electron collision frequency ν.

The distribution function fe is expanded using spherical harmonics, and the

first two terms from the expansion are retained

fe(v, θ, z, t) = fe,0(v, z, t) + fe,1(v, z, t)cos θ, (2.6)
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where fe,0 and fe,1 describe the isotropic component of fe, and an anisotropic per-

turbation, respectively. It is known that more terms (6 or more) should be retained

for high accuracy results, but the two-term approximation is widely used for the

simulation of fluid discharges. The two-term approximation does however fail when

the reduced electric field strength E/N is sufficiently large that fe becomes highly

anisotropic and collisions are mostly inelastic. Equation 2.6 is substituted into equa-

tion 2.5 and a system of two equations in the two unknowns fe,0 and fe,1 is solved

(with further details available in [50]). Once the two functions are solved for, impor-

tant parameters that depend on fe are calculated, including electron transport and

rate coefficients, collisional frequencies, and mean electron energies.

Thus, electron parameters account for departures of the electron energy dis-

tribution from a Maxwellian as well as for anisotropy brought by the directionality

of the electric field, albeit only as described by the two-term approximation. More

details about the consistency of the electron transport properties and the plasma

fluid model are provided in [50].

For the work presented in this dissertation, relevant coefficients and param-

eters are evaluated via BOLSIG+ as functions of E/N for a fixed gas mixture (i.e.

it is assumed that the gas composition, temperature, and pressure are constant).

Gas mixture conditions for the simulations conducted and discussed in this disser-

tation, however, vary in both space and time, and changes in the gas composition

and conditions can impact collision frequencies, and other parameters obtained from

BOLSIG+. These effects are neglected entirely, although it is shown that their im-

pact is modest in most cases.
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The validity of the model and underlying assumptions can be evaluated by

first examining the rate coefficients for selected elastic and inelastic collisions. To ex-

amine the effect of changes in the mixture conditions, three cases are considered: at-

mospheric air at 300 K, atmospheric air at 1000 K, and a stoichiometric ethylene/air

mixture at atmospheric conditions and 300 K. Results are shown in figure 2.1 and

show that the rate coefficient for selected elastic collision reaction is greater than

rate coefficients for the selected inelastic collisions across the full range of reduced

electric field strengths shown (which reflect the largest electric fields encountered

throughout the work presented in this dissertation), indicating validity of the two-

term approximation for the electron distribution function. It is also observed that

changes in the mixture conditions have a modest impact on rate coefficients at lower

field strengths, while there is almost no impact at stronger electric field strengths.

It is also important to consider the total electron/neutral collision frequency

ν, which is provided in figure 2.2 for the same set of mixtures. It is observed that

the collision frequencies ranges from 1011 < ν < 1013 1/s across the relevant set

of reduced electric field strengths, implying collisional timescales tc = 1/ν between

10−13 and 10−11 s. The assumption of a stationary electric field is thus judged to

be reasonable, as tc ≪ tp ≪ tf , where tp is the timescale associated with the pulse

duration, taken to be the range of pulse FWHM values considered (1.5 × 10−8 <

tp < 6 × 10−8 s), and tf = 1/f is the timescale associated with the pulse frequency

(2× 10−6 < tf < 2× 10−4 s).
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Figure 2.1: Rate coefficients for elastic collisions between electrons and N2 (E + N2

→ E + N2), inelastic collisions resulting in vibrational excitation of N2 (E + N2 →
E + N2(v3)), and inelastic collisions resulting in dissociation of N2 (E + N2 → E +
2N). Results are shown for atmospheric air at 300 K (solid lines), atmospheric air
at 1000 K (dashed lines), and stoichiometric ethylene/air at atmospheric conditions
and 300 K (dotted lines).
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Figure 2.2: Electron collision rates as a function of the reduced electric field strength
for the same mixtures at atmospheric pressure as in Fig. 2.1.
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2.3 Results

2.3.1 Preliminaries and overview

PAI of fuel/air mixtures via NSPD is simulated with a two-temperature iso-

choric and adiabatic reactor. For all cases, the initial temperature T0 is 800 K,

which is representative of applications in power generation and hypersonics alike.

The study considers methane and ethylene fuels, various stoichiometries, and initial

pressures p0 from 0.5 to 30 atm. While it is known that at elevated pressures, plasma

streamers exhibit modified behavior, as they become filamentary in nature and the

deposition of energy becomes less homogenous [141], these effects are are ignored in

the present 0D study.

The discharge parameters are varied across a range of values that guarantee

ignition within 100 µs. Discharge frequencies between 5 and 500 kHz, FWHM be-

tween 15 and 60 ns, and single pulse energy densities between 15 and 15,000 mJ / cm3

are explored. A wide range of energy densities is explored due to the wide range of

pressures. The reactor is initialized with pressure p = p0, temperature T = Te = T0,

and a mixture of fuel and air with equivalence ratio Φ.

Figure 2.3 presents an overview of the temporal evolution of the reactive

mixture during a NSPD and is characteristic of all ignition events considered in this

study. The values of energy density per pulse employed in the study are comparable

to those in experimental studies on PAI. [76] report using 0.8-3.2 mJ per pulse in a

discharge channel volume of ∼17 mm3to ignite a mixture of methane and air at 1

atm and 850 K.
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Figure 2.3: Time evolution of the mean electron energy ε, number density of select
species and gas temperature during ignition of a 0.5 atm stoichiometric methane/air
mixture for (a) a single pulse and (b) multiple pulses (E = 31.9 mJ cm−3, FWHM =
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During each discharge, the electrons reach peak mean energies ε ≈ 6.5 eV

(before which an inflection corresponding to rapid vibrational excitation of N2 is

observed), followed by rapid cooling. Energetic electrons form excited state particles,

mostly of O2 and N2 and the quenching reactions that follow excitation (e.g. N2
∗ +

O2 → N2+2O) result in the formation of radicals as the excited particles thermalize.

This process is known as ultra-fast heating [144], marked by a modest increase in T .

Across multiple pulses, radicals and transient species exhibit sawtooth profiles

shown by the O radical. As reactants are consumed, the peak concentrations of

combustion radicals during each pulse decrease, though this trend is not visible in

the log scale in Fig. 1. After a number of pulses, the concentration of carbon dioxide

increases abruptly, signaling that conventional exothermic reactions undergo a rapid

acceleration consistent with an ignition event. Thus, the instant in time when the

rate of change of the number density of CO2 peaks is taken to represent the time of

ignition t∗. Then, the time to ignition (TTI) is defined as τ = t∗ − t1, where t1 is

the timing of the peak discharge power during the first pulse. Thus, τ represents the

interval between the first pulse and ignition. Following ignition, the gas temperature

continues increasing due to the relaxation of the remaining excited species, eventually

reaching a thermochemical equilibrium.

2.3.2 Pressure effects on τ

Achieving fast and reliable ignition requires understanding the factors that

impact τ most. We found that fuel type, mean energy deposition rate W = Ef , and

initial pressure p0 account for most of the variation in the time to ignition across
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Figure 2.4: Compensated time to ignition τ /(p0/p
∗)b for (a) methane/air and (b)

ethylene/air stoichiometric mixtures (T0 = 800 K, 15 ≤ FWHM ≤ 60 ns)as a func-
tion of the dimensionless mean energy deposition rate W/W ∗ alongside fits of the
form τ = C(W/W ∗)a(p0/p∗)b: C = 59 µs, a = −0.84, and b = 0.87 for methane and
C = 29.9 µs, a = −0.72, and b = 0.66 for ethylene.

cases.

Figure 2.4 shows τ for stoichiometric mixtures of methane/air and ethylene/air

at 800 K and several combinations of 15 ≤ E ≤ 15, 000 mJ cm−3, 5 ≤ f ≤ 500 kHz,

15 ≤ FWHM ≤ 60 ns, and 0.5 ≤ p0 ≤ 30 atm. The data are reported in com-

pensated form τ /(p0/p
∗)b versus W/W ∗, where p∗ = 1 atm and W ∗ = 10 kW cm−3

are reference quantities. Fits of the form τ = C(W/W ∗)a(p0/p∗)b are shown along-

side the data from simulations and the parameters are provided in the caption for

methane and ethylene.
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Several important conclusions can be drawn from Fig. 2.4. First, τ depends

on the energy deposition rate W = Ef and not on the energy density per pulse E

and pulse frequency f , separately. In other words, less energetic and more frequent

pulses are equivalent to more energetic and less frequent pulses. Second, τ decreases

as the mean energy deposition rate W increases, so that faster ignition is achieved

by either increasing energy density E or frequency f . Third, the power law model

is broadly consistent with the ignition behavior of the two reactive mixtures, so that

τ ∼ pb0 at constant mean energy deposition rate and τ ∼ W a at constant pressure.

The agreement is rather convincing, especially because the ranges of values spanned

by τ , W and p0 are broad, encompassing values relevant to applications.

Finally, the response of τ to changes in p0 and W , pressure and power, are

distinctly different for methane and ethylene. According to the model, W ∼ p
−b/a
0 for

constant τ , so that −b/a = 1.04 for methane and −b/a = 0.92 for ethylene, pointing

to the fact that the energy per unit mass of the mixture required to keep τ constant

increases as pressure increases for methane/air, while it decreases for ethylene/air

mixtures. This highlights an important sensitivity of the kinetics of PAI to pressure

and fuel type.

2.3.3 Pressure effects on plasma and combustion kinetics

In order to separate the contributions of plasma kinetics and combustion

chemistry to the dependence of τ on pressure, we conducted additional simulations

with direct heating of the gas. In these auxiliary simulations, the power QE is

delivered directly to the gas, defined here as the collection of all particles other than
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Figure 2.5: Ratio of time to ignition ξ = τ/τT for methane/air and ethylene/air as
a function of p, keeping the energy per unit mass constant. The effect of (a) energy
and (b) equivalence ratio are shown.

electrons. This approach results in thermal heating of the mixture on the same

time scales of the discharge pulses without the generation of high-energy electrons

responsible for the production of radicals.

The time to ignition with direct gas heating is indicated with τT and the ratio

ξ = τ/τT is defined and shown in Fig. 2.5 as a function of pressure for the two fuels,

mixtures of varying stoichiometry, and several mean energy deposition rates. The

data are obtained as follows. Starting from p0 = 0.5 atm and W = 34 kJ cm−3 s−1,

the pressure is varied and W is adjusted in order to keep the mean energy deposition
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rate per unit mass constant. In practice, this means that as p0 increases, W increases

by the same factor. The FWHM is held constant and equal to 15 ns and the frequency

is f = 100 kHz for all cases. The same simulations are repeated for Φ = 1.0, 0.75, 0.5,

and for higher and lower values of W in order to explore the dependence of ξ on Φ

and W .

The following trends are apparent in Fig. 2.5. First, ξ ≤ 1.0 for nearly all

ethylene/air mixtures and all cases considered, indicating that PAI of ethylene is

energetically more efficient than ignition via direct gas heating (meaning the same

power deposition leads to a faster ignition). Interestingly, the same remains true

even as pressure increases, which suppresses radical production as discussed later.

Nonetheless, ξ does display a minor increase with increasing pressure. Second, ξ < 1

at low pressures (p0 < 3 atm) for methane/air mixtures, while ξ becomes greater

than unity and continues to grow as pressure rises. This trend points to a loss of

efficiency of PAI of methane for higher pressures. Third, the two conclusions hold

true qualitatively even as the equivalence ratio and the mean energy deposition rate

change. Fourth, a dependence of ξ on Φ for C2H4 ignition is observed, as decreasing

Φ leads to less C2H4 oxidation, lower amounts of heat release, and thus less efficient

ignition.

To conclude, PAI loses its advantages in terms of shorter τ as pressure in-

creases, but the value and rate of increase of the ratio τ/τT differ significantly for

methane/air and ethylene/air mixtures.
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2.3.4 Stoichiometry effects on ignition efficiency

Ignition efficiency and flame stability are of great importance when it comes to

the combustion of both methane/air and ethylene/air mixtures. Ethylene is a proxy

for fuels used in supersonic combustion; conditions in supersonic combustors are

often highly turbulent and chaotic, and mixture properties such as local equivalence

ratio can vary greatly from location to location. Methane is used as a fuel in gas

turbines for power generation, where lean conditions and high pressures can create

problems for flame stability.

In order to explore the effect of non-equilibrium plasma on mixtures of varying

equivalence ratio Φ, a series of ethylene/air simulations have been run for p0 = 0.5

atm and T0 = 800 K. Pulse settings have been kept the same for each simulation,

with pulse FWHM = 10 ns, f = 200 kHz, P = 500 kW/cm3. Enough pulses have

been used to ensure that for each simulation, ignition occurs prior to the final pulse.

Results for both plasma heating and direct heating strategies are presented in Fig.

2.6:

As seen in section 2.3.3, for ethylene/air mixtures, the plasma heating is a

more efficient strategy than direct heating across pressures. This trend holds true

across equivalence ratios as well. It is also interesting to note that peak ignition

efficiency occurs at different points for each strategy, with ignition occurring earliest

at stoichiometric and slightly fuel rich conditions for the plasma heating strategy, and

at lean conditions in the case of direct heating. As expected, as conditions become

very lean or very rich, ignition efficiency drops.
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The analysis presented in section 2.3.3 is expanded to include equivalence

ratio effects. As before, a series of methane/air and ethylene/air simulations are run

for 0.5 < p0 < 30 atm, with 0.5 < Φ < 1, .0 for methane, and 0.5 < Φ < 1.5 for

ethylene. The pulse settings used were FWHM = 15 ns and f = 100 kHz. Starting

from p0 = 0.5 atm and W = 3.4 kJ cm−3 s−1, the pressure is varied and W is

adjusted in order to keep the mean energy deposition rate per unit mass constant.

Results are presented for methane/air and ethylene air in Fig. 2.7.

Several conclusions can be drawn from the results. First, it is apparent that

in comparison with ethylene, methane ignition is fairly insensitive to equivalence

ratio, as the trends in pressure observed at stoichiometric conditions persist for leaner

mixtures. At higher pressures (p0 > 20 atm), there is a minor equivalence ratio effect,

with leaner mixtures taking a relatively longer amount of time to ignite (compared

with the thermal ignition time τT ).

Ethylene ignition, in contrast shows a greater dependence on equivalence ra-

tio. It is apparent that the trends shown in Fig. 2.6 for Φ = 0.5 persist at higher

pressures as well. For a given pressure, plasma ignition performs best under slightly

fuel-rich conditions, while thermal ignition performs well under slightly lean condi-

tions. The equivalence ratio and pressure trends interact, leading to an appreciable

decrease in ignition efficiency for lean fuels under high pressure conditions. In fact,

for the leanest mixtures tested in this study (Φ = 0.5), thermal ignition outperforms

plasma ignition (ξ > 1) for pressures exceeding 20 atm.

An interesting departure in these trends is observed for fuel-rich ethylene/air

mixtures. In contrast to all other cases discussed, plasma ignition efficiency actually
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improves relative to thermal ignition with increasing pressure. This would indicate

that the trends observed in Fig. 2.6 become exaggerated as pressure increases.

2.3.5 Impact of pulse frequency and duration on ignition

The impact of pulsing parameters on TTI was investigated using stoichiomet-

ric methane/air and ethylene/air mixtures at 0.5 atm, and 800 K, characteristic of the

conditions seen in supersonic combustion applications. Pulse frequency f has been

varied from 5-500 kHz, peak power density P is varied from 500 - 480,000 kW/cm3,

and pulse FWHM is varied from 15-120 ns. Given the Gaussian pulse profile used

in the study, P and FWHM can be used to calculate the energy density per pulse

as E = P
√
2πσ, with σ = FWHM/(2

√
2ln2). TTI for each case can then be plotted

against the energy deposition rate W , calculated as Ef . Results are presented in

Fig. 2.8 for methane (a) and ethylene (b).

Several conclusions can be drawn immediately from the data. First both fuels

display a power law dependence of TTI on W , with faster ignition obtained for larger

energy deposition rates. Since the energy deposition rate is the product of the pulse

frequency and the energy density per pulse, one can conclude that these two factors

alone do not play a primary role in determining TTI, and that weaker, more frequent

pulses are roughly equivalent to stronger, infrequent pulses. Second, for a given W ,

ethylene ignites more readily than does methane.

For a given W , a larger FWHM corresponds with a lower peak pulse power P ,

while the opposite is true for shorter FWHM values. Finally, it appears that there is a

secondary effect of pulse FWHM on TTI. This is seen more clearly in Fig. 2.9a, which
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Figure 2.8: TTI as a function of energy deposition rate for 15 and 60 ns FWHM
pulses at various f and P for methane/air mixtures (a) and ethylene/air mixtures
(b).

illustrates the impact of pulse FWHM on TTI for both fuels, for an energy deposition

rate of 3.2 kW/cm3 , a pulse frequency of 100 kHz, and a single-pulse energy density

of 32 mJ/cm3. In order to keep E constant, the peak pulse power P is increased

in proportion with decreases in FWHM. As FWHM decreases and P increases, the

mixture ignites more efficiently, as a shorter TTI is achieved with the same power

deposition. In addition, the dependence of TTI on f is shown in Fig. 2.9b, with a

fixed energy deposition rate of 3.2 kW/cm3, and a pulse FWHM of 15 ns. In order to

hold W constant, the single-pulse energy density E is increased proportionally with

decreases in f . It is apparent that all else held constant, lower pulse frequencies, and

thus higher single-pulse energy densities, lead to a more efficient ignition.
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Figure 2.9: TTI as a function of (a) pulse FWHM for constant W , f , and E and (b)
pulse frequency for a constant W and FWHM.

To summarize, TTI is primarily governed by the energy deposition rate, as

previously observed. Secondary dependencies of TTI on pulse FWHM (holding W ,

f , and E constant), and pulse frequency (holding W and FWHM constant) are also

observed. It is found that for a given energy deposition rate, higher peak pulse powers

and single-pulse energy densities are preferable for obtaining a faster ignition.

2.3.6 Radical production

One primary mechanism leading to loss of efficiency for PAI as pressure in-

creases is related to the dependence of the peak mean electron energy εmax on pressure

p0. As shown in Fig. 2.10a, the peak mean electron energy drops rapidly as pressure

increases. It is also apparent that increasing the mean energy deposition rate W by
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increasing the energy density deposited with each pulse E does not impact the effect

of pressure on εmax. These trends are general and independent of the fuel/air mixture

composition on the account that εmax is controlled by the collisions of electrons with

air molecules.

The decrease in εmax with pressure has important implications for the gen-

eration of excited species and radical production. The electron energy distribution

function and the associated mean electron energy control electron/particle interac-

tions. This is due to the fact that inelastic collisions have specific energy thresholds.

Vibrational excitation of N2 requires an electron energy in the range of 0.1 to 3 eV,

while electronic excitation of N2, dissociation, and ionization require higher energies,

in the range of 6 to 16 eV.

Thus, the lower the pressure, the higher the mean electron energy and the

greater the rates of production of electronically excited N2, which is efficient at

creating O radicals through collision with O2. Conversely, as pressure increases, the

discharge energy contributes mostly to the vibrational excitation of N2, which does

not lead to the production of radicals. This also explains the energy budgets in less

efficient ignition cases (for a given input energy).

The dependence of the so-called energy branching of the plasma discharge on

pressure is well known and shown in Fig. 2.10a, which depicts the ratio of electronic

and vibrational electron energy losses (Ωel/Ωv), averaged over 10 µs (one pulse).

The impact this has on the generation of radicals is demonstrated in Fig. 2.10b,

which shows the pulse-averaged rate of production of combustion radicals as a func-

55



3

4

5

6

0 10 20 30
0.5

1

1.5

2

2.5

3

3.5

4

p0
(atm)

εmax

(eV)

Ωv/Ωel

102

103

1 10 p0
(atm)

Ω/n0

(eV)

Ωv/Ωel(a)

1×W
2×W

(b)

O
H

OH

Figure 2.10: (a) Peak value of the mean electron energy εmax during the first discharge
pulse for two sets of power deposition rates, and ratio of vibrational excitation losses
(Ωv), to electronic excitation losses (Ωel) averaged over the first pulse, as a function
of pressure. (b) Average radical production (kmol/m3-s) for the dataset described
in Section 2.3.3, normalized by initial number density n0 for CH4.

56



92% 0.343 

OH

OH

CH3CH3

CH4

62% 0.232 / -62% -0.232

+
H

O
2

,C
H

3
O

2

+CH3

-23% -0
.088 

+CH3

-2
3
%

 -
0
.0

8
8

CH2O
-61%

 -0.253

+
C
H
4 -3

2
%

 -
0
.1

2
1HCO

+
C

H
4

,C
H

2
O

,H
O

2

-0
.0

5
0

+CH2O

21% 0.080

N2
*,E

3
9
%

 0
.1

7
6

2
9
%

 0
.1

2
1

-1
2
%

(a)

97% 0.132 

OH

OH

CH3CH3

HO2

40%0.033 / -24% -0.033

+CH3

-81% -0
.066 

+CH3

CH2O-55%
 -0.066

+
C
H
4

-4
7
%

 -
0
.0

6
3

+
C

H
4

,C
H

2
O

,H
O

2

32% 0.026

N2
*,E

5
3
%

 0
.0

6
3

(b)

Figure 2.11: Pathway analysis for O, H and OH during CH4 ignition, averaged
over the first two pulses for (a) 0.5 atm and (b) 30 atm, with the same pulsing
conditions in Section 2.3.3. Percentages of production (blue) and consumption (red)
are shown, along with average rates normalized by the initial number density n0.
Arrow thickness is proportional to the average rate.

tion of pressure. The rate of production is normalized by the initial number density

n0 in order to compensate for the increase in mixture density brought by pressure.

It is apparent that the normalized rate of formation of all three radicals decreases

as pressure increases. A similar decrease in the rates of formation of radicals in

ethylene/air mixtures is found (not shown).

2.3.7 Fuel effects

A comprehensive analysis of the kinetics processes responsible for the loss of

efficiency of PAI in methane/air mixtures with pressure and the resilience of the

same PAI in ethylene/air is presented next by considering detailed pathways for

low and high pressure ignition cases. The low pressure case features p0 = 0.5 atm

and W = 34 kW cm−3, while the high pressure case features p0 = 30 atm and
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W = 2.04 MW cm−3, so that the mean energy deposition rate is scaled in order to

keep the energy per unit mass constant.

In Fig. 2.11, nodes indicate species and arrows indicate reactions. For the

sake of clarity, only the major pathways are shown. For each plot, the thickness of

the arrows is proportional to the normalized rate of progress of the specific reaction

averaged over 20 µs (two pulses). The rates are normalized by n0 to account for

variations brought by density and pressure and facilitate comparisons between the

low and high pressure cases. Percentages next to the rates are computed for each

reaction relative to the total rate of formation (positive numbers) or total rate of

destruction (negative numbers) for the radicals involved in each reaction.

We begin by considering the pathways involving O, H, and OH in Fig. 2.11a

and Fig. 2.11b, respectively. While the data are shown for methane/air ignition

similar results are obtained for ethylene/air because the plasma reactions involved

pertain to air mostly.

Plasma reactions are responsible for 92% to 96% of the rate of formation of

O and for a more modest contribution to H (20 to 32% at low and high pressure),

mainly through collisions of CH4 with electrons and electronically excited N2. We

find that O radicals are crucial in the breakdown of methyl radicals through CH3 +

O −−→ CH2O+H, which is also an important source of H. O promotes ignition via

attacks on methane to form methyl (CH4+O −−→ CH3+OH) and on formaldehyde

to produce formyl (CH2O + O −−→ HCO + OH). At low pressure, H contributes

to the formation of OH via the breakdown of hydroperoxyl (HO2 + H −−→ 2OH).

These sources of OH account for 2/3 of the overall production of OH, which is the
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radical most involved in the abstraction of hydrogen from CH4.

At this point, it is important to recall that methane oxidation to carbon

monoxide proceeds through a sequence of intermediates, CH4 −−→ CH3 −−→ CH2O

−−→ HCO −−→ CO, whereby the first three steps require radicals. First hydrogen

abstraction from CH4 to form the methyl radical CH3 requires any one of O, H, or

OH. Next, the formation of CH2O is mostly due to CH3 +O −−→ CH2O+H. Most

importantly, the key step CH2O + H −−→ HCO + H2 requires the H radical. The

formyl radical then reacts with O2 to form CO.

In the high-pressure case, H is consumed by the reaction H + O2 −−→ HO2

instead, which is a well known chain-termination step given that HO2 is a rather

stable species. Thus, regardless of the rates of formation of O and, subsequently,

of all other radicals, the destruction of H to form HO2 conspires to slow down the

conversion of formaldehyde to formyl. At low pressure, this is the largest source of

HCO, accounting for 41% of production. Instead, it becomes insignificant as pressure

increases. Since this is the primary pathway for HCO production, this bottleneck

also limits the production of CO and ultimately CO2, severely mitigating the benefits

of radicals produced via discharges. For every mole of methane converted to methyl,

less than 0.09 moles of CO are created at high pressure. In contrast, around 0.29

moles of CO are created for each mole of CH3 at low pressure.

Although not shown, the pathways of radical formation and consumption are

very similar for ethylene/air mixtures. In particular, the same pathways leading

to the consumption of H to form HO2 are active in ethylene/air mixtures at high

pressure also, but they appear to be inconsequential to the efficiency of PAI. As shown
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Figure 2.12: Pathway analysis for C2H4 ignition, averaged over the first two pulses
for (a) 0.5 atm and (b) 30 atm, with the same pulsing conditions in Section 2.3.3.

in Fig. 2.5, the ignition of stoichiometric ethylene/air mixtures via plasma discharges

and radical production is not hindered significantly at high pressure compared to

direct gas heating. The source for this peculiar behavior lies in the more complex

network of reactions that lead to the formation of HCO in ethylene/air mixtures

compared to methane/air.

Figure 2.12 shows the pathways of ethylene oxidation at low pressure. Com-

pared to methane, ethylene oxidation occurs through a more complex network of

reactions, starting with the initial H-abstraction from ethylene, primarily through

attacks by O and OH. This results in the formation of ethylenyl C2H3 (C2H4 +

O −−→ C2H3 + OH and C2H4 + OH −−→ C2H3 + H2O), vinoxy CH2CHO (C2H4 +

O −−→ CH2CHO + H), and methyl radicals (C2H4 + O −−→ CH3 + HCO). In
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particular, the last of these reactions is significant, as it bypasses the bottleneck

CH2O −−→ HCO and allows for the direct formation of HCO, which is then con-

verted to CO.

Ethylenyl is attacked primarily by O2 to form vinoxy CH2CHO (C2H3 +

O2 −−→ CH2CHO + O) and formaldehyde and HCO (C2H3 + O2 −−→ CH2O +

HCO). The former reaction is an important source of additional O radicals, while

the latter reaction is a second bypass pathway leading to the formation of HCO.

Two additional bypass reaction pathways leading to HCO involve the breakdown

of CH2CHO by O2, ultimately forming CO and CH2O through a complex set of

reactions, and directly via CH2CHO+ (M) −−→ CH2O+CO.

Because the three bypass pathways described above remain active at high

pressure, ethylene ignition is largely unaffected by the loss of H radical to form

HO2. In particular, at 30 atm, for every mole of ethylene that undergoes hydrogen

abstraction, about 0.99 moles of CO are created compared to 0.86 moles at 0.5

atm. This finding is consistent with faster ethylene/air ignitions for ethylene at high

pressure (when keeping the energy density per unit mass of the mixture constant)

and in contrast with methane. The bypass of the step CH2O + H −−→ HCO +

H2 is key to explaining both the shorter time to ignition for ethylene/air compared

to methane/air, as well as the persistent efficiency of PAI of ethylene at elevated

pressures.
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Chapter 3

Ignition and propagation of streamers in air, and

formation of the cathode sheath

Although treated with a zero-dimensional approach in section 2 in order to

focus on the kinetic enhancement effects of LTP, plasma-assisted ignition is inherently

multi-dimensional. Such plasmas are often generated between two pin electrodes by

a voltage pulse. This results in the formation of an ionization wave called a streamer,

characterized by a strong electric field at its head, which promotes ionization and

allows for continued propagation. During each NSD, the curvature of the electrode

tips results in strong local electric fields, leading to the ignition of streamers at both

the anode and cathode. These streamers propagate towards the center of the gap,

eventually connecting and forming a channel of charged and active particles.

Even in the absence of ignition and combustion, the simulation of streamers

represents a significant challenge due to restrictive time step size constraints, and

stringent resolution requirements associated with resolving structures that arise dur-

ing the streamer’s evolution. One such structure is the cathode sheath, which forms

near the cathode surface as electrons are driven away from the region, and space

charge effects generate elevated electric fields O(1000 Td) and steep gradients in the

fields. The remainder of this chapter is dedicated to examining the multi-dimensional
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nature of plasma streamers through its evolution, and understanding the associated

numerical challenges.

3.1 Models and Methods

3.1.1 Governing equations and computational domain

Streamer propagation across a pin-to-pin gap in atmospheric air is simulated

using a plasma fluid model, consisting of transport equations for density, momentum,

energy density, and species mass fractions,

∂ρ

∂t
= −∇ · (ρu) (3.1)

∂ρu

∂t
= −∇ · (ρuu− pI+Π) (3.2)

∂ρE

∂t
= −∇ · (ρuE − pu)−∇p+∇ ·Q

∂ρYk

∂t
= −∇ · (ρveffYk)−∇ ·Fk + ρω̇k, (3.3)

which are solved throughout the entirety of each simulation. In the equations

above, Π, Q, and Fk represent the viscous and diffusive fluxes for momentum, energy

density, and mass fraction of species k, with mixture-averaged transport coefficients

(viscosity, diffusivity, and thermal conductivity) based on Ern and Giovangigli ap-

proximations [42]. In the species transport equation, the effective species velocity

veff = u + zkEµk is used in place of the bulk fluid velocity, where zk is the species

charge number, E is the electric field, and µk is the mobility of species k. The electric
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field is obtained by solving the Poisson equation for the electric potential

∆ϕ = − 1

ε0
ρc, (3.4)

where ϕ is the potential, ∆ is the Laplacian operator, ε0 is the vacuum permittivity,

ρc = e
∑

k zknk is the charge density, and e is the unit charge.

The electron mobility and diffusivity are determined from BOLSIG+ [50]

using cross section data from the Morgan database [112]. Air is modeled as a binary

mixture of nitrogen (79% by volume) and oxygen (21%). As shown in figure 3.1, both

quantities (normalized by the gas number density N) are functions of the reduced

electric field E/N , consistent with a local-field approximation (LFA) [173]. Ion

mobilities are held constant at 2.74 ×10−4 m2/V-s [51].

It is known that the LFA suffers from inaccuracies in regions with large gra-

dients in the electric field (for instance within the cathode sheath) [28, 40]. It was

shown in [48] that at 100 Pa, large inaccuracies in the electron diffusivity and ion-

ization rate in the cathode sheath region were incurred when using a LFA, while

errors in the mobility were more modest. As will be shown in section 2.3, the cath-

ode sheath supports large electric field strengths, which ensure drift effects dominate

over diffusive ones, and low electron number densities throughout most of the sheath

limit errors related to ionization, other than very close to the sheath boundary. Ad-

ditionally, agreement between the LFA and higher order models is known to improve

at higher pressures due to shorter electron mean free paths and energy dissipation

lengths, and LFA has been used in previous studies of discharges at or above atmo-

spheric pressures [16, 145]. It is thus expected that results and trends presented in
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Figure 3.1: Normalized electron transport coefficients in a mixture of N2 (79% by
volume) and O2 (21%) as a function of the reduced electric field E/N . Data calcu-
lated using BOLSIG+ and cross sections from the Morgan database [112].
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this study are valid.

Streamer simulations are conducted using the finite-volume compressible re-

active flow Navier-Stokes solver PeleC, based on the AMReX library [148]. The

computational domain is shown in figure 3.2. All simulations are performed in three

dimensions using a quarter of the full domain, exploiting symmetry in the electrode

in the x and z directions. The axis of the electrodes is oriented in the y direction, and

both the anode (top) and cathode (bottom) protrude from top and bottom planar

surfaces by 7.5 mm. The top and bottom surfaces are part of the electrodes while the

far-field domain boundaries extend 1 cm in the x and z directions from the axis of

symmetry. The choice of domain size has an effect on the solution primarily through

the electric potential and electric field, with larger domains generally resulting in

slightly steeper gradients in the potential near the pin tips. These effects have been

found to be minor for the cases considered, and are thus neglected for the remainder

of this dissertation.

As in [159], electrodes are paraboloids in shape and their geometry is deter-

mined uniquely by the radius of curvature at the pin tip rc, and by the gap length

ℓ. Following [68], an applied voltage with a sigmoid profile

ϕ(t) =ϕmax [σ(t− δ, λ) + σ(t− δ − Tp − Tr,−λ)− 1] , (3.5)

σ(t, λ) =
1

1 + e−λt
, (3.6)

drives the anode while the cathode is grounded. For all simulations, the pulse delay

time is δ = 3 ns, pulse rise time is Tr = 5 ns, the pulse plateau time is Tp = 12 ns,
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Figure 3.2: Electrode configuration and applied voltage profile. Electrode boundaries
are represented with solid lines, while far-field boundaries are shown with dotted
lines.

and the scaling factor is λ = 8/Tr. A range of peak voltages ϕmax and geometries are

explored as discussed later in section 3.2.1.

3.1.2 Validity of the plasma fluid model

In section 2.2.1, the assumptions and limitations of the two-term approxima-

tion for the electron distribution function were highlighted and discussed, and it was

shown that the assumption of a stationary electric field used by BOLSIG+ was valid

across the range conditions observed in the simulations in this dissertation. Atten-

tion is now given to evaluating other major assumptions that underlie the two-term

approximation and plasma fluid model.

As previously stated, BOLSIG+ assumes a spatially homogeneous electric
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field and collision probabilities over length scales comparable with the electron mean

free path λe, which can be calculated [19] as

λe =
1

ν

√
2Ue

me

, (3.7)

where ν is the electron collision frequency, and Ue is the mean electron energy.

BOLSIG+ is used to calculate λe for several different mixtures - atmospheric air at

300 K and 1000 K, as well as a stoichiometric ethylene/air mixture at atmospheric

conditions and 300 K. Cases in air at elevated temperature and pressure are also

considered, with mixtures at 400 K and 2.7 atm, and 500 K and 6 atm. Results are

shown in figure 3.3.
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For the range of reduced electric field strengths considered, λe is O(0.1 - 1

µm). As will be shown later, λ is much smaller than other length scales of interest,

for instance the streamer head thickness δh O(100 µm), the sheath thickness δsh

O(10 - 100 µm), and the gap length ℓ O(1-10 mm). This separation between λe

and other relevant length scales provides further justification for use of the two-term

approximation for the electron distribution function, and the plasma fluid model.

3.1.3 Photoionization

It is well known that the relaxation of excited neutral species produced during

a discharge emit photons that ionize other gas particles. The effects of photoioniza-

tion processes and seed electrons formed in front of the streamer are of critical impor-

tance for a range of physical conditions [72, 117, 55, 56], and modify key properties

such as the streamer radius and propagation speed if the background electron num-

ber density is sufficiently low. It is common practice in the simulation of streamers

in air to assume that the primary contribution to the production of photoions is due

to the ionization of O2 by absorption of photons in the spectral range 98-102.5 nm

(typically generated by relaxation of electronically excited N2). In this case, 102.5

nm is the photoionization threshold of O2, and below 98 nm, photons are readily

absorbed by N2 which has a higher ionization energy, and thus provides a negligible

contribution to the production of photoions [84].

Photoionization is modeled based on the Zheleznyak approximation [185] for

photoionization in atmospheric air:

Sph(r) =
1

4π

pq
p+ pq

∫∫∫
Sion(r

′)

|R|2
Ψ(p|R|)d3r′, (3.8)
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where it is assumed that photon production is proportional to the rate of ionization

Sion. Ψ is the photoionization rate function, a function of the product of p and |R|

(the distance between positions r and r′), pq is the quenching pressure, and position

vector r extends across the entire domain.

While this model describes photoionization accurately, it can be very expen-

sive computationally in large-scale unsteady three-dimensional simulations because

its evaluation requires an integral over the entire domain for each grid point, at ev-

ery time step. Several approaches [137, 11] have been developed in the literature

to approximate (3.8). In [90, 21], the Zheleznyak model is approximated as a linear

combination of functions,

Sph =
nh∑
j=1

Sj
ph, (3.9)

where each component is the solution to a Helmholtz problem

∇2Sj
ph − (λjpO2)

2Sj
ph = −Ajp

2
O2
Sj
ion. (3.10)

A three-term approximation is used in this work (nh = 3) with three terms providing

an accurate approximation over a wide range of conditions. The parameters Aj and

λj are taken from [21]. The photoionization source term Sph is added to the species

production term ω̇k for electrons and O2
+ ions when photoionization is included.

As in [90], homogeneous Dirichlet boundary conditions are used for the so-

lution of the Helmholtz problem, implying that photoionization effects vanish near

electrode surfaces, and in the far-field. It was shown in [21] that while such an

approach guarantees accuracy in the domain’s interior, it leads to an appreciable un-

derestimation of the photoionization source term when there is a source of significant
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ionization (i.e. at the streamer head) near the boundary. In such cases, more accurate

Dirichlet boundary conditions can be formulated by evaluating the full Zheleznyak

integral for all boundary cells. For all simulations conducted in the present work,

streamers form near the pin tips but quickly propagate towards the center of the

gap. It is thus assumed that approximation errors at the domain boundaries are

negligible.

3.1.4 Initial and boundary conditions

Boundary conditions for electrons and ions are taken from [47] and follow a

“two-stream approximation” [123, 34], which considers both a particle flux directed

from the plasma to the wall, and a flux directed from the wall to the plasma. From

there, an expression for the electron flux normal to the electrode boundary (Γe,n) is

given as

Γe,n =
ne

2
v̄ − 2γΓi,n, v̄ =

√
8kBTe

πme

, (3.11)

where v̄ is the electron thermal velocity, calculated using the electron temperature

and mass (Te and me), along with the Boltzmann constant kB. Thus, electrons are

lost to the electrode boundary through the electron thermal velocity term, and are

emitted from the electrode through secondary electron emission, dependent on the ion

flux to the electrode Γi,n, and the secondary electron emission coefficient γ (SEEC).

These modeling choices represent a departure from the boundary fluxes traditionally

used in similar numerical studies, as an extra factor of two is applied to both terms in

equation 3.11. The modeling of boundary conditions for plasma fluid models remains

an open question, due in large part to the inherent complexity of trying to describe
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boundary processes, which require a particle description and the electron distribution

function for a high degree of accuracy. Additionally, it will be shown later that in

the plasma sheath, which is the region most impacted by modeling choices at the

electrode surface, there is only a small degree of sensitivity to the secondary emission

coefficient γ, indicating only a modest impact of the additional factor of 2.

Next, the case of a positive ion is considered, assuming the presence of a

strong electric field. Under this assumption, electric drift processes are assumed

to dominate over thermal motion, and in the presence of a positive electric field

component normal to the electrode surface (En > 0, oriented from the plasma into

the electrode), the ion flux becomes

Γi,n = niVd,i, (3.12)

where the ion drift velocity normal to the electrode surface is Vd,i = µiEn. Conversely,

if En < 0 (the component of the electric field normal to the electrode surface points

from the electrode into the plasma), the flux is simply

Γi,n = 0. (3.13)

An analogous set of conditions can be derived for negative ions, using the same

approach described above. As with the electrons, a homogeneous Neumann condition

is applied at the far-field domain boundaries. The paraboloid pins are represented

using an embedded boundary method with a state redistribution approach [18], which

addresses time step restrictions due to small cut cells.

At the onset of the simulations, the gap itself is occupied by quiescent atmo-

spheric air at T0 = 300 K. Following [159], an initial spatially uniform seed charge
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density ne,0 = nO+
4 ,0 = 1015 m−3 is prescribed in order to approximate the conditions

in the gap after previous pulses [161]. The effect of initial conditions is explored

in section 3.2.3. The concentration of all other ions is set to zero. For the electric

potential ϕ, the applied voltage ϕapp acts as a Dirichlet condition for the driven elec-

trode (anode), while a homogeneous Dirichlet condition is imposed at the grounded

electrode (cathode). Homogeneous Neumann conditions are imposed at the far-field

boundary for all quantities.

3.1.5 Kinetics

The air plasma kinetics mechanism from [118] (itself simplified from [70])

is extended to include electron detachment and volumetric ionization of air due to

cosmic rays and radiation. The mechanism contains 10 species, and consists of 6

ions (N2
+, O2

+, N4
+, O4

+, O2
+N2, and O2

– ), 3 neutral particles (N2, O2, and O),

and electrons. Reactions are summarized in Table 3.1. Following the LFA, the

electron temperature Te is assumed to be a function of the reduced electric field, and

parameterized using data from BOLSIG+ [50].

Also considered is the impact of the radioactive decay of gaseous nuclides,

specifically radon-222 (222Rd), which is present in air in trace amounts. Upon decay,

222Rd emits alpha particles with high energies (4.99 or 5.49 MeV), which ionize

neutral species [75]. The emission of these particles is considered isotropic, and is thus

treated as a volumetric source of ionization, occurring at the same rate everywhere

in the domain. This source term is taken to be S = 10 cm−3 s−1 under atmospheric

conditions [113], and contributes to the production of electrons, N2
+, and O2

+.
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No. Reaction equation kf (units of cm, s, K, Td) Ref.

Electron impact ionization
1 e + N2 → e + e + N2

+ 10(−8.0−400/(E/N)) [118, 70]
2 e + O2 → e + e + O2

+ 10(−7.6−600/(E/N)) [118, 70]
Charge transfer

3 N2
+ +N2 +M → N4

+ +M 5× 10−29 [118, 70]
4 N4

+ +O2 → O2
+ +N2 +N2 2.5× 10−10 [118, 70]

5 N2
+ +O2 → O2

+ +N2 6.0× 10−11 [118, 70]
6 O2

+ +N2 +N2 → O2
+N2 +N2 9.0× 10−31 [118, 70]

7 O2
+N2 +N2 → O2

+ +N2 +N2 4.3× 10−10 [118, 70]
8 O2

+N2 +O2 → O4
+ +N2 10−9 [118, 70]

9 O2
+ +O2 +M → O4

+ +M 2.4× 10−30 [118, 70]
Electron-ion and ion-ion recombination

10 e + O4
+ → O2 +O2 1.4× 10−6 (300/Te)

0.5 [118, 70]
11 e + O2

+ → O+O 2.0× 10−7 (300/Te) [118, 70]
12 O2

− +O4
+ → O2 +O2 +O2 10−7 [118, 70]

13 O2
− +O4

+ +M → O2 +O2 +O2 +M 2.0× 10−25 [118, 70]
14 O2

− +O2
+ +M → O2 +O2 +M 2.0× 10−25 [118, 70]

Electron attachment and detachment
15 e + O2 +O2 → O2

− +O2 f(T,E/N) [70]
16 e + O2 +N2 → O2

− +N2 f(T,E/N) [70]
17 O2

− +O2 → e+ 2O2 f(T,E/N) [4, 126]
18 O2

− +N2 → e+O2 +N2 f(T,E/N) [4, 126]

Table 3.1: Summary of reactions and rates used in this study. Rate coefficients that
depend on E/N and Te use units of Td and K. The parameters for the ionization
rate coefficients are modified from [118, 70] in order to provide a more accurate fit
over a wider range of reduced electric field strengths.
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3.1.6 Advancement Algorithm

Algorithm 1 PeleC advancement framework

1: procedure Advance
2: while t < tout do
3: En = −∇ϕn ▷ Applied voltage ϕapp at anode
4: Sph = Sph(U

n) ▷ Calculated using 3-term Helmholtz approx.
5: S∗ = AD(Un,En) ▷ Electron and ion boundary fluxes applied
6: U ∗ = Un +∆t(S∗ + ωr)
7: Sn+1 = AD(U ∗,En) ▷ Electron and ion boundary fluxes applied
8: U ∗∗ = 1

2
(Un +U ∗) + ∆t

2
(Sn+1 + ωr)

9: FAD = 1
∆t
(U ∗∗ −Un)− ωr

10: ωr = ωr(U
n, FAD, Sph) ▷ Integrated using CVODE [53]

11: Un+1 = Un +∆t(FAD + ωr)
12: end while
13: end procedure

A brief summary of the time advancement framework implemented in the

PeleC finite volume solver is presented in algorithm 1, which is a modification of the

original PeleC time stepping algorithm [1]. Each time step begins with an explicit

calculation of the electric field En along with the photoionization source term Sph, as

shown in steps 3 and 4. The Poisson equation for the potential and Helmholtz equa-

tions Sj
ph are solved using the geometric multigrid solver implemented in AMReX,

using a second-order centered spatial discretization. Next, a second-order predictor-

corrector approach is used to construct a forcing term FAD (representing the effects of

advective, drift, and diffusive processes for all conserved variables U ), through con-

struction of two intermediate “star” states using explicitly-evaluated second-order

advective/diffusive source terms S, and time-lagged reactive sources ωr. Finally, all

conserved variables are integrated cell-by-cell in an implicit manner from time tn
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to tn+1, incorporating reactive processes along with the advective/diffusive forcing,

shown in steps 10-12.

The advective fluxes are evaluated by first using characteristic extrapolation

to compute the left and right states at the cell face ul and ur, after which a Riemann

solver constructs the fluxes for the conserved variables. Fluxes for the charges species

are modified by selecting from ul and ur based on the effective velocity veff. Note

that the boundary fluxes discussed in section 3.1.4 are incorporated whenever the

advective/diffusive source terms are evaluated, as in steps 5 and 7.

The adaptive mesh refinement (AMR) library AMReX [184] (which is used

in PeleC) is used to refine the grid dynamically at locations where large gradients

occur using a hierarchy of grid levels. Time advancement across AMR levels pro-

ceeds without subcycling, meaning that each AMR level is advanced using the same

time step size ∆t = tn+1 − tn, in order to minimize overhead costs. Time advance-

ment with subcycling, in contrast, would advance finer levels with smaller time step

sizes, with synchronization between levels performed multiple times throughout the

time advancement in a recursive manner. Note that the numerical time step size

is discussed in the next section. For each time step, AMR levels are advanced se-

quentially in order of ascending refinement, to ensure that the solution from coarser

levels is available to supply boundary condition data for finer levels at coarse/fine

grid boundaries. As successively finer levels are advanced, synchronization between

coarser and finer levels is performed, whereby data from a finer level l+1 is projected

back onto the coarser level l using a volume-weighted averaging approach, in order

to ensure solution consistency in regions where both coarse and fine data exist. At
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the interface between coarse and fine meshes, data from the coarse level l provides

a boundary condition for the fine level l + 1. Upon successful integration of a fine

level l+1, a refluxing procedure modifies the solution at the coarse/fine interface at

level l in order to ensure discrete conservation.

3.1.7 Numerical methods

One of the most crucial considerations for the simulation of streamers is the

choice of grid. It is known that discharges display sharp gradients near electrode

tips, as well as near the propagating streamer head. In order to resolve such gradi-

ents, minimum grid spacings ∆min ∼ O(1 µm) are usually required for atmospheric

streamers. While some previous 2D studies [159, 140] were successfully conducted

using static grids, this approach is impractical for three-dimensional configurations.

In this framework, multiple adaptive mesh levels are utilized, with higher AMR levels

corresponding to finer grids. An efficient meshing strategy ensures that the highest

AMR levels (which typically account for the majority of the overall number of control

volumes) are restricted to regions that require high resolution and that those regions

are a small fraction of the entire computational domain.

A base mesh consisting of cells with a grid spacing ∆ = 156 µm in each

direction is defined on the domain. Additional levels of refinement are added to

regions characterized by steep gradients in the reduced electric field by considering

the absolute value of the finite difference between adjacent cells,

max(|E/Ni,j,k − E/Ni±1,j±1,k±1|) ≥ 100 Td. (3.14)

In other words, if the absolute difference in reduced electric field between any two
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adjacent cells at a given level exceeds 100 Td, those cells are tagged for refinement.

Additional levels of refinement are added until either the difference drops below the

tagging threshold, or the maximum number of levels specified by the user is reached.

In order to resolve the embedded boundary geometry adequately, cells that intersect

with the surfaces of the electrodes are also tagged for refinement, up to the highest

level. Up to six additional levels of refinement are used (ℓmax = 6), with successive

levels using twice the resolution of the previous level, implying a minimum grid

spacing ∆ = 2.5 µm. The maximum AMR level ℓmax is specified to ensure that

there is not an unnecessarily high degree of grid refinement, which would increase

computational costs significantly. Verification and grid convergence studies have been

carried out extensively on AMReX and PeleC [148, 59, 1], and have demonstrated

the second-order convergence of the solver across a variety of problems.

The performance of the adaptive mesh is demonstrated in figure 3.4, which

shows the reduced electric field near the anode for a typical streamer simulation

shortly after ignition. The finest mesh levels are clustered around the head of the

streamer, which supports the sharpest gradients, while outer regions with gentler

gradients are resolved on coarser meshes. The importance of using an adaptive mesh

strategy is highlighted by the fact that a grid resolution of 2.5 µm across the entire

domain would require 120 B cells, roughly three orders of magnitude more than the

highest number of control volumes considered in our work.

Due to the explicit handling of transport, time step size constraints driven by

the electron drift Courant-Friedrichs-Lewy (CFL) condition and dielectric relaxation

time scale (which is associated with the tight coupling between changes in the electron

78



(  = 2.5 m)

(  = 5.0 m)

(  = 10 m)

2.5
1200
1000
800
600
400
200
0

2.2

2.4

2.3

2.1

Level 6

Level 5

Level 4

y 
(m

m
)

E/N (Td)

x (mm)-0.25 0.250-0.5 0.5

Figure 3.4: Reduced electric field for the reference streamer case (case R). The cells
of the finest grid level used to resolve the head of the positive streamer are clustered
in regions of high reduced electric field gradient, and near the electrode surface,
consistent with the tagging strategy discussed in section 3.1.7.

number density and electric field) must be considered in order to maintain stability

of the numerical solution. Following [170], the time step size is calculated as

δt = min(0.3 δtA, 0.5 δtE), (3.15)

δtA = min

(
∆

|v|eff,e

)
, (3.16)

δtE = min

(
ε0

eµene

)
, (3.17)

where δtA and δtE represent the electron drift and dielectric relaxation time scale

constraints, and minimization occurs across the entire domain and all AMR levels.

The factor of 0.3 used for the electron drift constraint differs from values used in

previous studies [170, 21], and is a consequence of the method of lines used by PeleC.

A maximum time step size of 1 ps is also imposed to ensure solution accuracy.
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No. rc [µm] ℓ [mm] ϕmax [kV] γ ne,0 [m−3] Sph Size [M]

R 50 2.5 15 0.05 1015 No 77.4

C1 50 5.0 15 0.05 1015 No 77.0
C2 300 5.0 15 0.05 1015 No 202.3
V1 50 2.5 10 0.05 1015 No 76.4
V2 50 2.5 20 0.05 1015 No 78.2

I1P 50 2.5 15 0.05 1015 Yes 77.3
I2P 50 2.5 15 0.05 109 Yes 78.0

B1 50 2.5 15 0.01 1015 No 77.5
B2 50 2.5 15 0.001 1015 No 80.5
B3 50 2.5 15 0 1015 No 83.1
B4 50 2.5 15 Γi = niVd,i 1015 No 80.0

Table 3.2: Parameters for pin-to-pin discharge simulations conducted in atmospheric
quiescent air. Case R is the reference simulation. Problem sizes correspond to
the maximum number of control volumes observed during each simulation, summed
across all AMR levels.

3.2 Simulation results

3.2.1 Simulation overview

As in [159], electrodes are modeled as paraboloids with a radius of curvature

rc at the tip equal to 50 or 300 µm and gap sizes of 2.5 mm for the smaller pin

(rc = 50 µm), and 5 mm for rc = 300 µm. The peak voltage ϕmax varies from 10 to

20 kV. The effect of varying boundary conditions, photoionization, and seed charge

are also explored. All simulations are summarized in Table 3.2, and case R is the

reference case.
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3.2.1.1 Streamer ignition and propagation

The curvature of the pins and the application of voltage at the anode result in

elevated electric field strengths near the electrode tips. As the bias voltage increases

during the pulse rise, electron avalanches near the electrode tips lead to rapid ion-

ization, and to the formation of a positive streamer (directed towards the cathode,

with positive space charge at the head) and negative streamer (directed towards the

anode, with negative space charge at the head), as shown in figure 3.5. The two

streamers propagate towards the center of the channel and connect in a matter of

nanoseconds, forming a channel of increased degree of ionization, as shown in figure

3.6.

Additional insight can be gained from examining one-dimensional profiles of

the solution, taken along the axis of symmetry, as depicted in figure 3.7 for t = 5 ns.

The location of the positive and negative streamer heads (located at approximately

y = 1.6 mm and y = 0.6 mm in 3.7(a), respectively) are identified by the presence of

large gradients in number density, and local maxima in the reduced electric field. The

plasma in the channels left behind the propagating streamer heads is approximately

neutral (the space charge density is one to three orders of magnitude lower than the

space charge densities observed at the streamer heads and near the electrode tips),

with a plasma density in the positive streamer about an order of magnitude greater

than the plasma density in the negative one.

The composition of the plasma behind and ahead of the positive streamer

head is shown in greater detail in figure 3.8. There is a peak of positive space charge

corresponding to the streamer head, behind which the space charge drops, and then
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Figure 3.5: (a) Electron number density ne, (b) reduced electric field E/N , (c) sum
of positive ion number densities n+, and (d) space charge density ρc for case R at 5
ns. A positive streamer emanates from the anode, forming a plasma channel with
electrons and positive ions in its wake. A negative streamer with a lower degree of
ionization propagates from the cathode. The cathode sheath is apparent as a region
void of electrons surrounding the tip of the cathode.
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steadily rises in the plasma channel towards the anode (right side of figure 3.8), due

to the fact that electrons are rapidly lost at the electrode boundary. The number

densities of N2
+ and N4

+ ions peak near the streamer head, and then decrease in

the interior of the channel, as they are converted to O2
+ and O4

+ ions (which see

number density increases in the same region) through charge transfer reactions. The

negative space charge is dominated by electrons, with number densities about 2 order

of magnitude greater than that of the negative ions. This is due to the fact that the

rate of electron attachment is negligible under the elevated electric fields, and the

short time scales associated with streamer ignition and propagation do not leave

time for attachment to occur. Ahead of the streamer (left side of figure 3.8), the

space charge is dominated by electrons and O4
+ ions, which is a consequence of the

initial conditions. The thickness of the streamer head δh can also be estimated as

the distance between the two points equal to the peak space charge value ρc,max/10,

and it is found that δh = 100 µm at t = 5 ns.

To characterize the timing of the streamer, the value of the reduced electric

field observed at the head of the positive streamer is shown in figure 3.9, alongside its

location in the gap, defined as the distance from the anode hl. The streamer ignition

time tig can then be defined as the time when the maximum value of E/Npeak is

reached, as the ignition of the streamer coincides with a decrease in the peak reduced

electric field due to space charge shielding of the region near the electrode tip. Upon

ignition, the positive streamer head propagates rapidly towards the cathode, allowing

for the definition of the connection time tconn as the time at which the streamer head

reaches its peak propagation speed. These are shown in figure 3.9, indicated with
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solid lines.

It is also instructive to consider the evolution of the time step size for case

R. As shown in figure 3.10, the electron drift CFL condition is more constraining

than the dielectric relaxation one early on, as the peak electron number density in

the domain is several orders of magnitude smaller than values during ignition and

propagation. As the simulation approaches tig, electron avalanche processes near the

electrode tips lead to a rapid increase in ne, leading to a sudden drop in the dielectric

time scale. For most cases considered in this study, the drift CFL condition is most

constraining during most of the propagation phase, driven by the large electric field

values in the cathode sheath, as described later in 3.2.1.2. This is due to the fully-

explicit time integration approach as discussed in section 3.1.6. For configurations

86



E/Npeak (Td)

t (ns)

tig tconn

0

0.5

1

1.5

2

2.5

0 1 2 3 4 5 6
0

200

400

600

800

1000

1200

1400

hl (mm)

hl
E/Npeak

Figure 3.9: Key quantities detailing the evolution of the positive streamer using cen-
terline data from case R. The streamer ignition time tig corresponds to the maximum
value observed in the time evolution of E/Npeak. The streamer position is indicated
by hl, defined as the distance of the streamer heat from the anode tip. The connec-
tion time tconn is calculated as the time at which the streamer’s head moves at its
peak speed.

87



10−5

10−4

10−3

10−2

10−1

100

101

102

103

0 1 2 3 4 5

∆
t
(n
s)

t (ns)

dielectric
drift

Figure 3.10: Drift and dielectric relaxation time step size restrictions for case R.

when the dielectric relaxation imposes the greatest time step size restriction, the use

of a semi-implicit approach to calculating the electric field, as described in [169], may

be more appropriate.

3.2.1.2 Sheath formation

Of particular importance is the thin region that develops around the surface

of the cathode during the streamer propagation phase. This region has implications

for the evolution of the streamer, as the sheath modifies the potential and resulting

applied electric field, impacting both local properties, such as currents and energy

densities around the cathode, as well as the streamer’s propagation speed.

During the pulse rise, a thin region around the cathode surface acts as a

capacitor, as electrons drift away from the cathode surface while positive ions drift
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Figure 3.11: (a) Electron number density ne, (b) reduced electric field E/N , (c) sum
of positive ion number densities n+, and (d) space charge densityρc near the cathode
tip for case R at 5 ns.

towards it. The resulting space charge separation leads to a layer of positive ions

around the cathode surface with a high electric field as shown in figure 3.11. As

positive ions bombard the cathode surface, secondary electrons are emitted, which

attain high energies in the high electric field region, leading to further ionization. It

is observed that electrons emitted at the electrode surface travel directly to the edge

of the sheath region, at which point the electric field curves around the surface of

the sheath, as shown in figure 3.12(a).

The vast majority of electrons are generated near the edge of the sheath (away

from the cathode surface), where the rate of electron production is the highest, as

shown in figure 3.13. As electrons are generated in this region, their number density

becomes comparable to that of the positive ions, and space charge shielding effects

create a low electric field region where electrons and ions accumulate (corresponding

to the sharp drop in the electron production rate), marking the edge of the cathode
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sheath.

For the streamer simulations conducted, reduced electric field strengths of

up to 5000 Td were observed in the cathode sheath region, introducing considerable

numerical complexity, as discussed later in section 3.2.2. While the validity of contin-

uum models at such high values of the electric field is questionable, it was observed

in [125] that discrepancies of ionization coefficient calculations between a Boltzmann

solver and experimental results from [52] remained under 10% until E/N > 3000 Td.

Since fields above 3000 Td were only observed in small regions close to the cathode

tip, within the sheath where charged particle densities are extremely small, the im-

plications of such errors are judged to be small. Additionally, comparisons between

streamer simulations with fluid models and Particle-in-Cell Monte Carlo collision

(PIC-MCC) approaches in [33] found that while the overall agreement was rather

good (with errors in key metrics such as the propagation speed and peak electric

field strengths under 10%), at higher reduced electric field strengths (≥ 1000 Td),

relativistic electron runaway [131] can also occur. Such processes cannot be captured
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by continuum models, and are neglected in this study as well.

Following [16], a sheath thickness δsh is defined as the distance between the tip

of the cathode and the location along the axis of symmetry where the electron number

density reaches half of that of the positive ions. Assuming a grounded cathode, a

cathode fall voltage ϕcf is defined as the voltage at the edge of the cathode sheath,

taking on values of about 1-4 kV for the cases considered, as shown in figure 3.12(b).

The adaptive mesh in the cathode region is shown in figure 3.14, where it is observed

that the finest level of resolution is required across the entire cathode sheath region,

due to large gradients in the electric field.
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3.2.2 Impact of electron emissions on formation of the cathode sheath

It is known that the modeling of secondary electron emission impacts the

formation and characteristics of the streamer and cathode sheath. The secondary

electron emission coefficient γ has been shown to influence the sheath length, with

larger values of γ corresponding to thinner sheaths and smaller voltages drops. Com-

parisons of cathode sheath behavior using different values of γ are shown in figure

3.15. There is considerable departure from typical sheath formation behavior when

secondary electron emissions are neglected entirely, as a large area devoid of electrons

forms around the cathode, and the cathode streamer does not form.

It is informative to investigate the behavior in the cathode region when differ-

ent modeling choices are made at the cathode surface. Returning to ideas presented

in [47], the number density flux (driven by drift and diffusion) normal to an electrode
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boundary for charged species i can be expressed generally as

Γi,η = −Di
∂ni

∂η
+ niVd,i, (3.18)

where η is the coordinate normal to the boundary. It is apparent then that if the

gradient of any charged particle density normal to the electrode surface vanishes, the

flux obtained is

Γi,η = niVd,i, (3.19)

where i now acts as an index over ions and electrons.

Under these conditions, the cathode acts as a source of electrons during the

build-up to streamer ignition, with electron emission driven by the electron drift

velocity at the electrode surface. It is found that the emission of electrons from the
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cathode is sufficiently high that a negative streamer forms without the cathode sheath

forming. The full range of streamer behavior elicited is depicted in figure 3.16, which

compares results using the electrode surface model described in this section (case B4)

with results using the boundary conditions from section 3.1.4, using γ = 0.05 (case

R) and γ = 0 (case B3). The striations around the cathode surface for case B4 are

driven by a discrete representation of the paraboloid electrode with the embedded

boundary method and its effect on boundary conditions. While modeling choices

at the cathode tip have a significant impact on the solution near the cathode, the

positive streamer is almost entirely unaffected.

Quantitative differences between cases are shown in figure 3.17(a) and (b).

It is apparent that when electron losses at the electrode surface are modeled along

with secondary emission of electrons, the behavior of the streamers are similar, with

higher values of γ leading to faster streamer propagation, thinner sheath regions,

and smaller cathode voltage falls. Elimination of secondary emissions (case B3)

leads to a positive streamer that propagates at a similar speed, but the connection

time tconn is longer, due to the fact that a negative streamer does not form under

such conditions, and the positive streamer must traverse the entire gap. When the

cathode sheath is eliminated (case B4), the negative streamer ignites sooner, leading

to a faster tconn. While it is clear that the boundary conditions at the electrode can

impact the timing of the streamer, it is also observed that until the positive and

negative streamers approach each other, the evolution of E/Npeak is identical across

cases. This has important implications, as the electric field strength at the streamer

head determines the rate of ionization and that of production of ions and excited
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state neutrals.

Given the clear differences in the evolution of positive and negative stream-

ers, consideration is given to how these differences impact the numerical challenges

associated with time integration. The electron drift time step size constraints are

presented in figure 3.18. It is observed that the time step size constraints are most

severe when the cathode sheath is properly modeled, due to the elevated electric

field strengths in this region, which result in large electron drift velocities. When

the cathode sheath is eliminated, the drift CFL condition becomes significantly less

restrictive, allowing for time step sizes larger than 1 ps during streamer ignition and

propagation and leading to greater computational efficiency. Computational effi-

ciency is primarily driven by large stable time step sizes, with a secondary effect due

to the fact that large electric fields in the cathode sheath region result in more strin-

gent spatial resolution requirements. A sharp increase in the stable time step size is

observed around 4.5 ns for the case where the sheath is eliminated, corresponding to

the elimination of the high electric field regions ahead of the positive and negative

streamer heads when the two fronts meet. Such an increase is not seen when the

sheath region forms because high electric fields values are present.

3.2.3 Impact of initial conditions, photoionization, and problem geome-
try

In this section the effect of initial conditions, photoionization, and geometry

are considered, with a focus on how those impact streamer propagation and the cath-

ode sheath region. One particularly important variable is the initial seed number
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density of charges, which in the previous sections was held constant at 1015 m−3.

In the context of repeated voltage pulses and discharges, the amount and spatial

distribution of electrons and positive ions varies significantly, depending on pulse

repetition frequency and voltage, and thermodynamic conditions in the gap, taking

values O(103 - 1011 m−3) [161]. While 109 m−3 is often taken as the seed charge value

under typical initial conditions prior to any pulses, it was found in [38] that the

initial quantity of electrons in the gap may be several orders of magnitude lower due

to electron attachment to molecular oxygen in air. However, due to the large electric

field values leading to ignition, electrons readily detach from O2. It is assumed then

that an initial electron seed number density of 109 m−3 provides a reasonable approx-

imation to gap conditions before pulses, and the effect of the initial concentration of

electrons on streamer’s dynamics is explored.

One of the primary roles of photoionization is to provide free electrons ahead

of the positive streamer head to enable its propagation. As observed in [161], when

a high level of preionization is used (ne,0 = 1015 m−3), inclusion of photoionization

effects results only in a modest increase in the number of electrons ahead of the

positive streamer, and thus a slightly faster ignition time and propagation speed.

This is seen in figure 3.19(a), where it is also observed that photoionization effects

drive a small decrease in the peak electric field during the streamer propagation phase

as in figure 3.19(b), due to smaller gradients of charged particle number densities

and electric potential around the streamer head. The increase in charges around

areas of intense ionization also impacts the cathode sheath region, driving the edge

of the sheath closer to the cathode, leading to a smaller cathode fall, as seen in figure
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3.19(c) and (d).

When the seed charge number density is low, ignition of the positive streamer

is delayed, but the streamer propagates faster. Consistent with previous observations,

the lower preionization level (ne,0 = 109 m−3) creates much higher gradients in the

charged particle number densities, resulting in a noticeably higher peak reduced

electric field.

It is interesting to note here that while the initial seed level has a large

impact on the behavior of the positive streamer, the effect on the negative streamer

is much less pronounced. In all three cases considered, the negative streamer ignites

at approximately the same time (corresponding to the sharp drop in the sheath length

δsh and corresponding cathode voltage fall ϕcf ). The evolution of δsh and ϕcf is quite

similar for the the low and high seed charge cases when considering photoionization,

and support a thinner sheath region with a lower cathode voltage fall, as compared

with the high seed charge case without photoionization.

Results in figure 3.20(a) and (b) mirror results reported in [159], i.e. increasing

the gap length holding pulse parameters constant results in a slower streamer, with

a delayed ignition time, and lower peak E/N . Likewise, for a given pin geometry,

larger peak applied voltages lead to faster ignition and propagation, as well as higher

peak electric fields. Increases to rc also impact streamer behavior, with larger radii

leading to a later ignition, slower streamer propagation, and weaker reduced electric

fields across all streamer phases.

Given the data in figure 3.20(c), we conclude that for a given rc, the evolution
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Figure 3.19: Temporal evolution of (a) hl, (b) E/Npeak, (c) δsh, and (d) ϕcf , taken
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of δsh is quite similar across cases, with a modest difference in cathode streamer

ignition timing seen with changes in ℓ and ϕmax. In addition to a slower ignition

and longer propagation phase, increases to rc result in a thicker cathode sheath (by

about a factor of 2 to 3 for the configurations considered). In addition to differences

in ignition timing, ϕcf displays additional dependencies on ℓ and ϕmax, with shorter

gaps and larger applied voltages leading to greater cathode voltage falls, as seen in

figure 3.20(d).
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Chapter 4

Simulations of the plasma-assisted oxidation of

ethylene/air mixtures

Conducting successful simulations of the oxidation and ignition of hydrocar-

bon/air mixtures via NSD requires a comprehensive understanding of multidimen-

sional structures and complex physical process that arise during streamer ignition,

propagation, and connection, as well as associated numerical challenges. The appli-

cation of multiple discharges to ignite a hydrocarbon/air mixture introduces addi-

tional complexity, necessitating the development of a chemical kinetics mechanism

that captures a wide range of kinetics process (including the excitation, dissociation,

and ionization of air and fuel species via electron impact) but also tractable for use

in large-scale multidimensional simulations, as well as understanding how important

parameters such as pulse characteristics, problem geometry, and mixture conditions

promote ignition. Many of these aspects were explored separately in chapter 2 (in

a zero-dimensional reactor) and chapter 3, however a comprehensive investigation of

the problem necessitates a more unified treatment.

In this chapter, a skeletal mechanism (reduced from the one used in chapter

2) is integrated into the multidimensional plasma discharge solver discussed in the

previous chapter. The full evolution of streamer (from the ignition phase through
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the spark phase) is simulated, and a complete summary of the discharge is presented.

Analysis is then extended to the impact of multiple pulses applied at different fre-

quencies, as well as to changes in the discharge at elevated temperature and pressure.

4.1 Model and numerical methods

4.1.1 Governing equations

Simulations of the plasma-assisted ignition of ethylene/air mixtures in a pin-

to-pin gap are conducted using the reactive Navier-Stokes equations extended to

include a drift-diffusion plasma fluid model using two-way coupling (meaning that the

plasma fluid model and reactive Navier-Stokes equations are solved simultaneously,

and information is communicated between the two models), and Joule heating effects.

The temporal evolution of density, momentum, total energy density, and species mass

fractions are modeled as

∂ρ

∂t
= −∇ · (ρu) (4.1)

∂ρu

∂t
= −∇ · (ρuu− pI+Π) (4.2)

∂U

∂t
= −∇ · (uU + pu) +∇ ·Q+ eneµeE ·E (4.3)

∂ρYk

∂t
= −∇ · (ρ(u+ zkµkE)Yk)−∇ ·Fk + ρω̇k (4.4)

∆ϕ = − 1

ε0
ρc. (4.5)

The equations are identical to those discussed in section 3.1.1, with the ad-

dition of the Joule heating term in equation 4.3. The electric field is E = −∇ϕ,
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which is obtained through solution of equation 4.5, which relies on the charge den-

sity ρc = e
∑

k zknk, and the vacuum permittivity ε0.

Important electron properties, such as the mobility µe, diffusivity De, tem-

perature Te, and various rate coefficients are evaluated as functions of the reduced

electric field E/N , assuming a local field approximation (LFA) [173]. These quan-

tities have been parameterized as functions of the reduced electric field using data

obtained from BOLSIG+ [50]. The BOLSIG+ calculation for electrons in air (mod-

elled as 21% by volume oxygen and balance nitrogen) was performed using cross

section data from the Morgan database obtained from LXCat [112]. Photoioniza-

tion effects are modeled using the Zheleznyak approximation [185], and solved using a

three-term Helmholtz approximation [90, 21]. It was found in [104] that the presence

of hydrocarbons (such as methane) shortens the distance of photon propagation due

to the large photon absorption cross sections for hydrocarbons, impacting photoion-

ization effects and thus streamer behavior. The impact of such effects on properties

such as the streamer ignition time and propagation speed are modest, and are ignored

in this work.

The Joule heating term is calculated using the unit charge e, the electron

number density and mobility ne and µe, and electric field E. It is thus assumed

that Joule heating is primarily driven by the electric field-induced drift of electrons.

This is a reasonable assumption, as the transport of ions is slower by several orders

of magnitude, due to their much larger size relative to the electron. The diffusion

of electrons is also neglected in evaluating the Joule heating, as the strong electric

fields present during a streamer discharge ensure that drift processes dominate over
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diffusion. Consistent with the LFA, the electron energy/temperature is a function of

the local reduced electric field, and is not modeled separately from the gas energy, as

in a local mean energy approximation (LMEA) [121]. It follows that energy gained

by the electrons through Joule heating effects during the pulse increases the gas

energy density instantaneously, which is an approximation. Our previous study [37]

conducted using a LMEA demonstrated that for the conditions considered in this

dissertation, pulse energy is first delivered primarily to the electrons. Electrons then

transfer energy to the gas through collisions over time scales O(10 ns). As this study

is concerned with time scales relevant to ignition and combustion, it is assumed that

the error incurred by assuming instantaneous energy deposition is negligible.

A three dimensional domain with electrodes arranged in a pin-to-pin con-

figuration is used for all simulations, conducted using the compressible flow solver

PeleC, which uses the adaptive mesh refinement library AMReX [148]. The anode

(driven) and cathode (grounded) are located at the top and bottom of the domain,

respectively. The pins are modeled as paraboloids, defined by a pin height (fixed at

1.25 mm) and a radius of curvature at the pin tip rc = 50 µm, and a gap length

ℓ = 2.5 mm defined as the distance between the pin tips. Nanosecond pulsed dis-

charges (NSPD) are applied with a frequency f in order to heat and pressurize the

electrode gap region. Each nanosecond discharge is simulated using a time-varying

sigmoid voltage signal

ϕ(t) = ϕmax [σ(t− δ, λ) + σ(t− δ − Tp − Tr,−λ)− 1] , (4.6)

σ(t, λ) =
1

1 + e−λt
. (4.7)
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Figure 4.1: Electrode configuration; electrode surfaces are represented with solid
lines, while far-field boundaries are shown with dotted lines.

Pulse parameters are held constant for all simulations considered, with pulse delay

and pulse rise and fall time δ = Tr = 2 ns, pulse plateau time Tp = 1 ns, and scaling

factor λ = 8/Tr.

A schematic of the domain is provided in figure 4.1. In addition to the pins,

the top and bottom domain boundaries are treated as electrode surfaces, while the

domain boundaries in the span-wise directions are treated as far-field boundaries.

Dirichlet conditions are applied for the electric potential at all electrode surfaces,

while homogeneous Neumann conditions are applied for charged particles. The pin

surfaces are assumed to be adiabatic which is an approximation that is reasonable

over shorter periods of time O(1 - 100 ns). Gradients normal to the far-field domain

boundaries vanish for all quantities of interest.
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4.1.2 Reduced ethylene/air kinetics mechanism

The kinetics mechanism used in [37] and reduced in [17] is used, and de-

scribes the plasma-assisted oxidation of ethylene. The skeletal mechanism used in

this study includes 57 species and 243 reactions. The mechanism includes 5 charged

species and 11 excited state species (summarized in table 4.1), and reactions that

describe elastic and inelastic collisions between electrons and air/fuel species, result-

ing in vibrationally and electronically excited species, dissociation, ionization, and

electron-ion recombination. The mechanism from [17] has been extended to include

negative ions (O2
– and O– ), and reactions describing electron attachment and de-

tachment, as well as ion-ion recombination. All reactions involving electrons and

ions are summarized in table 4.2.

Plasma Species

Vibrational: N2(v1), N2(v2), N2(v3), N2(v4), N2(v5)

Electronic: N2(A
3Σ), N2(B

3Π), N2(C
3Π), O2(a

1∆), O2(b
1Σ), O(1D)

Charged: E, N2
+, O2

+, O2
– , O–

Table 4.1: Plasma species included in the kinetics mechanism.
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Rxn. No. Reaction Fit type A (cm, s, K, Td) β δε (eV) Ref.

Vibrational excitation
R1 E + N2 → N2(v1) + E Janev 4.4×10−9 – 0.29 [41]
R2 E + N2 → N2(v2) + E Janev 2.6×10−9 – 0.59 [41]
R3 E + N2 → N2(v3) + E Janev 1.8×10−9 – 0.88 [41]
R4 E + N2 → N2(v4) + E Janev 1.1×10−9 – 1.17 [41]
R5 E + N2 → N2(v5) + E Janev 8.9×10−10 – 1.47 [41]

Electronic excitation
R6 E + N2 → N2(A

3Σ) + E Janev 1.8×10−10 – 6.17 [41]
R7 E + N2 → N2(B

3Π) + E Janev 2.1×10−9 – 7.35 [41]
R8 E + N2 → N2(C

3Π) + E Janev 5.5×10−9 – 11.03 [41]
R9 E + O2 → O2(a

1∆) + E Janev 9.6×10−10 – 0.98 [41]
R10 E + O2 → O2(b

1Σ) + E Janev 2.3×10−10 – 1.63 [41]
R11 E + O → O(1D) + E Janev 3.4×10−9 – 1.97 [41]

Impact dissociation
R12 E + N2 → 2N + E Janev 3.4×10−8 – 13.00 [41]
R13 E + O2 → 2O + E Janev 5.9×10−10 – 4.50 [41]
R14 E + O2 → O + O(1D) + E Janev 1.8×10−9 – 6.00 [41]
R15 E + O2 → 2O(1D) + E Janev 3.1×10−8 – 8.40 [41]
R16 E + C2H4 → C2H3 + H + E Janev 3.7×10−9 – 3.80 [41]
R17 E + C2H2 → C2H + H + E Janev 7.6×10−9 – 1.91 [41]
R18 E + H2 → 2H + E Janev 3.9×10−9 – 8.90 [41]

Ionization
R19 E + N2 → N2

+ + 2E f(E/N) 3.3×10−8 – 15.60 [87]
R20 E + O2 → O2

+ + 2E f(E/N) 3.9×10−8 – 12.06 [87]
Electron attachment

R21 E + O2 + M → O2
– + M f(Te) – – – [70]

R22 E + O2 → O + O– FIT1 8.1×10−12 – – [57]
R23 E + O2(a

1∆) → O + O– FIT1 8.7×10−11 – – [57]
R24 E + O2(b

1Σ) → O + O– FIT1 2.3×10−11 – – [57]
Charge transfer and electron detachment

R25 O– + O2 → O + O2
– Janev 1.6×10−11 – – [127]

R26 O2
– + O2 → E + 2O2 FIT1 4.2×10−10 – – [127]

R27 O– + O2 → E + O2 + O FIT1 1.2×10−9 – – [127]
R28 O– + N2 → E + N2 + O FIT1 2.2×10−12 – – [127]

Electron-ion and ion-ion recombination
R29 E + N2

+ → 2N Arr. 4.9×10−5 -0.5 – [41]
R30 E + O2

+ → 2O Arr. 6.0×10−4 -1.0 – [41]
R31 O2

– + O2
+ + M → 2O2 + M Arr. 3.1×10−19 -2.5 – [70]

R32 O– + O2
+ + M → O + O2 + M Arr. 3.1×10−19 -2.5 – [70]

R33 O2
– + N2

+ + M → O2 + N2 + M Arr. 3.1×10−19 -2.5 – [70]
R34 O– + N2

+ + M → O + N2 + M Arr. 3.1×10−19 -2.5 – [70]

Table 4.2: Summary of reactions involving electrons and ions.
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The mechanism also describes quenching of vibrationally and electronically

excited species, which are associated with fast [144] and slow [74] heating processes,

respectively. These plasma processes are coupled with the combustion mechanism

from [69], which describes the oxidation of various hydrocarbon fuels, and has been

validated for both lean and rich stoichiometries, and pressures up to 40 atm.

4.1.3 Numerical methods

The original advancement algorithm used by PeleC is first summarized, with

further details available in [1]. Next, extensions to the algorithm to accommodate

the LFA fluid model are discussed. The reactive Navier-Stokes equations are inte-

grated in PeleC using a finite-volume second-order method-of-lines (MOL) approach.

Advection of the conserved variables (U ) is discretized using a Godunov scheme with

characteristic extrapolation to the cell faces, and a Riemann solver [97]. Diffusive

sources are discretized using a second-order centered approach, and transport coef-

ficients based on Ern and Giovangigli approximations [42].

A predictor-corrector approach is employed, whereby the advective and diffu-

sive sources SAD are calculated multiple times in order to construct an approximation

to the state variable U ∗∗

Sn
AD = A(Un) +D(Un) (4.8)

U ∗ = Un +∆t(Sn
AD + ωr) (4.9)

Sn+1
AD = A(U ∗) +D(U ∗) (4.10)

U ∗∗ =
1

2
(Un +U ∗) +

∆t

2
(Sn+1

AD + ωr), (4.11)
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where A and D represent the advective and diffusive operators, while ωr is a time-

lagged reactive source. From here, an advective/diffusive forcing term is calculated

FAD =
1

∆t
(U ∗∗ − un)− ωr, (4.12)

after which the solution at the next time step is obtained by integrating Un with

FAD and the reactive sources until time n + 1 using CVODE [53]. The time-lagged

reactive source term is then updated for the next time step

ωr =
Un+1 −Un

∆t
− FAD. (4.13)

4.1.3.1 Plasma fluid model

In this section, the time advancement outlined in section 4.1.3 is extended

and modified to incorporate the plasma fluid models. Each time step begins with the

calculation of the electric field. In this study, we adopt a semi-implicit approach [169],

whereby a first-order explicit prediction of the space-charge is used to approximate

the potential at time n+ 1

∆ϕn+1 = − e

ε0

∑
k

zk
(
nn
k +∆t∇ ·

(
−nn

kµ
n
k∇ϕn+1 −Dn

k∇nn
k

))
. (4.14)

Such approaches have been found to reduce the restrictiveness of the dielectric relax-

ation timescale by one to two orders of magnitude. Next, the Helmholtz equations

used to approximate photoionization effects [21] are solved to calculate the pho-

toionization source term Sn
ph. The electric field is then used to evaluate the advective
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source term for charged species and the mean electron energy, and is also used to eval-

uate electron transport coefficients. Each time SAD is evaluated, the Joule heating

source term Sjh is calculated and applied to the gas energy.

It was observed in preliminary simulations that that during each nanosecond

pulse, the electron advective CFL condition (driven by a large electron drift velocity)

was responsible for the most severe time step size restriction. In between pulses,

however, the electron diffusion CFL condition was found to restrict the time step,

and resulted in prohibitively small time steps and overall computational costs. In

order to address this problem, an implicit approach for evaluating the diffusive source

term for electrons D()YE
was adopted

DYE
(Y old

E ) = ∇ · (De∇)Y new
E =

Y new
E − Y old

E

∆t
, (4.15)

where Y old
E = Y n

E and Y new
E = Y ∗

E when equation 4.8 is evaluated, and Y old
E = Y ∗

E and

Y new
E = Y ∗∗

E when equation 4.10 is evaluated. As before, a second-ordered centered

discretization is used, and implicit sources are evaluated whenever SAD is needed.

The updated time advancement approach is summarized in algorithm 2.

4.1.3.2 Grid resolution and time step size

To resolve sharp gradients in the solution (for instance in the streamer head,

and near the electrode tips), grid spacing O(1 µm) is required. As these regions

are typically limited to a very small percentage of the overall domain, the adaptive

mesh refinement (AMR) library AMReX [148] is used to increase the grid resolution

in these regions only. A base coarse mesh consisting of cells with a grid spacing
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Algorithm 2 PeleC advancement framework

1: procedure Advance(U (ρ, ρu, U, nk))
2: while t < tout do
3: En+1 = −∇ϕn+1 ▷ Applied voltage ϕapp at anode, semi-implicit approx.
4: Sph = Sph(U

n) ▷ Calculated using 3-term Helmholtz approx.
5: S∗ = AD(Un,En+1) ▷ Advective/diffusive sources and boundary fluxes
6: DYE

= D(Y n
E ) ▷ Implicit evaluation of the YE diffusive source

7: S∗
U+ = Sjh(U

n,En+1) ▷ Joule heating increases gas energy
8: U ∗ = Un +∆t(S∗ + ωr)
9: Sn+1 = AD(U ∗,En+1)
10: DYE

= D(Y ∗
E)

11: Sn+1
U + = Sjh(U

∗,En+1)
12: U ∗∗ = 1

2
(Un +U ∗) + ∆t

2
(Sn+1 + ωr)

13: FAD = 1
∆t
(U ∗∗ −Un)− ωr ▷ Advective/diffusive forcing term

14: ωr = ωr(U
n,FAD, Sph) ▷ Integrated using CVODE

15: Un+1 = Un +∆t(FAD + ωr)
16: end while
17: end procedure

∆ = 156 µm in each direction is defined on the entire domain. A hierarchy of

successively finer grids are used to resolve steep gradients in the solution, with up

to 7 additional levels of refinement (with a refinement factor 2) utilized (resulting in

∆min = 1.25 µm).

Refinement criteria are defined based on the gradients in the reduced electric

field E/N , temperature T , and pressure p. As described in equation 3.14, cells are

tagged for refinement at a given level when the absolute value of the finite difference

between adjacent cells exceeds a user-specified threshold. For the atmospheric cases

discussed in the remainder of this chapter,the thresholds are ∆E/N = 50 Td, ∆T =

100 K, and ∆p = 0.05 atm. These parameters ensure sufficient resolution of the

propagating streamer head and resulting plasma channel, as well as the heated and
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pressured hot spots that form near the electrode tips, and the subsequent shock

waves. The pin surfaces are represented using an embedded boundary (EB) approach

[58], with a state redistribution scheme [18] used to resolve the small cut cell problem.

In order to ensure the EB geometry is resolved adequately, cells that intersect with

the surfaces of the electrodes are also tagged for refinement, up to the highest level.

Due to their small mass, time step size constraints are largely driven by the

electron dynamics. Specifically, the electron drift Courant-Friedrichs-Lewy (CFL)

condition and dielectric relaxation time scale (which is associated with the coupling

between changes in the space charge density and electric field) control the stable

time step size δt. Following [170], δt is calculated as

δt = min(0.3 δtA, 5.0 δtE), (4.16)

δtA = min

(
∆

|v|eff,e

)
, (4.17)

δtE = min

(
ε0

eµene

)
, (4.18)

where δtA and δtE represent the electron drift and dielectric relaxation time scale

constraints, and minimization occurs across the entire domain and all AMR levels.

The coefficient of 0.3 differs from the original study, driven by requirements of the

MOL strategy. The factor of 5.0 is larger by an order of magnitude as well, due

to the semi-implicit handling of the Poisson equation for the potential discussed in

section 4.1.3.1.
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4.2 Ethylene/air results

4.2.1 Voltage sensitivity

A zero-dimensional study is performed first to characterize the sensitivity of

the solution to the applied voltage. An isochoric and adiabatic reactor with a time-

varying applied electric field strength using the sigmoid profile in equation 4.6 is

used to ignite the plasma, and the impact on the evolution of plasma properties

is examined. A stoichiometric ethylene/air mixture at atmospheric conditions and

an initial temperature of 300 K is considered first, and simulations are conducted

over an interval of 100 ns. The evolution of the electron number density for various

applied electric field strengths is depicted in Fig. 4.2a, where it is observed that

modest changes in the applied electric field strength (∼10%) result in important

changes in the peak electron number density, which varies by approximately 4 orders

of magnitude across cases. This sensitivity extends to the temperature rise ∆T

shown in Fig. 4.2b, which varies from negligible heating for the 70 kV/cm case (not

shown) to O(1000 K) for the 80 kV/cm case. The gas heating and electron number

densities observed across cases range from values typical of corona discharges to spark

discharges.

To understand how this sensitivity changes under conditions that reflect com-

bustion applications, additional cases are run with increasing initial temperature and

pressure according to isentropic compression laws(
p1
p2

)
=

(
T1

T2

) γ
γ−1

, (4.19)

with γ = 1.4. Initial temperatures of T0 = 400, 500, and 600 K are considered.

The resulting initial pressures, mass and number densities are provided in table 4.3.
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Figure 4.2: Temporal evolution of (a) electron number density and (b) gas temper-
ature for various pulse strengths at atmospheric conditions.
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T0 (K) p0 (atm) N (m−3) ρ (kg/m3)

300 1.0 2.446 ×1025 1.169
400 2.737 5.022 ×1025 2.401
500 5.977 8.773 ×1025 4.194
600 11.314 1.384 ×1026 6.615

Table 4.3: Initial conditions used for increasing temperature and pressure PAC
streamer cases assuming isentropic compression and stoichiometric ethylene/air.

Stronger pulses are required to ignite higher pressure mixtures given the increase

in the gas number density. Temporal evolution of the electron number density and

gas heating for the 600 K case are provided in Fig. 4.3. It is again found that

small increases in the pulse strength result in substantial changes in the extent of

gas heating, with similar sensitivity in the electron number density observed as well.

The sensitivity of the pulse strength on T0 and p0 is illustrated in Fig. 4.4,

which shows the change in the gas internal energy density ∆U (at the final time

t = 100 ns) normalized by the gas number density N , as a function of the reduced

electric field. One apparent trend is that as T0 and p0 increase, the mixture becomes

more sensitive to the pulse strength, as evidenced by the steeper slope for the 11.3

atm case as compared with the atmospheric case. It is also seen that the applied

electric field strength corresponding to a given amount of (normalized) deposited

energy does not scale linearly with the gas number density, but rather increases at

a slower rate. In other words, to obtain the same normalized energy deposition for

a case with higher T0 and p0, a lower E/N is required, as compared with a lower

pressure/temperature case.

While the reactor simulation results cannot be used to directly select param-
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Figure 4.3: Temporal evolution of (a) electron number density and (b) gas temper-
ature for various pulse strengths at T0 = 600 K and p0 = 11.3 atm.

119



106

107

108

109

1010

1011

1012

200 250 300 350

∆U(NA/N) (J/mol)

E/N (Td)

1 atm
2.7 atm
6.0 atm
11.3 atm

Figure 4.4: Deposited energy per particle as a function of the peak reduced electric
field strength for the cases outlined in table 4.3.

eters for multidimensional discharge simulations, the conclusions drawn suggest that

in spatially-resolved simulations of plasma discharges, the discharge regime has a

sharp dependence on the pulse strength. The results also provide an indication of

how the pulse strength might be adjusted as T0 and p0 increase.

4.2.2 Single pulse solution

We begin with an overview of the solution during and after a single NSD

in section 4.2.2.1. Next, a detailed analysis of the reactions that contribute most

to the production and consumption of combustion radicals is presented in section

4.2.2.2. Finally, heating and subsequent acoustic expansion in the plasma channel is
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examined, and ignition theory (involving minimum flame kernel radius and ignition

energy) is used to assess and quantify the conditions necessary for a successful ignition

in section 4.2.2.3.

4.2.2.1 Solution overview

A single pulse is applied to a stoichiometric ethylene/air mixture at atmo-

spheric conditions. The applied voltage was selected to produce a streamer in the

glow-to-spark transitional regime, with peak heating of O(1000 K). The voltage pro-

file is given in equation 4.6, with ϕmax = 13 kV. As the applied voltage approaches

its peak value, a negative (anode-directed) streamer ignites at the cathode, and a

positive (cathode-directed) streamer ignites near the anode at time τig (defined as

the time at which the peak value of E/N along the axis is observed). The streamers

propagate towards the center of the gap and eventually meet at τconn (defined as

the time at which the positive streamer propagates at its peak speed), forming a

plasma channel that spans the entire gap. The applied voltage is sustained for a

few nanoseconds before dropping during the 2 ns voltage fall phase, which ends by

approximately 6 ns.

As the streamer propagates, strong electric fields in front of the head result

in the formation of electrons ne, cations n+ (O2
+ and N2

+), anions n− (O2
– , O– ),

vibrationally excited nitrogen nN2(v) (N2(v1), N2(v2), N2(v3), N2(v4), N2(v5)), elec-

tronically excited nitrogen nN∗
2
(N2(A

3Σ), N2(B
3Π), N2(A

3Σ)), metastable oxygen

nO∗
2
(O2(a

1∆), O2(b
1Σ)), combustion radicals nrad (O, OH, and H), and combustion

products nprod (CO, CO2, and H2O). The solution immediately after the applied
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voltage (t = 6 ns) is presented in figure 4.5. The streamer channel is non-uniform

radially, with a narrower structure near the anode (top), and a broader more diffuse

structure near the cathode (bottom).

As observed in figure 4.6, the positive and negative streamers propagate with

an average speed of approximately 106 m/s, in good agreement with values reported

in similar studies [159]. Following streamer connection, space charge shielding in the

plasma channel results in a nearly uniform electric field across the gap.

It is observed that the most active regions (identified as areas with local

maxima in the population of various plasma species) are located near the anode

and cathode tips, as well as near the center of the channel (where the positive and

negative streamer heads meet and connect to form the plasma channel). The regions

near the pin tips are especially active, and undergo rapid heating and pressurization

when the applied voltage is sustained after streamer connection. This is driven by

local maxima in the reduced electric field strength during the propagation phase,

near both the pin tips (due to the pin curvature) as well as in the center of the gap

where the streamers connect.

The increase in temperature near the pin tips is driven by Joule heating, as

demonstrated in figure 4.7(a), which shows the temporal evolution of the electron

number density and reduced electric field strength at a point near the anode lo-

cated approximately 1.8 µm from the anode tip axially, and 0.63 µm off the axis of

symmetry (referred to as point 1). During the first 2.5 ns of the simulation (prior

to streamer ignition), the electric field strength follows the sigmoid profile used to

define the applied voltage. Once the positive streamer ignites (at time τig = 2.6 ns),
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Figure 4.5: Streamer solution (ne, n+, nN2(v), nN∗
2
, nrad, nprod, T , and p) at 6 ns.

The plasma channel is comprised of a narrow region formed by the propagation of
the positive streamer, and a broader region from by propagation of the negative
streamer.
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the electron number density increases rapidly resulting in space charge shielding and

an almost instantaneous reduction in the electric field strength.

There is a transitory phase as the streamers propagate and connect (at time

τconn = 3.7 ns), after which the electron number density further increases by approx-

imately an order of magnitude, eventually reaching a maximum between 4 and 5 ns.

It is during this time that a vast majority of the energy is deposited by the pulse, as

shown in figure 4.7(b). The heating of the gas coincides with the energy deposition,

and peak temperatures in excess of 2000 K are observed near both the anode and

the cathode. The temperature continues to rise even after the energy deposition

phase, due primarily to the quenching of electronically nitrogen species, which are

responsible for fast heating [144].

Detailed insight is provided in figure 4.8, which shows the streamer solution

taken along the axis of symmetry immediately after the pulse. As noted previously,

local maxima are observed near the cathode (y = 0 mm), anode (y = 2.5 mm), and

the location where the streamers connect (y ≈ 1.5 mm). The populations of excited

plasma species are provided in figure 4.8(a). There is a strong correlation between

the population of an excited species and its excitation energy δε, whereby species

with lower excitation energies are present in greater amount in the plasma channel.

This is seen most clearly in the separation between the amount of nN2(v) (which has

excitation energies ranging from 0.29 to 1.47 eV), and the amount of electronically

excited species (N2
∗, O2

∗, and O(1D) with excitation energies ranging from 0.98 to

11.03 eV). The population of N2(v) is one to two orders of magnitude greater than

the population of electronically excited species. Likewise, the population of N2(v1)
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Figure 4.7: (a) Temporal evolution of the electron number density and reduced
electric field strength at point 1, (b) temporal evolution of the temperature at point
1 and total energy deposited.
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(which has the lowest excitation energy) is approximately an order of magnitude

higher than the population of N2(v5) (which has the highest excitation energy of the

vibrationally excited species included in the model).

It is important to distinguish between vibrationally and electronically excited

species due to the fact that they play vastly different roles in the context of ignition

applications. As previously mentioned, the generation and subsequent quenching

of N2
∗ is largely responsible for fast heating. This process occurs over O(10 ns),

and is responsible for a gas temperature rise of O(10-100 K). As discussed later in

section 4.2.2.2, quenching of N2
∗ also plays an important role in combustion radi-

cal generation. In contrast, N2(v) (and long-lived electronically excited species like

metastable O2(a
1∆) and O2(b

1Σ)) persist for much longer periods of time (≥ 10 µs).

The quenching of N2(v) results in a much slower temperature rise known as slow

heating [74]. Over shorter periods of time this heating is negligible, and the gen-

eration of vibrationally excited species acts as a energy sink, effectively trapping a

portion of the pulse energy without any appreciable increase in the gas temperature

or generation of combustion radicals.

The population of combustion radicals in the plasma channel is shown in

figure 4.8(b). It is apparent that O is created in the greatest amount, followed by OH

and H. This is consistent with previous investigations of LTP chemistry [37], which

found that electron impact reactions and electronically excited species quenching

primarily results in the formation of O, which in turn promotes the formation of H

and OH radicals. Combustion products are also formed immediately following the

pulse, albeit in much smaller amounts. The population of CO2 is lower than the
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Figure 4.8: (a) Number densities of excited state species, (b) number densities of
radical and product species along the axis of symmetry at 6 ns.

population of CO and H2O by one to two orders of magnitude. Since conversion of

CO to CO2 is responsible for much of the heat release in conventional hydrocarbon

combustion, this indicates that an ignition event is not imminent.

The temporal evolution of the solution (anion, cation, N2(v), N2
∗ combustion

radical, and combustion product mass densities integrated across the entire domain)

over longer periods of time following the pulse is presented in figure 4.9. The species

masses have been normalized using a reference mass mref = 2.29619× 10−6 g, which

is the mass of the initial gas mixture in a cylindrical region with a height of 2.5

mm, and a radius of 0.5 mm (approximating the volume occupied by the plasma

channel). Following the pulse, there is a transient period during which electrons
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Figure 4.9: Temporal evolution of the total amount of cations, anions, vibrationally
and electronically excited N2, radicals, and products integrated across the entire
domain, normalized using a reference gas mass mref = 2.29619× 10−6 g.

attach to O2 and O, after which the concentrations of cations and anions decay

primarily due to ion-ion recombination reactions (R31-34). N2(v) remains present in

large amounts long after the pulse, in contrast with N2
∗, which is rapidly quenched

after O(10 ns). Combustion radicals are consumed over an interval O(0.1-1 µs).

Combustion products (primarily CO and H2O) are produced both during the pulse

and long after, as combustion radicals generated by the discharge are consumed in

fuel oxidation reactions.

A more complete picture of the solution is provided by radial profiles at various

instances in time and locations across the gap. Two radial profiles are taken across

129



the plane of symmetry: one profile across the top portion of the plasma channel near

the anode (y = 0.5 mm from the anode tip), and one across the bottom portion of

the channel near the cathode (y = 0.75 mm from the cathode tip). The solutions,

provided in figure 4.10, are taken at three instants in time (t = 10, 100, 1000 ns).

Solution profiles taken near the anode are denoted with an “a′′ subscript, while

solutions near the cathode are denoted with a “c′′ subscript.

As apparent in figure 4.5, the radial extent of the plasma channel near the

cathode is greater for all variables of interest. It is also observed that within the

portion of the channel formed by the positive streamer (closer to the anode), the

population of active species is greater than in the portion formed by the negative

streamer (near the cathode). This is due to the fact that the reduced electric field

strength in front of the positive streamer is larger than that in front of the negative

streamer. This is apparent from the solution at 2.8 ns in figure 4.6, where the negative

and positive streamer heads correspond with the maxima in E/N at y ≈ 0.5 and

y ≈ 2.4 mm, respectively.

It is especially informative to consider the temporal evolution of these quan-

tities. The population of electrons changes considerably due to electron attachment,

decreasing by several orders of magnitude from 10 to 100 ns, and reaching negligible

levels by 1 µs. The populations of cations and anions decrease by a few orders of

magnitude as well, as ion-ion recombination results in fewer ions over longer periods

of time, and transport processes result in a more diffuse structure. Among excited

species, significant variation is only observed for N2
∗ which decreases considerably

from 10 to 100 ns, consistent with the O(10 ns) time scales associated with N2
∗
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quenching. Given the longer time scales associated with the relaxation of N2(v) and

metastable O2, almost no variation is observed in the radial profiles for these species.

Combustion radicals are produced during the pulse, after which they are con-

sumed during the inter-pulse period (decreasing in number density by one to two

orders of magnitude in the plasma channel), as shown in figure 4.10(c). Finally, as

seen in figure 4.10(d), the number density of combustion products and gas temper-

ature increase due to fuel oxidation as well as fast and slow heating effects. The

increase in the population of combustion products at such low temperatures is pos-

sible due to the presence of combustion radicals, which are present largely due to

electron impact reactions, and N2
∗ quenching. This highlights one of the primary

benefits of using LTP in the ignition process. Combustion radicals are not present

in such large amounts at low temperatures during traditional thermal ignition. In-

stead, conventional ignition requires that the gas temperature increase until chain

branching leads to the production of combustion radicals, and fuel oxidation.

4.2.2.2 Generation and consumption of combustion radicals

Further insight into the role that combustion radicals play in the fuel oxida-

tion process is gained by examining the reactions that contribute the most to their

generation and consumption. As mentioned previously, energetic electrons have an

important role in generating O radicals as well as H radicals, although to a lesser

extent, through electron impact reactions that result in the dissociation of air and

fuel species (R13-16). The quenching of electronically excited N2 provides another
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important source of O and H radicals

N2(A
3Σ) + O2 → N2 + 2O (R35)

N2(B
3Π) + O2 → N2 + 2O (R36)

N2(A
3Σ) + C2H4 → N2 + C2H3 +H (R37)

N2(B
3Π) + C2H4 → N2 + C2H3 +H (R38)

N2(C
3Π) + C2H4 → N2 + C2H3 +H. (R39)

O radicals go on to promote the formation of H and OH during fuel oxidation

C2H4 +O ↔ CH2CHO+H (R40)

C2H4 +O(1D) → C2H3 +OH (R41)

CH3 +O ↔ CH2O+H (R42)

CH2O+O ↔ HCO+OH (R43)

HO2 +O ↔ O2 +OH, (R44)

while H radicals generate OH radicals also according to the well known reaction

HO2 +H ↔ 2OH. (R45)

Reactions R40-43 also represent important steps in the fuel oxidation process, pro-

moting the H-abstraction from ethylene (R40, R41), as well as the conversion of

other intermediate species including methyl radicals (R42) and formaldehyde (R43).
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Combustion radicals play important roles at all steps of the fuel oxidation process

C2H4 +O ↔ CH3 +HCO (R46)

C2H4 +H ↔ C2H3 +H2 (R47)

C2H4 +OH ↔ C2H3 +H2O (R48)

C2H4 +OH ↔ C2H3OH+H (R49)

C2H4 +OH ↔ PC2H4OH (R50)

C2H3 +H ↔ C2H2 +H2 (R51)

C2H3 +H ↔ H2CC + H2 (R52)

C2H3 +OH ↔ C2H2 +H2O (R53)

CH2O+OH ↔ HCO+H2O (R54)

CH2O+H ↔ HCO+H2 (R55)

HCO + H ↔ CO+H2 (R56)

HCO +O ↔ CO+OH (R57)

HCO +O ↔ CO2 +H (R58)

HCO +OH ↔ CO+H2O. (R59)

The relative importance of these reactions during and after the pulse is illus-

trated in figures 4.11-4.13, which show the evolution of the forward production and

consumption rates for reactions R35-R59 at a point near the cathode located approx-

imately 2.5 µm from the tip axially, and 2.5 µm off the axis of symmetry (referred

to as point 2). From figures 4.11(a) and (b), it is apparent that quenching of excited

species dominates the evolution O early on, resulting in a peak in the population of
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Figure 4.11: Temporal evolution of (a) production and (b) consumption of O at point
2 driven by key reactions.

O shortly after the pulse. The production of O quickly decreases by O (10 ns), at

which point consumption pathways lead to a decrease in the overall amount of O.

Specifically, H-abstraction of ethylene dominates towards the end of the pulse, after

which conversion of methyl to formaldehyde primarily governs the evolution of O for

the remainder of the inter-pulse period.

As with O, H radical production dominates during the early stages of the

simulation. Quenching of N2
∗ via reaction with ethylene governs the evolution of the

H radicals through the first 100 ns, as shown in figure 4.12. Over longer periods of

time, consumption of O through R40 and R42 produces H radicals, resulting in a

lesser decrease in the rate of H production compared to O. During the early stages of
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Figure 4.12: Temporal evolution of (a) production and (b) consumption of H at point
2 driven by key reactions.

the pulse, H is primarily consumed through reaction with ethylenyl (C2H3) to form

acetylene (C2H2) and H2CC. Further into the inter-pulse period, other fuel and fuel

radical reactions acquire more dominant roles in the evolution of H as well, as H is

consumed to convert ethylene (R47), formaldehyde (R55), and formyl (R56).

Excited oxygen radicals O(1D) play a major role in generating OH radicals

during and shortly after the pulse, as seen in figure 4.13(a). Following this, O and H

promote the continued formation of OH, through reactions with formaldehyde and

especially hydroperoxyl (HO2). As with H, OH plays a role throughout the fuel

oxidation process, as it is consumed to convert fuel and fuel radicals.
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Figure 4.13: Temporal evolution of (a) production and (b) consumption of OH at
point 2 driven by key reactions.
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4.2.2.3 Barriers to successful ignition

During the pulse, kernels of heated and pressurized gas form near the elec-

trode tips, as energy deposition in the gap is highly nonuniform. Since the energy

deposition occurs on nanosecond timescales, it is effectively isochoric, and the gas

density is unchanged immediately following the pulse. On timescales O(0.1 - 1 µs),

spherical shock waves develop and emanate from the electrode hot spots. These

shock waves support sharp changes in pressure, density, and velocity as shown in

figure 4.14. It is apparent that during the early stages of the shock wave formation,

large gas velocities of approximately 250 m/s are observed along with pressures of

several atmospheres, as shown in figure 4.15, which presents radial profiles located

0.05 mm from the anode tip at various instants in time. A much weaker cylindri-

cal expansion wave is also observed, due to the fact that heating in the interior of

the channel is significantly smaller than near the tips. Following the hydrodynamic

expansion of the gas, a region of low gas density is observed in the channel, with

especially large drops in density seen near the electrode tips.

It is important to understand the requisite conditions for a successful ignition

in order to make predictions about whether a single pulse is sufficient to ignite the

mixture. Following theory presented in [35], we adopt the concept of critical radius

Rc which defines the minimum radius needed for a flame kernel to support sustained

outward propagation. Additionally, each ignitable mixture has a minimum ignition

energy (MIE) required for a successful ignition. There is a strong positive correlation

between the critical flame radius and the mixture Lewis number Le, which is taken

to be 1.2 for the purposes of this discussion [67]. From [35], this implies Rc ≈ 2δt,
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Figure 4.14: Heating and hydrodynamic expansion (T , p, ρ, and |v|) at 10 ns, 100
ns, and 1 µm following the first pulse.
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Figure 4.15: Radial profiles of the gas pressure and velocity magnitude, taken across
the plasma channel 0.05 mm from the anode tip at 10 ns (solid), 100 ns (dashed),
and 1 µs (dotted).
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where δt is the flame thickness. The flame thickness for a stoichiometric ethylene/air

at atmospheric conditions was found to be δt ≈ 300 µm in [85], yielding Rc = 0.6

mm.

It is readily apparent from the results presented in figure 4.14 that the radius

of the heated kernel is of the same order of the radius of curvature of the electrode at

the tip rc = 50 µm, and thus much less than the critical radius required for ignition.

Additionally, if one assumes that the entirety of the pulse energy is deposited within

the electrode hot spots, approximately 20 µJ of energy are deposited within each

kernel. This is less than the MIE reported for ethylene/air flames by approximately

one order of magnitude [130, 171, 164]. Together, these results indicate that although

the pulse produced significant temperature rise in small regions near the electrode

tips, the pulse strength was not nearly sufficient to meet the criteria for ignition, as

defined by Rc and the MIE. Broadly, such an occurrence highlights the difficulty in

achieving PAI within a single pulse using thin pins (defined as having a small rc) - the

small radius of curvature drives large gradients in the solution, and excessive heating

(∆T > 2,000 K). However, since energy deposition occurs in a small region, criteria

for the minimum flame radius and energy deposition are not met easily. Ignition

without excessive gas heating can be achieved more easily by using thicker pins,

which lead to a more spatially uniform energy deposition.

4.2.3 Multiple pulse dynamics

One of the most critical outstanding questions is that of the ideal pulsing

strategy for PAI. Successful PAC ignition typically requires several pulses, with each
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pulse generating active particles. These particles are consumed during the inter-pulse

period, resulting in incremental increases in the gas temperature, and population of

combustion products. Once enough energy has been deposited into the gas mixture

and the temperature/combustion radical populations are sufficiently elevated, chain

branching reactions dominate and the mixture ignites rapidly. Under ideal condi-

tions, each pulse forms of a channel of active particles, without leading to excessive

heating (∆T > 2,000 K) in the domain (in order to avoid electrode degradation and

significant NOx production).

The application of multiple pulses is explored first by simulating two pulses of

the same strength (ϕmax = 12 kV) separated by 2 µs. All other conditions and pulse

parameters are otherwise identical to those discussed in section 4.2.2. The evolution

of key plasma metrics during the two pulses is shown in figure 4.16 at a point near

the anode located approximately 7.3 µ from the anode tip axially and 2.5 µm off the

axis of symmetry (referred to as point 3). Data is shifted by the pulse start time

ts = 0 µs for the first pulse, and ts = 2 µs for the second pulse. It is apparent that the

streamer ignites sooner by about 0.5-1 ns compared to the first pulse, as evidenced

by the difference in the time at which ne increases suddenly in figure 4.16(a). The

reduced electric field strength is also higher during the second pulse, due to the fact

that the expansion of the gas near the pin tips after the first pulse results in a region

of reduced number density.

The difference in the timing of streamer ignition also implies that streamer

connection and transition to the spark regime occurs earlier. This is a particularly

important point, as it was observed in section 4.2.2.1 that most of the pulse energy is
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Figure 4.16: Temporal evolution during the first pulse (solid lines) and second pulse
(dashed lines) of (a) electron number density and reduced electric field strength at
point 3 and (b) temporal evolution of the temperature at point 3 and total energy
deposited.

deposited following streamer connection. From figure 4.16(b), it is clear that heating

and energy deposition are affected significantly. The energy deposited during the

second pulse is higher by over a factor of 4, and the amount of heating near the

electrode tip increases from O(100 K) to O(1000 K). This is due both to the earlier

streamer connection time, as well as the higher E/N near the pin tips during the

second pulse. Simulations are not conducted after the peak temperature in the

domain reaches 5,000 K as the expressions for thermodynamic quantities used in

this study (i.e. the specific heat capacity cp) are not valid at higher temperatures.

It has been established that pulse strength and streamer timing both have
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a significant impact on heating and energy deposition. It was found that for the

case under consideration, the second pulse must be weaker than the first to avoid

excessive heating (∆T > 2,000 K).

Discussion of how behavior changes over multiple NSD concludes with an

examination on how pulse frequency impacts the pulse timing and thus heating and

energy deposition characteristics. Simulations of two NSD are performed using pulse

separations of 2 µs (f = 500 kHz) and 5 µs (f = 200 kHz), and a peak voltage of

ϕmax = 10 kV for the second pulse. Temporal evolution of the solutions at point 3

during the second pulse are shown in figure 4.17, where the pulse start time ts = 2 µs

for the first pulse and 5 µs for the second pulse. As the period for higher frequency is

shorter, the degree of preionization in the channel for the 500 kHz case is greater as

there is less time for charge recombination, leading to a slightly faster ignition. The

populations of charged particles and active species increase sooner, reaching higher

values through the pulse period. The higher electron number density and electric

field strength for the 500 kHz case result in greater energy deposition through Joule

heating.

It is interesting to note that quantities that differ significantly between the

two cases at the beginning of the second pulse reach similar values by the end of the

pulse. Species that relax over time scales comparable to the pulse period (for instance

combustion radicals) are seen to differ by an order of magnitude or more at the

onset of the pulse, but reach nearly identical values after. There is a more noticeable

increase in the gas temperature for the 500 kHz case, which sees approximately 20%

more thermal heating in the region. This is an important finding which highlights
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Figure 4.17: Temporal evolution during the second pulse at 500 kHz (solid lines) and
200 kHz (dashed lines) of (a) electron and excited species number number densities
and reduced electric field strength and (b) number densities of select combustion
radicals and temperature at point 3.

that even minor changes in the pulse timing, and the evolution of the charged and

active species can produce sizeable changes in the evolution of important combustion

quantities, such as the gas temperature.

The above discussion can be summarized by concluding that the pulse strength

and conditions in the gap prior to the pulse, and their impact on streamer timing

primarily govern heating and energy deposition in the gap. Holding all else constant,

there is a secondary dependence on pulse frequency, with more frequent pulses lead-

ing to greater heating and energy deposition due to greater preionization prior to

onset of the NSD.
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4.2.4 Streamers at elevated temperatures and pressures

In order to characterize ignition at conditions more relevant to combustion

devices where gas compression can lead to high pressures and temperatures, simula-

tions at elevated initial pressures and temperatures are conducted. Gas mixtures at

elevated initial temperatures and pressures chosen from table 4.3 are used to initialize

each simulation. It was found in [37] that in order to obtain comparable heating and

energy deposition at different p0 and T0, the applied voltage peak ϕmax needs to be

adjusted to account for the changing gas number density. However our preliminary

study presented in figure 4.4 suggests that pulse strength does not scale linearly with

increases in N0 at constant energy deposition, rather higher p0 and T0 require weaker

pulses.

The atmospheric case with ϕmax = 13 kV presented in section 4.2.2 is com-

pared against a case at 400 K using a peak applied voltage ϕmax = 21.2 kV. Note

that scaling the applied voltage directly with N0 results in ϕmax = 26.7 kV, which

was found to drive elevated heating near the electrodes O(10,000 K). All other pulse

parameters are held constant. The energy deposited during the pulse (scaled using

N0 and a common reference number density Nref ) is presented in figure 4.18, in order

to confirm that the (normalized) amount of energy deposited differs by only a small

percentage between the two cases.

Qualitative comparisons can be made by examining species mole fractions

shortly after the pulse (t = 10 ns), as shown in figure 4.19. It is apparent that

charged species are produced efficiently (as defined by higher mole fractions X) at

lower pressures (T0 = 300 K, p0 = 1 atm). This is due to the fact that a lower
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Figure 4.18: Temporal evolution of the total deposited energy scaled using the initial
gas number density N0 and a reference gas number density (Nref = 2.446×1025 m−3)
for the 300 K and 400 K cases.
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reduced electric field strength (E/N) is applied at higher pressure and temperature

(T0 = 400 K, p0 = 2.7 atm), as the ϕmax was not scaled directly with N0. This is

seen clearly in figure 4.20(a), which shows the evolution of the reduced electric field

strength at point 3. It is well known that when using the local field approximation

(LFA), E/N plays a key role in determining quantities such as the electron impact

rate coefficients, with higher values of E/N resulting in greater rates of ionization and

electronically excited species production. This also explains why the mole fraction

of electronically excited species following the pulse is greater at lower pressures and

temperatures.

In order to compare the two cases quantitatively, the temporal evolution of the

reduced electric field, mole fractions, and gas temperature during the first 100 ns at

point 3 are provided in figure 4.20. Several conclusions can be drawn. As previously

observed, it is apparent from figure 4.20(a) that stronger reduced electric fields are

present in the vicinity of the electrodes throughout the entire pulse, resulting in larger

charged particle mole fractions, given the high electron energies needed for ionization.

It is also apparent that the streamers at elevated pressure and temperature ignite

and connect sooner.

From figure 4.20(b), it is also apparent that the peak rate of production

(normalized by N0) of N2
∗ is higher at lower pressure, while that of N2(v) and O2

∗ is

higher at higher pressures. These findings are consistent with the fact that energies

for electronic excitation of N2 are higher compared with energies for vibrational

excitation of N2 and and electronic excitation of O2, and stronger electric fields are

required.
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Despite the larger mole fractions of N2
∗ (which generate combustion radicals

efficiently when quenched) at lower pressures, higher combustion product mole frac-

tions are observed in the high pressure case, as shown in figure 4.20(c). This is due

primarily by the difference in streamer timing, as faster streamer evolution at higher

pressure results in more time for generation of active particles and energy deposition.

It is also apparent that although the peak mole fraction of N2
∗ is greater at lower

pressure, XN∗
2
remains higher at high pressure until between 4 and 5 ns, which is

when radical production starts declining.

More differences are observed in gas heating and combustion products, as

shown in figure 4.20(d). While the evolution of temperature is similar early during

the pulse, more gas heating at higher pressure is observed. This is due to more

efficient quenching of excited species at higher pressure (from figure 4.20(c), it is

apparent that the relative consumption of N2
∗ is greater at higher pressure until

approximately 45 ns). As noted earlier, combustion products are created more effi-

ciently at higher pressure. Several factors contribute to this, including faster streamer

ignition, larger radical mole fractions, and higher temperatures. Increased generation

of combustion products at higher pressures contradicts earlier findings from [37]. In

this earlier study, simulations were conducted in a zero dimensional reactor, which

considerably simplified the plasma assisted ignition process. The findings presented

here underscore the complexity of plasma-assisted ignition, and highlight the need

for continued improvements to predictive multidimensional simulations with high-

fidelity models for plasma discharges and combustion chemistry.
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Chapter 5

Summary and conclusions

The work presented in this dissertation focused on developing and applying

a robust framework for simulating hydrocarbon/air ignition via NSPD in multiple

dimensions. First, the ignition of methane and ethylene/air mixtures was investi-

gated in an isochoric adiabatic reactor in order to understand how fuel type, pres-

sure, and pulse parameters impact ignition efficiency. Next, a reactive Navier-Stokes

solver was extended to include a plasma-fluid model with two-way coupling between

plasma and fluid. Axisymmetric simulations of plasma streamers in air were then

conducted, and the evolution of the plasma sheath and its dependence on modeling

choices at the boundary were examined. Finally, these simulations were extended

to employ a skeletal plasma ethylene/air combustion mechanism and important ig-

nition aspects, including heating and energy deposition during the pulse as well as

combustion radical production and consumption, were analyzed and discussed.

The primary contribution of this work is the development, implementation,

and application of a plasma discharge solver with two-way coupling between the

plasma-fluid model and reactive Navier-Stokes equations capable of conducting mul-

tidimensional simulations using an adaptive mesh refinement framework. This solver

was used to gain a comprehensive understanding of how important problem parame-
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ters, such as pressure, fuel type, pulse characteristics, and problem geometry impact

ignition.

A summary of important findings from each of the chapters is presented next,

followed by recommendations for future areas of work.

5.1 Kinetic enhancement of plasma-assisted ignition

While experimental investigations of plasma-assisted ignition have been car-

ried out extensively under low and atmospheric pressure conditions, relatively few

studies have examined how the kinetic enhancement brought by plasma discharges

changes at higher pressure for common hydrocarbon fuels. To bridge this gap, igni-

tion of methane/air and ethylene/air mixtures was simulated in a zero-dimensional

reactor, with a kinetic model that couples low-temperature plasma and combustion

kinetics. A wide range of initial pressures were explored (spanning 0.5 to 30 atm),

along with changing pulse frequencies (5 to 500 kHz), pulse FWHM (15 to 60 ns),

and energy density depositions (15 to 15,000 mJ cm−3).

One key finding was that the time to ignition τ depends strongly on fuel

type, initial pressure p, and energy deposition rate W . For the fuels considered in

this study, τ was fit to a power law of the form

τ = C(W/W ∗)a(p0/p)
b, (5.1)

and excellent agreement was observed across a wide range of pulse conditions.

The ignition time displayed several secondary dependencies as well, most

notably on the pulse FWHM and frequency. It was observed that holding the energy
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deposition rate, pressure, and fuel type constant, the application of shorter pulses at

lower frequencies lead to more efficient ignition. This was largely driven by the fact

that for a given energy deposition rate, the application of shorter and less frequent

pulses implies a stronger pulse with greater energy deposition per pulse. These

factors contribute to generate active species and combustion radicals more efficiently

during each pulse, which in turn promotes shorter ignition times.

The time to ignition τ was then compared with the thermal ignition time τT ,

and it was observed that PAI is more efficient at low pressures for both fuels, i.e.

it leads to a time to ignition that is shorter than the thermal ignition time. PAI

becomes relatively less efficient with increasing pressure, with this trend being more

apparent for methane/air mixtures. The decrease in performance with increases in

pressure is in part tied to the peak mean electron energy during the pulse, which

decreases with increasing pressure, leading to fewer excited species, and thus fewer

combustion radicals (on a normalized basis).

The poor performance of PAI for methane/air mixtures at high pressure (30

atm) is due to an inability to generate HCO from formaldehyde efficiently, caused

by a lack of available H, which is converted to HO2 by O2 at high pressures. On

the other hand, ethylene/air mixtures are more resilient to increasing pressure due

to several bypass reaction pathways, which allow for the generation of HCO and

CO from ethylene, ethylenyl, and vinoxy, thus circumventing the CH2O → HCO

bottleneck.
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5.2 Implementation of a multidimensional NSD solver

In order to perform multidimensional simulations of nanosecond discharges

and the subsequent plasma-assisted oxidation of hydrocarbon/air mixtures, a robust

and efficient reactive Navier-Stokes solver was extended to include a plasma-fluid

model. A local field approximation was used to parameterize electron transport

coefficients and rate coefficients for electron reactions as functions of the reduced

electric field. A two-way coupling strategy was used to ensure that plasma and

reactive transport processes interacted with each other throughout the discharge

and inter-pulse period.

Given the separation between the time scales that define plasma and combus-

tion physics, special consideration was given to the efficiency of the solver. An AMR

strategy was used to ensure that large gradients in the reduced electric field strength,

pressure, and temperature (which correspond with important physical structures in

the discharge solution) were resolved while maintaining a manageable problem size.

A semi-implicit approach for solving Poisson’s equation for the electric potential was

implemented along with an implicit strategy for integrating electron diffusive sources

in order to overcome stringent time step size restrictions both during and after the

discharge.

5.3 Streamers in air and the cathode sheath

The simulation of plasma discharges presents an imposing challenge and is

characterized by severely restricted time step sizes O(0.1-1 ps), complex physical

structures that require O(1 µm) grid resolution, and tight coupling between phys-
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ical processes (for instance between the evolving space charge and electric field).

One physical structure that arises during the discharge’s evolution is the cathode

sheath, which is characterized by large gradients and elevated electric fields O(1000

Td). In most numerical studies of PAI, the sheath is either eliminated entirely

(through application of homogeneous Neumann boundary at the electrode surface),

or left undiscussed. Its presence however has important implications for the solu-

tion, significantly modifying currents and heating near the cathode surface, as well

as impacting the voltage and electric field across the gap.

In order to address these limitations, simulations of axisymmetric pin-to-pin

streamer nanosecond discharges in atmospheric air were performed using the NSD

solver. Parameters were varied to explore the effects of geometry, applied voltage,

and electron emission at the electrode surface. Special consideration was given to

the cathode sheath, which forms as electron drift and secondary emission processes

create a region with significant space charge separation, and strong electric fields.

It was found that for a typical case, positive (cathode-directed) and negative

(anode-directed) streamers ignite within a few nanoseconds, and propagate towards

the center of the gap, forming a channel of charge-neutral plasma. Formation of

the plasma sheath coincided with ignition of the negative streamer when electron

loss and secondary emission processes were considered at the cathode surface, and

supported reduced electric field strengths O(1000 Td). Such conditions lead to a

reduction of the requisite time step size below 1 ps due to a CFL condition based

on the electron drift velocity. It was also observed that when a charged particle flux

consistent with a homogeneous Neumann boundary condition for the charged particle
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number densities was imposed, the flux of electrons from the cathode surface was

sufficiently large to eliminate the cathode sheath entirely, impacting the behavior

of the negative streamer, and significantly reducing the computational cost of the

simulation.

Next, the impact of photoionization, preionization, gap configuration, and

applied voltage strength on streamer ignition and propagation behavior was investi-

gated. It was observed that while lower preionization levels lead to delayed ignition

but faster propagation of the positive streamer, ignition of the negative streamer and

formation of the cathode sheath were less affected, with similar cathode fall values

observed for both high and low preionization values. Alternatively, inclusion of pho-

toionization processes had a minimal effect on the positive streamer, but resulted in

a thinner cathode sheath with a smaller cathode voltage fall. Changes in gap length

and applied voltage strength generally only impacted the timing of the formation of

the cathode sheath, with more significant changes in the sheath thickness observed

with changes in the radius of curvature of the pin. A more complex set of dependen-

cies were found for the cathode voltage fall, with shorter gap lengths and stronger

applied voltages leading to greater falls.

5.4 Ignition of ethylene/air mixtures using nanosecond pulsed
discharges

To complete the investigation of plasma-assisted ignition discussed in this

dissertation, a skeletal ethylene/air mechanism derived from the detailed mechanism

discussed in chapter 2 was incorporated into the NSD solver. Axisymmetric pin-to-
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pin plasma discharges in stoichiometric ethylene/air mixtures were simulated through

the entire evolution of the streamer (including streamer ignition, propagation, and

connection phases, as well as the subsequent spark phase) and through the inter-pulse

phase. Single-pulse and two-pulse simulations were conducted using varying pulse

frequencies and initial conditions to gain a broad understanding of how important

parameters impact PAI.

First, a single-pulse simulation at atmospheric conditions was conducted us-

ing a voltage pulse with a peak of ϕmax = 13 kV, which was sufficient to induce a

temperature rise of approximately 2000 K near the electrode tips during the spark

phase. The solution was then examined through the first 2 µs of the simulation. The

composition of the plasma channel was discussed in detail and it was shown that fol-

lowing the pulse, vibrationally excited N2 dominated the population of excited state

species, while the production of O dominated radical production. These observations

are consistent with findings from the zero-dimensional study in chapter 2.

A peak temperature rise of approximately 2000 K near the pin tips, and a

total energy deposition of 38 µJ were observed for the single-pulse case. The size of

the heated and pressurized kernels near the electrode tips and deposited energy were

compared against the minimum flame radius and minimum ignition energy (MIE)

for the mixture, and it was found that these criteria were not met, indicating that a

single pulse was insufficient to achieve mixture ignition. This was primarily due to

the small radius of curvature of thin pins, which resulted in large gradients in the

electric field in small regions near the electrode tips, limiting the energy deposition

mostly to these regions. Deposition of energy sufficient to meet MIE requirements
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would have resulted in excessive heating (∆T > 5,000 K), and it was concluded

that successful ignition from a single pulse requires thicker pins, which would result

in shallower electric field gradients in the gap and thus more uniform heating and

energy deposition.

Next, a simulation was conducted using two identical voltage pulses with

ϕmax = 12 kV and an inter-pulse duration of 2 µs. While the peak heating and

energy deposition during the first pulse were modest (∆T = 200 K and ∆E = 10 µJ),

heating of several thousand K and energy deposition over 40 µJ of energy deposition

were observed during the second pulse prior to its completion. This was due to two

factors. Following the hydrodynamic expansion in the gap after the first pulse, a

lower number density was present prior to application of the second pulse, resulting

in stronger reduced electric fields. Additionally, higher preionization in the channel

prior to the second pulse resulted in faster streamer ignition and connection, leaving

more time for energy deposition during the spark phase (for a second pulse duration

equal to that of the first pulse).

Finally, the impact of elevated temperature and pressure on the solution was

briefly considered. A simulation of stoichiometric ethylene/air at T0 = 400 K and

p0 = 2.7 atm was conducted using ϕmax = 21.2 kV, and compared against the single

pulse case. It was observed that the mole fraction of electronically excited species

after a single pulse was largest at lower pressure due to higher reduced electric field

strengths during the pulse, while the mole fraction of vibrationally excited species

was higher in the elevated pressure case for the same reason. It was also found

that the mole fraction of combustion products at higher pressure was higher, due to
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slightly faster pulse ignition. This finding contradicts observations from the study

conducted in chapter 2, indicating that a zero-dimensional treatment of the problem

is not sufficient to capture the complexity of PAI, and highlighting the need for

development of robust predictive multidimensional tools to approach the problem.

5.5 Recommendations for future work

The work presented in the studies discussed in this dissertation can be ex-

tended and improved, with the goal of developing better predictive tools for simu-

lating PAI.

1. Incorporation of a local mean energy approximation:

While the use of a local field approximation (LFA) is suitable when gradients

in the electric field are sufficiently small, it is known that when gradients are

larger, the local mean energy approximation (LMEA) is more appropriate and

accurate. The extension of the computational model discussed in this study

to use a LMEA is an important step for conducting predictive PAI simulation

that include the presence of the cathode sheath (which supports particularly

large gradients in the electric field).

2. Development of a circuit model:

While the simulations conducted in this study modeled the applied voltage

at the anode as having a sigmoid profile directly controlled by user-defined

parameters, this is a simplistic approximation. It is known that the applied

voltage at the anode is strongly impacted by the circuitry used to generate the

159



pulse, the electrical characteristics of the combustion chamber that contains

the pins, and the displacement and conduction currents associated with the

conducting plasma channel that forms during each discharge. Future modeling

efforts need to account for this important aspect of the problem in order to

produce results that can be directly compared with experimental data.

3. Simulation of PAI with the electrode sheaths:

The simulations of ethylene/air oxidation conducted in chapter 4 used homo-

geneous Neumann, conditions which prevented the formation of the electrode

sheaths, primarily due to the computational cost associated with simulating

these structures. Future work should focus on conducting PAI with the sheaths

included (together with a plasma fluid model based on the LMEA), as their

presence has a known effect on the currents, temperature, and energy deposi-

tion near the electrodes.

4. Simulations of PAI in turbulent environments:

Nearly all numerical studies of NSD and PAI in both air and air/fuel mixtures

have been conducted in quiescent environments, despite the fact applications

of practical interest operate in turbulent environments. Spatial imhomogeneity

in the gas temperature and density can impact the propagation of the streamer

during the discharge phase, while turbulent transport can modify the channel of

active particles formed during the discharge during the inter-pulse period. With

a solver capable of conducting three-dimensional simulations, novel research

into how turbulence impacts the PAI process can be conducted.
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[13] Séverine Barbosa, Guillaume Pilla, Deanna Lacoste, Philippe Scouflaire, Sébastien
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