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Abstract

We introduce spatiotemporal-graph models that concurrently process data from
the twin advanced LIGO detectors and the advanced Virgo detector. We trained
these Al classifiers with 2.4 million IMRPhenomXPHMveforms that describe
quasi-circular, spinning, non-precessing binary black hole mergers with component
masses M 45, €[3M o, 50Mo], and individual spins 5?1’2} €[-0.9, 0.9]; and
which include the (¢, |m|) ={(2, 2), (2, 1), (3, 3), (3, 2), (4, 4)} modes, and mode
mixing effects in the £ = 3, |m| =2 harmonics. We trained these Al classifiers
within 22 hours using distributed training over 96 NVIDIA V100 GPUs in the
Summit supercomputer. We then used transfer learning to create Al predictors
that estimate the total mass of potential binary black holes identified by all Al
classifiers in the ensemble. We used this ensemble, 3 classifiers for signal detection
and 2 total mass predictors, to process a year-long test set in which we injected
300,000 signals. This year-long test set was processed within 5.19 minutes using
1024 NVIDIA A100 GPUs in the Polaris supercomputer (for Al inference) and 128
CPU nodes in the ThetaKNL supercomputer (for post-processing of noise triggers),
housed at the Argonne Leadership Computing Facility. These studies indicate that
our Al ensemble provides state-of-the-art signal detection accuracy, and reports
2 misclassifications for every year of searched data. This is the first Al ensemble
designed to search for and find higher order gravitational wave mode signals.

1 Introduction

Artificial Intelligence (Al) applications have led to remarkable breakthroughs in science, engineering,
industry, and tech during the last decade [1]. Novel Al applications are now being explored in earnest
to address contemporary scientific grand challenges, as well as to provide a platform to elevate human
insight across disciplines [2, 3]. Gravitational wave astrophysics is part of this revolution. For several
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years now, an ever growing, international community of researchers has been developing novel Al
tools to maximize the science reach of gravitational wave astrophysics [ 4—7]. In this article, we
contribute to the development of Al to search for and find higher order gravitational wave modes
emitted by quasi-circular, spinning, non-precessing, stellar mass binary black hole mergers.

Assumptions. We consider a three detector network comprising the advanced LIGO Livingston
(L) and Hanford (H) detectors, and advanced Virgo (V). We train, validate and test our Al models
using modeled waveforms that include higher order gravitational wave modes, and mode mixing
effects. We use colored Gaussian noise throughout this analysis to benchmark this approach. In future
work we will extend this analysis using real gravitational wave noise. To model the sensitivity of
our proposed three detector network, we use the following target power spectral density (PSD) noise
curves: aligo O4high.tx for the advanced LIGO detectors, and avirgo OS5low NEW.txt for advanced
Virgo [8, 9]. We do this to consider gravitational wave detectors with comparable sensitivity.

Claims. To the best of our knowledge, we present the first Al models in the literature trained
for signal detection of higher order gravitational wave modes emitted by quasi-circular, spinning,
non-precessing binary black hole mergers. We quantified the performance of these AI models for
signal detection by processing a year of coloured Gaussian noise in which we injected 300,000 higher
order gravitational wave mode signals. Using the Receiver Operating Characteristic Area Under the
Curve (ROC AUC), and the Precision Recall Area Under the Curve (PR AUC), we found that our Al
classifiers provide state-of-the-art signal detection accuracy, and report 3 false positives over a year’s
long test set. Once we post-processed noise triggers with 2 Al total mass predictors, we reduced the
number of misclassifications to only 2 over an entire year of searched data.

Limitations. Our Al models have been designed assuming a three detector network, LHV. We will
explore larger detector networks in future work. Our Al models have been trained, validated and
tested using coloured Gaussian noise, and target PSDs for the sensitivity of the LHV network. This is
done to understand the performance of our Al models with controlled experiments, and to develop the
required scientific software to handle these large datasets, and to train models at scale. In future work
we will leverage this knowledge and scientific software to develop new Al models using gravitational
wave data from the Gravitational Wave Open Science Center [10].

Reproducibility. We release our AI models, along with a tutorial that provides a step-by-step guide
to use them, in the following GitHub repository: https://github.com/mtian8/Higher_Order_
GW_Spatiotemporal_GNN

2  Methods

Datasets. We produced a set of 3 million waveforms with the IMRPhenomXPHpproximant [11].
These modeled waveforms are one second long, sampled at 4096 Hz, and describe quasi-
circular, spinning, non-precessing binary black hole mergers with component masses M1 o; €

Mo, 50Moe], and individual spins S €[—0.9, 0.9] ; and which include the , |m =
[3 50Me] d individual spi ?1,2} [-0.9, 0.9] d which include th f

{(2,2), (2, 1), (3, 3), (3, 2), (4, 4)modes, and mode mixing effects inthe £=3,|m| =2 har-
monics. We sampled the individual masses and spin components using a uniform distribution. The
right ascension and declination are sampled uniformly on a solid angle of a sphere. The polar angle,
8, covers the range 8 € [-m/2, 1/2] , while the orbital inclination is sampled using a sin(inclination)-
distribution. The coalescence phase and waveform polarization are both uniformly sampled covering
the range [0, 27). We created three non-overlapping sets, namely, 2.4M waveforms for training, 300k
waveforms for validation, and 300k waveforms for testing.

Sensitivity of detectors. We used the PSD aligo O4high.txt to model the sensitivity of advanced
LIGO detectors, and avirgo_O5low NEW.txt for advanced Virgo B, 9]. We used this approach to
ensure that all detectors in the array have comparable sensitivity for signal detection.

Data curation. We used PyCBC[12] to produce IMRPhenomXPhidveforms, and to produce
Gaussian noise. Both modeled waveforms and Gaussian noise were whitened with the PSDs described
above, and then added linearly to simulate events with a broad range of signal-to-noise ratios (SNRs).
Given the sparsity of gravitational wave observations, we prepared our training sets so that 70%



of samples contain only pure noise (negative samples), while 30% contain signals contaminated
with noise (positive samples). Negative samples consist of 1s-long segments of pure synthetic noise
labeled as 0s. To generate positive samples, we truncate a whitened signal and consider only the 0.5s
before merger. We set the label for positive samples to be 1 only during the 0.5s before merger, while
the rest of the signal will be set to 0. This is done because our AI models respond sharply to the
presence of black hole merger signals in the vicinity of the merger event.

Al model architecture. We consider the model architecture introduced in Reference [ 13], which
combines a hybrid dilated convolution network (HDCN) [14] block, and a graph neural network
(GNN) [15-19] block. The HDCN block is used to model temporal properties of gravitational wave
signals, while the GNN block captures geometrical properties of the three detector network LHV. We
illustrate the model structure in Figure 1.
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detection model. The only difference is in the final layer, since we added an additional convolution
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Figure 1: Model structure including the HDCN and GNN blocks.

Training methodology. We trained our Al models within 22 hrs using 96 NVIDIA V100 GPUs
at the Summit supercomputer at Oak Ridge National Laboratory. For the purpose of distributed
training, we employed Horovod [20]. We used curriculum learning, methodically lowering the SNR
to the targeted range. This approach facilitates more efficient and expedited convergence by initially
exposing the model to simpler examples. We initiated the learning rate at 1e-3, and halved it if no
improvements were observed over three consecutive epochs. To handle our large training sets, we
used the LAMB21] optimizer, since it provides adaptivity and efficiency in the training process.

3 Results

Al models raw output. Our Al classifiers produce outputs in the form of element-wise probabilities,
indicating the likelihood of each data point being part of a gravitational wave.

Post-processing analysis. Al outputs require further refinement to produce final detection results,
since any legitimate signal exist within at least half a second, equivalent to 2048 data points. To



accomplish this, we employ the find_peaks algorithm from SciPy [22]. This algorithm processes
the output from our detection models and pinpoints locations that meet the prerequisites of being at
least H in height and 2000 in width. Here, H represents a modifiable threshold, pivotal for computing
ROC and PR curves. To achieve a minimal False Positive Rate (FPR), we set a high threshold of
0.999999, ensuring that we sustain a substantial True Positive Rate (TPR) simultaneously.

Al performance. To quantify the performance of our Al models, we prepared a year’s long test set
in which we injected 300,000 IMRPhenomXPHMveforms. We first processed this test using the 3
Al classifiers within 165 seconds using 1024 A100 NVIDIA GPUs in the Polaris supercomputer.
The output of these models was then post-processed in 147 seconds using 128 CPU nodes in the
ThetaKNL supercomputer.

Figures of merit. We used the post-processed data to compute the ROC AUC and the PR AUC
using our ensemble of three Al classifiers with and without total mass predictors. To post-process
noise triggers identified by our Al classifiers, we used the total mass predictors. In practice, a filter is
applied that considers total masses greater than S5M o as potential events and disregards those below
as noise. This threshold is significantly beneath the range of total masses used during training. The
final mass estimation is derived by averaging the outputs of our 2 total mass predictors. To create
the ROC curve, we computed the true positive rate against the false positive rate as estimated from
the output of our Al ensembles when they process a year-long test set for the HLV network. We
injected 300,000 modeled waveforms in this test set, and quantified how accurately our Al ensembles
correctly identified injected signals, and discarded other noise anomalies. To produce the PR curve,
we consider that PR = TP/ (TP + FP), where TP and FP stand for True Positives and False Positives,
respectively. Results for the ROC AUC and the PR AUC are presented in Figure 2. We present the
false positive results with different threshold H in Table 1.
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Figure 2: Receiver Operating Characteristic curve (left), and Precision Recall curve (right) for an
ensemble of 3 classifiers and 2 mass predictors. Results are shown for a year’s long test set in which
we injected 300,000 higher order mode waveforms.

A positive signal detection is only declared when there is unanimous agreement among all Al
classifiers, else it is classified as a noise anomaly or pure noise. This method of consensus aids in
minimizing the FPR, which is crucial for practical applications, ensuring that the detected signals are

indeed representative of true events. This approach also provides a rapid estimate of the total mass of
potential gravitational wave sources.

Threshold Ensemble w/o mass estimation Ensemble w/ mass estimation

H # FP/year FPR # FP/year FPR
0.999999 3 9.65¢-8 2 6.43¢-8
0.99999 31 9.97e-7 19 6.11e-7
0.9999 170 5.47e-6 80 2.57e-6
0.99 876 2.82e-5 244 7.84e-6
0.9 913 2.94e-5 281 9.03e-6

Table 1: False positive results for different height thresholds, H, and different model ensembles.



A note on Al inference. Though we have developed a framework for hyper efficient, distributed
Al inference, our open source Al ensemble may be readily used to process an entire month of data
within 1 hour using a single NVIDIA V100 GPU.

4 Conclusions

We introduced a novel Al ensemble of classifiers and predictors that consist of spatiotemporal-graph
models that can process gravitational wave data from a three detector network faster than real-time
with a single GPU. To the best of our knowledge, these Al models are the first of their kind in the
literature that have been trained to search for and find higher order gravitational wave modes that
describe quasi-circular, spinning, non-precessing binary black hole mergers.

We quantified the performance of these models by processing a year’s long test set within 5 minutes
using supercomputers housed at the ALCF, and found that they provide state-of-the-art signal
detection accuracy, and only two false positives per year of searched data. The software and
computational resources we have developed in this article will be used in future work to train similar
Al models using gravitational wave data from the Gravitational Wave Open Science Center [ 10].
We also plan on improving the scalability of our distributed training methods to further reduce
time-to-solution in high performance computing platforms.
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