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Abstract

Registered attribute-based encryption (ABE) enables fine-grained access control to encrypted data without a
trusted authority. In this model, users generate their own public keys and register their public key along with a set
of attributes with a key curator. The key curator aggregates the public keys into a short master public key that
functions as the public key for an ABE scheme.

A limitation of ABE (registered or centralized) is the assumption that a single entity manages all of the attributes
in a system. In many settings, the attributes belong to different organizations, making it unrealistic to expect that a
single entity manage all of them. In the centralized setting, this motivated the notion of multi-authority ABE, where
multiple independent authorities control their individual set of attributes. Access policies are then defined over
attributes across multiple authorities.

In this work, we introduce multi-authority registered ABE, where multiple (independent) key curators each
manage their individual sets of attributes. Users can register their public keys with any key curator, and access
policies can be defined over attributes from multiple key curators. Multi-authority registered ABE combines the
trustless nature of registered ABE with the decentralized nature of multi-authority ABE.

We start by constructing a multi-authority registered ABE scheme from composite-order pairing groups. This
scheme supports an a priori bounded number of users and access policies that can be represented by a linear secret
sharing scheme (which includes monotone Boolean formulas). Our construction relies on a careful integration of ideas
from pairing-based registered ABE and multi-authority ABE schemes. We also construct a multi-authority registered
ABE scheme that supports an unbounded number of users and arbitrary monotone policies using indistinguishability
obfuscation (and function-binding hash functions).

1 Introduction

Attribute-based encryption (ABE) [SW05, GPSW06] is a generalization of public-key encryption that enables fine-
grained access control to encrypted data. In a (ciphertext-policy) ABE scheme, each user’s key is associated with a set
of attributes (e.g., “faculty in the math department” and “resident in California”) while ciphertexts are associated
with policies (e.g., “residents in Georgia” AND “faculty in Computer Science”). Only users whose attributes satisfy
the ciphertext policy are able to decrypt and learn the message. While ABE augments public-key encryption with
expressive fine-grained decryption capabilities, it also radically changes the trust model. Instead of users generating
their own individual keys, ABE assumes there is a central trusted authority who is responsible for generating the
decryption keys for each user. The central authority possesses a long-term secret used for key generation, and if this
long-term key is ever compromised or exfiltrated, the attacker immediately gains the ability to decrypt all ciphertexts
in the system.

Registration-based cryptography. The work of Garg, Hajiabadi, Mahmoody, and Rahimi [GHMR18] introduces
the concept of registration-based encryption as an alternative approach to augment public-key encryption with
fine-grained decryption capabilities without needing to rely on a trusted party. Specifically, [GHMR18] consider the
setting of identity-based encryption (where secret keys and ciphertexts are associated with identities and decryption



succeeds as long as the identities associated with the ciphertext and the secret key match). Instead of a trusted
authority generating decryption keys, in registration-based encryption, users generate their own public/private
key-pairs (just as in traditional public-key encryption). Then, the user registers their public key (along with their
identity) with a key curator. The key curator’s job is to aggregate all of the individual users’ keys into a single short
public key that functions as a public key for an identity-based encryption scheme. While the key curator is a central
authority, it does not possess any secrets. The entire key aggregation process is a deterministic and transparent
procedure. Thus, anyone can audit the state of the key curator and verify that it is behavior correctly.

Since the work of [GHMR18], many works have explored constructions of registration-based encryption from
different cryptographic assumptions as well as new designs with better concrete efficiency [GHM*19, GV20, CES21,
GKMR23, DKL*23, FKdP23]. The concept of registration-based cryptography has also been extended to the setting of
attribute-based encryption [HLWW23, FWW23, ZZGQ23, GLWW24, AT24, CHW25, ZZC*25, WW25], functional
encryption [FFM*23, BLM*24, DPY24, PS25], broadcast encryption [BZ14, FWW23, GLWW23, KMW23, CW24,
GKPW24, CHW25, WW25], and traitor tracing [BLM*24].

Registered ABE. In this work, we focus on registered ABE, a notion first introduced in the work of Hohenberger,
Lu, Waters, and Wu [HLWW?23]. In this setting, users generate their own public/private keys and then register their
public key together with a set of attributes with the key curator. Typically, we consider the key curator to be an
administrator that controls a set of attributes for an organization or a domain. When a user registers their public key,
the key curator would determine (possibly in collaboration with the user) which set of attributes are most appropriate.
As a concrete example, a company might run a registered ABE scheme to manage keys for their employees. When an
employee registers their public key with the system, the system administrator would assign the employee a set of
attributes according to their role and access control permissions within the company. Using registered ABE in place
of vanilla ABE ensures that there is no central point of failure within the system (e.g., the system administrator does
not have any secrets of its own).

The challenge: cross-domain policies. Standard registered ABE works well when there is a single key curator
responsible for a collection of attributes within their particular domain. However, in many applications, access policies
might cross domain boundaries. For a concrete use case, one can imagine a collaborative research project between
multiple universities and government agencies. Here, access to sensitive data could be dictated by a combination of
institutional affiliation and role within each organization (e.g., faculty at a university with a government clearance).
To support such policies with standard registered ABE, we would require a single key curator that is responsible for
managing attributes for both institutions, which would in turn require coordination between the two. A more natural
solution would be to allow the two entities to individually manage their own attributes, but still support encryption
to policies that involve attributes across multiple domains.

Multi-authority ABE. A sequence of works [Cha07, LCLS08, MKE08, CC09, LW11] have shown how to extend
vanilla ABE to the multi-authority setting. In a multi-authority ABE scheme, there are many key-issuing authorities
and each authority is only responsible for issuing keys for the attributes in their domain. Moreover, during encryption,
the user can encrypt to policies defined over attributes from different authorities. Notably, the fully decentralized
scheme of Lewko and Waters [LW11] allows anyone to be an authority and does not require any interaction between
authorities. However, much like standard ABE, each authority still retains a long-term master secret key in order to
issue keys.

Registered multi-authority ABE. In this work, we introduce a generalization of registered ABE to the multi-
authority setting. In this model, anyone can become a key curator. Each key curator has a set of attributes that they
manage, and users can register their public key with any number of key curators. We do not require any coordination
between key curators. During encryption, one can specify an access policy over any collection of attributes, which
can involve attributes from multiple independent key curators. As usual, decryption is successful only if the user
possesses a set of attributes that satisfy the access policy. Multi-authority registered ABE thus combines the trustless
nature of registered ABE with the support for cross-domain policies in multi-authority ABE.



1.1 Owur Contributions

In this work, we formally initiate the study of multi-authority registered ABE.

Definitions and construction blueprint. Our first contribution is a formal definition that combines the features of
multi-authority ABE [LW11] with registered ABE [HLWW23]. We then describe a general template for constructing
multi-authority registered ABE by starting from a “slotted” version of the primitive (similar to [GHMR18, HLWW23])
that does not support dynamic registrations. In this model, we assume that all of the users register at the same time
and there is a key-aggregation algorithm that combines their public keys into the public key for a particular authority.
In the single-authority setting, it is straightforward to lift from the slotted scheme to the standard variant where users
can dynamically register using a power-of-two approach. The analogous transformation is much more complicated in
the multi-authority setting because each user can register for a different subset of authorities, and we do not allow any
coordination between authorities. Nonetheless, we show in Section 6 that using cover-free sets, we can generically
transform any slotted multi-authority registered ABE scheme into a full multi-authority registered ABE scheme. This
allows us to focus on constructing the simpler slotted notion of the primitive in the rest of the paper.

Slotted multi-authority registered ABE from pairings. Next, we show how to construct a slotted multi-authority
registered ABE scheme using composite-order pairing groups. Our scheme supports an a priori bounded number of
users (as is the case for all pairing-based registered ABE schemes [HLWW?23, ZZGQ23, GLWW24, AT24]) and access
policies that can be described by a monotone Boolean formula (or more generally, any policy that admits a linear
secret sharing scheme). Our construction leverages ideas from the original registered ABE scheme from [HLWW23]
together with the multi-authority ABE scheme from [LW11]. A notable feature of our (slotted) multi-authority
registered ABE is that we do not need to rely on the random oracle model (in contrast to pairing-based multi-authority
ABE schemes such as [LW11]). We refer to Section 2 for a more detailed technical overview of our construction as
well as a discussion of how the semantics of multi-authority registered ABE allows us to achieve security in the
plain model (without random oracles). Note that multi-authority registered ABE does not imply multi-authority ABE
(just as registered ABE does not imply standard ABE), so our results do not imply a multi-authority centralized ABE
scheme without random oracles.

Multi-authority registered ABE from obfuscation. Our pairing-based construction inherits several of the
limitations that apply to all pairing-based registered ABE schemes: (1) it needs a large structured common reference
string; (2) it supports a restricted set of policies (e.g., monotone Boolean formulas); and (3) it imposes an a priori
bound on the total number of users. To show that it is feasible to overcome all of these limitations, we also
construct a multi-authority registered ABE scheme using indistinguishability obfuscation and function-binding hash
functions [FWW23]; the latter can be built from the learning with errors (LWE) assumption. Our obfuscation-based
construction has a transparent (i.e., public-coin) setup process and supports arbitrary policies and an arbitrary number
of users.

2 Technical Overview

In this work, we define the notion of multi-authority registered ABE and give constructions from bilinear groups
and indistinguishability obfuscation. Similar to multi-authority ABE [LW11], we assume that each user has a unique
(global) user identifier gid. The user identifier will be used to tie the decryption keys (across different authorities)
together. We also assume that each authority has a unique authority identifier aid. For ease of exposition, we focus
on the setting where each authority manages just one attribute. This way, we can view policies as functions over
authorities. We begin with the syntax of a multi-authority registered ABE scheme (and refer to Definition 4.1 for the
full definition):

« GlobalSetup(1%) — (gpp, gep): The global setup algorithm takes the security parameter A and outputs the
global public parameters gpp and a (compact) set of global encryption parameters gep.



- KeyGen(gpp, gid) — (pkgid, skgid): The key-generation algorithm uses the global public parameters gpp and
the user identifier gid to generate a public/secret key-pair.

+ RegPK(gpp. aux, gid, pkyiq) — (mpk’, aux’): The registration algorithm uses the global public parameters gpp,
the current state of the key curator aux, the user identifier gid, and the associated public key pkg;4, and outputs
a new master public key mpk’ and curator state aux’. We require this algorithm to be deterministic (so that it
is possible to audit the key curator).

« UpdateKey(gpp, aux, gid) — hskgiq: The update algorithm takes the global public parameters gpp, the curator
state aux, and the identifier gid for the user requesting an update, and outputs a helper decryption key hskgiq.

+ Encrypt(gep, (Senc, @), {(aid, mpk,;y) }aides.... m) — ct: The encryption algorithm take the global encryption
parameters gep, a set of authority identifiers Senc, a policy function ¢ defined over those authorities, the master
public keys mpk,;4 associated with the authorities aid € Senc, and a message m, and outputs a ciphertext ct.

« Decrypt(gpp, S, {(aid, skaid gid» hskaidgid) Yaides, ct) — m: The decryption algorithm takes in the global public
parameters gpp, a set of authority identifiers S, and the secret keys skaiq gid and helper decryption keys hskaig gids
and a ciphertext ct, and outputs the message m.

The correctness requirement is that any user registered with a set of authorities that satisfy the access policy associated
with a ciphertext can successfully recover the message. Security says that any set of users who individually do not
satisfy the access policy cannot learn anything about the encrypted message.

Slotted multi-authority registered ABE. Much like in [HLWW23], our constructions of multi-authority registered
ABE will proceed in two steps: (1) we first construct a “slotted” version of the primitive; and (2) we show how to
generically upgrade the slotted primitive to the full primitive. The slotted multi-authority registered ABE scheme
makes the following simplifying assumptions:

« The slotted scheme supports a fixed number of users L (which is provided as an explicit parameter to the setup
algorithm GlobalSetup).

« The scheme supports one-shot aggregation rather than incremental updates to the public key. Instead of the
RegPK, UpdateKey algorithms, the slotted scheme has a single Aggregate algorithm that takes as input the
global parameters gpp, and a set of L public keys pk;, ..., pk; for user identifiers gid, ..., gid;. The aggregate
algorithm outputs a succinct master public key mpk and helper decryption keys hsk; for each of the users.

« Finally, the key-generation algorithm is associated with a specific slot index i € [L]. Namely, in the slotted
multi-authority registered ABE scheme, the KeyGen algorithm takes a slot index i € [L] as input instead of the
user identifier (the user identifier is now specified during aggregation).

The correctness requirement for the slotted scheme states that decryption is successful whenever a user is registered
with a set of authorities that satisfy the ciphertext’s access policy, and moreover, the associated public keys are
all registered to the same slot (across all authorities). The security requirement is that the adversary cannot learn
anything about an encrypted message if there is no single gid* and slot i* for which the adversary possesses an
authorized set of secret keys. In Section 6, we show how to compile any slotted multi-authority registered ABE
scheme into a standard multi-authority registered ABE scheme. We also provide an overview of this transformation
later in this section.

Multi-authority registered ABE from pairings. Our first construction of a slotted multi-authority registered ABE
will use composite-order pairing groups. In this setting, we have a cyclic group G of composite order N = p;ppsps
(where py, p2, p3, ps are distinct primes). By the Chinese Remainder Theorem, this group decomposes into a product
of groups G; X G; X G3 X G4 where |G;| = p;. This group will also be equipped with an efficiently-computable
non-degenerate bilinear map e: G X G — Gr. We refer to Section 3.1 for a formal definition.

We start with a simplified description of the slotted registered ABE scheme from [HLWW23]. This construction
will only support an AND policy on two attributes ay and a; (i.e., the policy ag A a;). While this is a toy example, it will



suffice for illustrating some of the technical challenges involved in generalizing this to the multi-authority setting.
The [HLWW23] construction technically works over composite-order pairing groups, but for ease of exposition, we
just focus on the action in the G; subgroup and omit the extra randomizing factors from the other subgroups (the
extra components are only needed for security, not correctness). Below, we write g to be the generator of G;.

« Common reference string: The common reference string includes a description of the group description
along with the following components.

- General components: The CRS contains random group elements h < G and Z = e(g,9)* where
a & ZN.

— Slot components: For each slot i € [L], the CRS contains elements
Ai=g" , Bi=g*h" |, U=g"

where t;, u; < Zy. These terms are used in both encryption and decryption. Having independent elements
for each slot is necessary to defend against collusion attacks between users registered to different slots.

- Cross terms: Finally, for each pair of slots i # j € [L], the CRS includes cross-terms W;; = g'*/, which
are used for decryption.

« User keys: To sample a public key for slot i, the user samples r; <~ Zy, and computes T; = g" and V;; = A:j
for j # i € [L]. The public and secret keys are then

pk= (T, (Vii}jei) » sk=r

» Aggregation: To aggregate a collection of L public keys pk; = (T;, {V};} jzi) together with their associated
attributes S; C {ag, a;} into a single master public key, the key curator computes an aggregated public key T
and for each b € {0, 1}, an attribute-specific encryption key U, (associated with the attribute ap):

T:HT,- , U= l_[ U

ie[L] i€[L]:apgS;

Finally, the key-curator computes a set of “cross terms” which will be important for decryption:

Vl=anz , Wi,b= H W;i

J#i J#i:apgS;
The final master public key and helper decryption keys consists of the group elements

mpk = (T,{Ub}bg{o,l}) ., hsk; = (‘7: {Wi,b}be{o,l})~

« Encryption: To encrypt a message i, the encryptor samples randomness s <~ Zy;, and two group elements
ho, hy such that hohy = h. Then, the encrypter constructs the following components:

— Message-embedding components: C; =y - Z° and C; = ¢°.
— Slot-specific blinding: Egt = T-s.
— Attribute-specific blinding: For each b € {0, 1}, Eattribpy = 01; s,

The final ciphertext is then (Cy, Cy, C39, C3.1) where!
C3,0 = hf) . Eslot . Eattrib,O > C3,1 = hi . Eslot . Eattrib,l-

Recall that we are considering the conjunction policy ag A a;.

'Here, we slightly diverge from the construction of [HLWW23] by bundling the slot-specific and the attribute-specific components together (in
Cs and C3 7). The work of [HLWW23] separate these into separate terms.



« Decryption: For a user in slot i € [L] to decrypt, they should satisfy two requirements: (1) they know the
secret key for the public key for slot i, and (2) slot i is registered to both attributes. These correspond to being
able to remove the slot-specific and attribute-specific blinding components respectively. To decrypt, the user
first computes

G prelgg™  op
e(C2,Bi)  e(g.9)™e(g.h)* ~ e(g.h)*t”
This yields the message blinded by e(g, h)~>%. To cancel out the e(g, h) %" term, we observe that Cs, C3;
essentially contain an additive secret sharing of h°. Pairing with A; yields e(g, h)*''. However, pairing Cs ¢, C3 1
with A; also result in additional terms e(A;, Eqiot) and e(A;, Eattrib,p), respectively, which need to be removed as
follows:

— Slot check: First, we have

e(Ai, Eqor) = €| g", 1_[ g | = e(g, g) St Loemi T,
JjelL]

We can equivalently write this as

e(Ai> ES]Ot) = e(g’ g)_Sti Z‘#i i e(g, g)_Stiri’

which we can express as follows:

e(Cy, Vi) =e (gs, l_lgfi’j) =e(g, g)sti S ei i

j#i
e(Cp, AT) = e(g°, ") = e(g,9)°""

This means
e(Ai, Eqor) - €(Ca, Vi) - e(Ca, AY) = 1.

— Policy check: Next, we have

C(Ai, Eattrib,b) =e gti’ 1_[ gisuj = e(g’ g)_Sti ZjE[L]:a\bQSj uj'
JE[L]:ap¢S;

If the user (for slot i) is authorized (for the policy ag A a;), then they possess attributes ay and a;. In this
case, for all b € {0,1}, ap € S;. Thismeans {j € [L] : a5 ¢ S;} = {j #i: a, ¢ S;}. Now, by definition of

W,.p, we have

e(CoWip)=e|g's [] 9| =elgg) B,
j#i:apeS;

This means
e(Ai, Eattriv,p) - €(Co, Wip) = 1.
Putting everything together, for b € {0, 1}, the decrypter first computes

Dy, = e(Cap, Aj) - e(Ca, ViA? Wip)
e(h3, Ai)e(Esior, Ai)e(Eattribps Ai)e(Ca, Vi)e(Cy, Ale(Cy, Wip)

e(hS,Ai).

ap

Finally, the decrypter outputs

C1 H

u
1 .p .p.=—_*F
e(Co,By)) ™ e(g, h)sti

. e(hs,A,-) = W

~e(g.h)*" = p.



Independent aggregation. First, we observe that the aggregation algorithm in the above scheme already is naturally
decomposable. An authority (with associated attribute a) can take a collection of public keys pk, ; = (Tai, {Va jii}jzi)
and compute the aggregated terms T, U, Va,i, Wa,,- as in the single-authority scheme. When it comes time to encrypt,
the encrypter can compute the ciphertext components Cy, C; exactly as above. For the slot-specific and attribute-
specific components Egjot and Eyib p that comprise Csp, the encrypter would then use the aggregated components
fab, Ua,, from the relevant authority ay,.

Preventing user collusion. The main security challenge in the multi-authority setting is preventing the adversary
from combining key components for different user identifiers gid across multiple authorities to decrypt an unauthorized
ciphertext. Of course, for correctness, the user should be able to combine key components for a common user identifier.
In multi-authority ABE, the standard approach to prevent collusion is to use a hash H(gid) of the user identifier
as a source of common randomness to tie together the secret keys issued by different authorities for the same
gid [LW11, RW15, DKW21, DKW23, WWW22]. With the exception of [WWW22], the hash function is modeled as a
random oracle in the security analysis.

In the registration-based setting, the secret keys are chosen by the user rather than a central authority. Thus, to
bind the user keys to a particular gid, the key curator uses H(gid) to derive the common randomness for each gid at
aggregation time. In particular, the key curator now computes the attribute-specific encryption key U, as

o= [ ] H(gid,),

ie[L]

where H(-) outputs a group element in G; and gid, ; is the user identifier registered to authority a on slot i. An
important distinction between the single-authority scheme sketched above and the multi-authority scheme is the fact
that in the attribute-specific encryption key, every slot index i € [L] must be associated with some term H(gid, ;)-
This will be important to prevent collusion attacks (where a user tries to mix and match components associated with
different authorities). We contrast this with the single-authority setting where it was sufficient for the key curator to
omit U; for any slot i associated with an user that does not possess the associated attribute. Finally, a straightforward
way in the multi-authority setting for ensuring every slot is associated with some gid, ; is to have the key curator
associate a dummy key with any unused slot.

Returning now to the construction, in the ciphertext, to ensure E,uip » only cancels out when the decrypter uses
the same user identifier gid, the encryptor additionally samples s, <~ Zx and computes

Eat‘trib,O = U;((,) s Eattrib,l = 0a_1$0~
The key observation is that H(gid, ;)* and H(gid, ;)™® cancel out only when the same gid is associated with slot i.

Removing the random oracle. While the above change prevents collusion between users with different user
identifiers, it introduces additional obstacles for correctness. This is because in addition to computing the attribute-
specific encryption key U,, each key curator also needs to compute the (aggregated) cross terms Wa, p to allow users
to efficiently cancel out the attribute-specific blinding terms during decryption. In the single-authority scheme, the
key curator computes Wi,;, from the cross-terms W;; = g’/ in the CRS. In our multi-authority scheme, we have
replaced the attribute-specific encryption key U = [TiciL):ags, Ui with U, = [Ticrr) H(gid,;), so it is no longer clear
which cross terms we would include in the CRS to ensure correctness. Indeed, the choice of cross terms seemingly
depends on the set of potential user identifiers.

However, we observe that in the (slotted) registration-based setting, our requirements on the hash function H
are in fact much weaker than that in the non-registered setting. This is because in regular multi-authority ABE,
authorities have the ability to issue secret-key components for any number of user identifiers, and the ability to find
any nontrivial algebraic relationship between the hashes of any pair of distinct identifiers could compromise security.

In the slotted registered setting, the slot-specific components already prevent keys registered to different slots
from being combined in a way that enables decryption. Suppose we hone in on a single slot. In this example where
the policy is a conjunction of two attributes, the decrypter can essentially use at most two different gid’s to try and
decrypt (one for each authority/attribute appearing in the challenge ciphertext). Thus, it suffices to rule out algebraic



relations between only two gid’s. As such, we can instantiate the hash function H with a (keyed) 2-universal hash
function '
H(U;, gid) = Uy - UY

where U; = (Ui, Us;) and we sample U; & G? for each slot i. This way, we can simultaneously give out K; ;=
(U/7,U”) and compute the cross terms as

W, = ]_[H(I%j,i, gid,) = ﬂH(ﬁ,gidi)fi.
JEi J#i

More generally, for policies involving P attributes, we would use a P-universal hash function. Putting everything
together, our slotted multi-authority registered ABE scheme (for policies involving up to 2 attributes) is defined as
follows:

+ Common reference string: The common reference string includes a description of the group description
along with the following components:

- General components: The CRS contains random group elements h < G and Z = e(g, 9)* where
o & ZN-

— Slot components: For each slot i € [L], the CRS contains elements
A = gti , Bi= gahti , [7[_ — (g”t.o,g”h])
where t;, u; g, u;; < Zn. The slot components A;, B; serve the same purpose as in the single-authority
scheme, and U; is the hash key used to protect against collusion attacks involving multiple gid’s.

— Cross terms: Finally, for each pair of slots i # j, the CRS includes IZ,-,I- = (g'“0, g'i*ir), which are used
for decryption.

« User keys: User keys are computed exactly as in the single authority scheme, where the user samples r; < Zy
and computes T; = g and V;; = A:j for j # i. The public and secret keys are then

pk= (T, {Vji}jei) » sk=r

- Aggregation: To aggregate a collection of public keys pk, ; = (Ti, {V},i} j2i) along with their associated user
identifiers gid, ;, the key curator (associated with the attribute a) first computes T, = [lic[z) Ti- To encode the
gid’s associated with each slot, the key curator computes

A id,
i€[L]
Finally, the key curator also computes the cross terms
. A id, ;
Vai = 1—[ Vie » Wai= 1_[ Kj,i,oK,%li.{'
j#i j#i
The final master public key and helper decryption keys consists of group elements
mPka = Ta> Uva s hSka,i = Va,i, Wa,i

« Encryption: To encrypt a message p under the access policy ag A a;, the encryptor first parses the two
attribute master public keys
mpkab =T, Uy,

and samples randomness s, s <~ Zx, along with two group elements hg, h; such that hoh; = h. It the constructs
the following components:



— Message-embedding components: C; = - Z° and C; = g°.

— Slot-specific blinding: Egjoto = Ta_os and Egor,1 = Ta‘ls.
— User-identifier-specific blinding: E,ji, = Uj(‘)’ and Egjq; = Ua_f“.
The final ciphertext is then (Cy, Cy, Cs, C31, C4) where

Cs0 = hy - Egiot - Egido > C31=h *Egiot * Egia1 >, Ca=g>.

« Decryption: To decrypt, a user in slot i starts by computing

G __peg9® _ p
e(Cy,Bi)  e(g.g)*e(g b))t e(g h)*"
As in the single authority scheme, the user can compute e(A;, C3,Cs 1) to obtain e(g, h)*" with extraneous terms

of the form e(A;, Esjot) and e(A;, Egjq,p). Similar to the single-authority scheme, these terms can be removed via
the following procedures:

— Slot check: This process proceeds almost exactly as the single-authority version, where we use the fact
that
e(Aia Eslot,b) : e(CZ’ Va;,,i) . e(CZaA;i) =1
Note that computing e(C,, A’) requires knowledge of the secret key r;.

- Policy check: Although the definition of Egjq is different from E,yip, in the single-authority setting, we
can still write

e(A;, Egido) = €| 9", 1—[ g lergd,)
JelL]

soti X jerr] (Ujotusgid, ;)

=e(g9,9)

(A Egar) =g, [ | gm0,
JjelL]
= e(g, g)—Soti Zjerr) (Wjotujigid, ;)

In addition, for b € {0, 1},
e(Cy, Wab,i) =e(g, g)soti Y i (Wjotujagidy, ;)

This means

e(Ai;Egid,O) A e(C4, Wao,i)_l — e(g’ g)soti(ui,0+ui,1gidaoyi)
e(Aj Egia,1) - €(Ca, Wa, i) = e(g, g) 0" (ot uigidays)
When gid, ; = gid, ;, then

ag,i’
e(Ap, Egiq) - €(Ca, Way,i) ™! - e(Ay, Egiq,1) - €(Cyy Way i) = 1.

Taken together, the decrypter first computes

Dy, = e(C30,Aj) - e(Ca, Vao,iA?) - e(Cyy Wap,i) ™1,

D,, = e(C31, A;) - e(Co, Val,iA;i) - e(Cy, Way 7).

Then it outputs
G

- __.D. -D. =y
e(CpBy) T TH



Slotted to standard multi-authority registered ABE. To lift a slotted multi-authority registered ABE scheme to
a normal multi-authority ABE scheme (which supports dynamic user registration), we apply a similar “powers-of-two
transformation” as in [GHMR18, HLWW23]. However, the lack of coordination between authorities introduces several
additional complications. Recall the notion of slotted (multi-authority) registered ABE imposes a few important
limitations compared to the standard primitive:

« Handling dynamic registrations. The scheme supports one-shot aggregation rather than incremental
updates to the public key. In the single-authority setting, this is handled by instantiating k = log L schemes
where the i scheme supports 2! users. By updating the master public keys associated with each scheme only
when a multiple of 2’ keys are registered, we ensure that the number of key updates for any individual user is
logarithmic. At encryption time, the encrypter encrypts to all k such schemes under the same access policy. In
the multi-authority setting, users may register their attributes with different authorities in an arbitrary order
and moreover, a single user’s keys might end up in different sub-schemes across different authorities (e.g., as
part of the i master public key for one authority, and the j™ master public key for a different authority). Thus,
rather than having k independent master public keys, we additionally need our schemes to support a policy
over all of the k sub-schemes maintained by each authority. The challenge now is that our slotted approach
assumes the number of slots is the same across authorities, but the powers-of-two approach assumes authorities
maintain schemes with differing number of slots.

We solve this problem by padding (and virtualization). Namely, each authority in our scheme functions as k
“authorities” for the underlying slotted scheme (that supports L users). At any point in time, the i scheme
contains a maximum of 2’ users, and the remaining slots will be filled by “dummy keys” (included as part of
the public parameters). This mimics the powers-of-two approach (which ensures users only need to retrieve
polylogarithmically-many decryption updates), but has the additional property that there is only a single slotted
scheme at all times; the authority is just managing (1 +log L) virtual authorities. When encrypting to an access
policy ¢, we replace it with an augmented policy ¢” where each instance of the authority aid is replaced with
the tuple \/;c () (aid, i), where (aid, i) is the identifier for the i virtual authority maintained by authority aid.

« Synchronizing slots across authorities. The key-generation algorithm for the slotted scheme is tied to
a specific slot i € [L]. In the single-authority setting, the user first uses the CRS components to compute
the message blinded with the slot-specific randomness (specifically e(g, h)*'7), before using their secret key to
remove this term. In the multi-authority setting, without any additional coordination, users may be assigned
different “slots” for each authority and consequently, generate incompatible key components that are insufficient
for decryption. At the same time, since each slot for any given authority can only map to a single user, we
cannot hope to map arbitrary user identifiers into a polynomial number of slots without collisions. Our solution
is to use a cover-free family of sets (i.e., families of sets where no set is contained within the union of N other
sets within the family) [KS64, EFF85]. Specifically, each gid is associated with a set Fyjq in the cover-free set
system. When generating a key, the user would generate |Fgiq| copies, one for each slot i € Fyj¢4 and register all
|Fgiq| copies with the key curator (if another user has already registered their key in slot i, then the key curator
skips the key). The cover-free property ensures that for any gid* appearing in a given ciphertext, there always
exists some slot i* where gid” is the only gid mapped to that slot. This ensures decryption correctness and only
incurs polynomial overhead (in the total number of slots).

Security analysis. We prove security of our construction using the dual system methodology [Wat09, LW10],
where we step through a hybrid sequence and gradually replace the challenge ciphertext and the slot parameters (in
the CRS) with semi-functional versions. The invariant is that keys associated with semi-functional slots can decrypt
normal ciphertexts and keys associated with normal slots can decrypt semi-functional ciphertexts. However, keys
registered to semi-functional slots cannot decrypt semi-functional ciphertexts. Once the ciphertext and all of the slots
are in the semi-functional mode, we have removed the adversary’s ability to decrypt the challenge ciphertext, and
can directly argue semantic security. While this high-level blueprint has been successfully used to realize many forms
of ABE [Wat09, LW10, LOS*10, LW11, HLWW23, ZZGQ23, GLWW24], we highlight some of the technical challenges
unique to our setting:
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« Enabling post-challenge corruptions: In registered ABE, the adversary can corrupt registered users at any
time and obtain their secret key. This can happen before as well as after seeing the challenge ciphertext. In
prior works on single-authority registered ABE, there was no need to consider post-challenge corruptions. This
is because once the adversary requests the challenge ciphertext, the adversary has fully determined which set
of registered users can and cannot decrypt. The work of [HLWW23] thus shows how to generically convert any
adversary that makes post-challenge corruption queries into one that corrupts all unauthorized users before
requesting the challenge ciphertext. Thus, without loss of generality, in normal registered ABE, there is no
need to separately handle post-challenge corruption queries. In multi-authority registered ABE, this approach
no longer applies and security against adversaries only making pre-challenge corruption queries does not
appear to generically imply security against adversaries that can make post-challenge corruption queries (see
Remark 4.7).

Fortunately, the bulk of the dual system argument is compatible with these post-challenge corruption queries.
The main exception to this is handling a “proof of well-formedness” attached to the public keys in our scheme
to ensure an adversary does not submit public keys outside the support of KeyGen. In [HLWW23], these proofs
are built using an explicit algebraic validity-check mechanism, while in [ZZGQ23], they attach a quasi-adaptive
non-interactive zero-knowledge (NIZK) proof to each public key. In both cases, these proofs of well-formedness
are tied to the particular construction and need to be carefully integrated into the security analysis. While
it seems plausible that these approaches generalize to the multi-authority registered ABE setting and still
allow us to prove security against post-challenge corruption queries, we opt for a simpler and more modular
approach. Namely, we first consider security against “semi-malicious” adversaries that are constrained to only
registering keys that are in the support of the honest key-generation algorithm (i.e., in the security game, the
adversary provides the key-generation randomness used to sample any key it chooses). We then show that
our dual-system proof strategy is sufficient to prove semi-malicious security even against adversaries that can
make post-challenge corruption queries. Finally, we show that any semi-maliciously-secure scheme can be
generically lifted to full security using standard (simulation-sound) non-interactive zero-knowledge (NIZK)
proofs of knowledge [Sah99, DDO*01].

« Delayed gid programming. When executing a dual-system proof strategy for multi-authority ABE (c.f,
[LW11]), one typically switches the decryption keys from normal mode to semi-functional mode through a
sequence of hybrids. Each hybrid focuses on switching the keys associated with a single gid*. For instance, in
the [LW11] analysis, to switch the keys associated with gid* from normal to semi-functional, their strategy
is to program H(gid") to output an element in G; X G, (i.e., introduce a G, component into H(gid")). This
introduces an additional blinding factor into the secret keys associated with gid*, which allows the reduction
to replace a normal key for gid* with a semi-functional one. Before moving on to the next gid™ # gid”*, they
need to first restore H(gid") to outputting an element of G;. Otherwise, they cannot switch keys associated
with gid™ to semi-functional ones. In our construction, we replace the random oracle H with a keyed hash
function. This means the public parameters is already committing to the value of H(gid) before knowing
exactly which user identifiers gid the adversary will query in the security proof. Thus, executing a similar
proof strategy [LW11] would require the adversary to pre-commit to the gid’s for which it will require keys.
This leads to a statically-secure scheme.

To prove adaptive security in this work, we instead rely on a delayed programming strategy. Like [LW11], we
inject additional randomness into the hash key U; (for slot i). We then use this randomness in conjunction with
the encryption randomness to program the user-identifier-specific blinding factors Egjq, that appear in the
challenge ciphertext. The key observation is that the challenge ciphertext is constructed after the adversary has
selected the user identifier gid; associated with each slot i. We refer to Sections 5.2.4 and 5.2.5 for more details.

An unbounded scheme via obfuscation. To demonstrate the feasibility of multi-authority registered ABE that
can support an unbounded polynomial number of users as well as general circuit access policies, we construct such a
scheme from indistinguishability obfuscation (i0). Our construction shares a similar high-level structure with the
obfuscation-based registered ABE scheme in [HLWW23]. Namely, the master public key mpk, for each authority
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(with attribute a) is a hash of the (gid, pk) pairs registered to that authority while the ciphertext is an obfuscated
program with the relevant authority master public keys mpk,, the access policy C, and the message 1 embedded
inside. The obfuscated program takes the following inputs:

- a set of attributes S that satisfies the policy (i.e., C(S) = 1);

- auser identifier gid*;

« a public key pk for each a € S together with the associated secret key skj;
« local openings of (gid*, pk}) to mpk, foralla € S

The obfuscated program checks that the policy is satisfied, that the secret keys are valid, and that the local openings are
valid. If all of the conditions pass, then the program outputs the message y1. We give the formal details along with the
security proof in Section 7. Notably, we leverage function-binding hash functions [FWW23] to avoid a subexponential
security loss in the reduction (i.e., which would be incurred by a proof strategy that iterates over every possible user
identifier gid). Our proof technique here relies on function-binding hash functions for a new class of predicates which
we call unique-block-selection predicates (see Definition 7.3). We show how to construct function-binding hash
functions for this family of predicates using a leveled homomorphic encryption scheme in Appendix C; our approach
follows the same structure as earlier constructions of somewhere statistically binding hash functions [HW15] or
function-binding hash functions for disjunctions [FWW23]. In addition, to support post-challenge corruption queries,
we replace the public-key encryption scheme in the above sketch with a non-committing encryption scheme.

3 Preliminaries

We begin by introducing the notation we use in this work. Many of our conventions are taken directly from [HLWW23].
We write A to denote the security parameter. For a positive integer n € N, we write [n] to denote the set {1, ..., n},
[0, n] to denote the set {0, ...,n}, and Z, to denote the integers modulo n. For a set S, we write 25 to denote the
power set of S. For a finite set S, we write x < S to denote sampling an element uniformly at random from S. We use
bold uppercase letters (e.g., A, B) to denote matrices and bold lowercase letters (e.g., u, v) to denote vectors. We use
non-boldface letters to refer to their components (e.g., v = [0y, ...,0,]7). We write poly(A) to denote a function that
is bounded by a fixed polynomial in A and negl(1) to denote a function that is 0(17¢) for all ¢ € N. We say an event
occurs with overwhelming probability if its complement occurs with negligible probability. We say an algorithm is
efficient if it runs in probabilistic polynomial time in its input length.

Access structures and linear secret sharing. We recall the definition of monotone access structures and linear
secret sharing which we use in this work. Our presentation is taken verbatim from that of [HLWW?23].

Definition 3.1 (Access Structure [Bei96]). Let S be a set and let 25 denote the power set of S (i.e., the set of all subsets
of S). An access structure on S is a set A C 25 \ @ of non-empty subsets of S. We refer to the elements of A as the

authorized sets and those not in A as the unauthorized sets. We say an access structure is monotone if for all sets
Sl, Sz € 25, 1f51 € A and Sl - Sz, then Sz € A.

Definition 3.2 (Linear Secret Sharing Scheme [Bei%96]). Let @ be a set of parties. A linear secret sharing scheme over
aring Zy for @ is a pair (M, p), where M € Z{¥" is a “share-generating” matrix and p: [¢] — @ is a “row-labeling”
function. The pair (M, p) satisfy the following properties:

« Share generation: To share a value s € Zy, sample vy, ..., 0, & Zx and define the vector v = [s, 0, ..., 0,]".
Then, u = Mv is the vector of shares where u; € Zy belongs to party p(i) for each i € [¢].

« Share reconstruction: Let S C ® be a set of parties and let Is = {i € [£] : p(i) € S} be the row indices
associated with S. Let Mg € le\lf X" be the matrix formed by taking the subset of rows in M that are indexed

by Is. If S is an authorized set of parties, then there exists a vector wg € Z]‘\I,s‘ such that ngs = e], where
e; = [1,0,...,0] denotes the first elementary basis vector. Conversely, if S € ® is an unauthorized set of parties,
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then e] is not in the row-span of M (i.e., there does not exist ws € Zﬁ‘ where w(Ms = e]). Equivalently, when

S is unauthorized, there exists a vector v* € Z" where the first component v] = 1 such that Msv* = 0 (i.e., the
vector v* is orthogonal to the rows of M associated with the attributes in S).

3.1 Composite-Order Pairing Groups

We now recall the notion of a composite-order pairing group along with the primary cryptographic assumptions we
use in this work.

Definition 3.3 (Four-Prime Composite-Order Bilinear Group [BGNO05]). A (symmetric) four-prime composite-order
bilinear group generator is an efficient algorithm CompGroupGen that takes as input the security parameter A and
outputs a description (G, Gr, p1, p2, p3, 4, g, €) of a bilinear group where p1, p2, p3, pa > 24 are distinct primes, G and
Gr are cyclic groups of order N = p1papspa, g is a generator of G, and e: G X G — Gr is a non-degenerate bilinear
map (called the “pairing”). We require that the group operation in G and Gr as well as the pairing operation be
efficiently computable.

Notation. Let G be a cyclic group with order N = p;p,psps and generator g. In the following, we will write
Gy = (gP2P3P*) to denote the subgroup of G of order p;. We define G, G3, G4 analogously. By the Chinese Remainder
Theorem, if ¢, g2, g3, g4 are generators of Gy, Gy, G3, G4, respectively, then g1929394 € G is a generator of G, and
moreover, every element h € G can be uniquely written as g,"9,°g;’g," wWhere x; € Z,,, x2 € Zj,, x3 € Zj,, and
X4 € Zp,. More generally, for i, j € {1,2,3,4}, we write G, ; = (gN/P"PJ') to be the subgroup of G of order p;p;. We
define G; ; x analogously. In the following description, we will say h € G has a non-trivial component in the G;

subgroup if x; # 0.

Generalized subgroup assumptions. Security of our construction relies on several variants of the subgroup
decision assumptions introduced by Lewko and Waters [LW10] for constructing adaptively-secure (hierarchical)
identity-based encryption, and subsequently by Lewko et al. [LOS*10] for constructing adaptively-secure attribute-
based encryption. The first four assumptions are special cases of the generalized subgroup decision assumption from
Bellare et al. [BWY11]. Lewko and Waters previously showed that all of the assumptions hold in the generic bilinear
group model. The specific assumption we require are a subset of the assumptions from [GLW W23, Assumption 5.2].

Assumption 3.4 (Subgroup Decision Assumptions [LW10, GLWW23]). Let CompGroupGen be a four-prime
composite-order bilinear group generator. Let (G, Gr, py, pa, p3, pa- g, €) < CompGroupGen(1%), N = p1papspa,
G = (G,Gr,N, g,e),and g; & Gy, gz & Gy, g3 & Gs, and g4 & G4. We now define several pairs of assumptions
Dy, Dy where each distribution Dy, = (D, Tp,) consists of a set of common components D together with a challenge
element Tj,. We say that such an assumption holds with respect to CompGroupGen if for all efficient adversaries A,
there exists a negligible function negl(-) such that for all A € N,

|Pr[A(D, Ty) = 1] = Pr[A(D, T;) = 1]| = negl(A),

where the probability is taken over the choice of the common components D, the challenge element Tj, and the
adversary’s randomness.

Assumption 3.4a: Sample r & Zy, and let
D=(G.91.9599), To=g1.  Ti=(9192)"
Assumption 3.4b: Sample s;3, 553, 7 < Zy;, and let
D = (G, 91,93 94, (9192)"", (9293)™") , To = (9193)", T = (919293)"
Assumption 3.4c: Sample s;5, Sp4, 7 € Zn;, and let

D = (G, 91, 93 94 (9192)"%, (9294)™) , To = (9194)", Ti = (919294)"
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Assumption 3.4d: Sample a,s, {1, (2,1 & Zn, and let
D= (Q gl,gz,ga,g4,g‘l"g§1,gig§2), Ty = e(91,91)", T =e(g.9)".

Remark 3.5 (Equivalence of Assumption 3.4b and Assumption 3.4c). Observe that Assumption 3.4b and Assumption
3.4c are equivalent up to relabeling of the primes ps, ps. For clarity in our reductions, we describe these as separate
assumptions.

4 Multi-Authority Registered ABE

In this section, we formally introduce the concept of multi-authority registered ABE. Our definition combines the
trustless feature of registered ABE [HLWW23], where individual users choose their own public/private keys, together
with the decentralized nature of multi-authority ABE [Cha07, LW11], where different and independent authorities
manage the attributes and public keys associated with their respective domains. For ease of exposition, we focus
on the setting where each authority has one attribute. This readily extends to the setting where we implement an
authority with K attributes using K single-attribute authorities. In our model, we associate each authority with a
unique authority identifier aid and each user with a unique user identifier gid. By associating a single attribute with
each authority, we can view an access policy as a mapping from a set of authority identifiers onto a Boolean value
(that indicates whether the policy is satisfied or not). We now give the formal definition:

Definition 4.1 (Multi-Authority Registered ABE). Let A be a security parameter. Let AU = {AU )} jen be a family
of authority identifiers, GI D = {GI D, } en be a family of global user identifiers, and ® = {®,} en be a family
of access policies. We model each access policy (S, ¢) € ®, as a Boolean-valued function ¢: 25 — {0, 1} over a set
of authority identifiers S € AU ). A multi-authority registered ABE scheme IIpma-rae With authority identifiers
AU, user identifiers GI D, and policy family @ is a tuple of efficient algorithms IIpma-rase = (GlobalSetup, KeyGen,
RegPK, UpdateKey, Encrypt, Decrypt) with the following syntax:

« GlobalSetup(1*) — (gpp, gep): On input the security parameter A, the global setup algorithm outputs a global
set of public parameters gpp and a set of succinct global encryption parameters gep. We assume the global
public parameters gpp and global encryption parameters gep implicitly contain a description of the security
parameter 1* and the message space M (where [M| > 2).

+ KeyGen(gpp, gid) — (pk;g, skgida): On input the global public parameters gpp and the user identifier gid, the
key-generation algorithm outputs a public/secret key-pair pkgy and skgid.

» RegPK(gpp, aux, gid, pkyiq) — (mpk’,aux’): On input the global public parameters gpp, a (possibly empty)
state aux, a user identifier gid, and a public key pk,;4, the registration algorithm deterministically outputs an
updated master public key mpk’ and updated state aux’.

+ UpdateKey(gpp, aux, gid) — hskgiq: On input the global parameters gpp, a state aux, and a user identifier gid,
the update algorithm deterministically outputs a helper decryption key hskgiq.

+ Encrypt(gep, (Senc, ¢), {(aid, mpk,;4) }aides....m) — ct: On input the global encryption parameters gep, an
access policy (Senc, @) € @, consisting of a set of authority identifiers Senc € AU and a predicate ¢: 25 —
{0,1}, the corresponding authority master public keys {(aid, mpk,;4) }aides.... and a message y € M, the
encryption algorithm outputs a ciphertext ct.

+ Decrypt(gpp, S, {(aid, skaidgid> hskaidgid) }aides, ct) — p: On input the global public parameters gpp, a set of
authorities S € AU, the corresponding set of secret keys skaiqgid, helper decryption keys hskaiqgiq for the
authorities in S, and a ciphertext ct, the decryption algorithm either outputs a message p, where p € MU {1}
is either a message or a special symbol L to indicate a decryption failure.
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Remark 4.2 (Bounded Setup and Restricted Policy Families). We say a multi-authority registered ABE scheme
supports an a priori bounded number of users if GlobalSetup additionally takes a bound 1* and we only require
correctness where there is a maximum of L registered users for each authority. Additionally, GlobalSetup can also
optionally take in an explicit policy index describing the class of access policies that the scheme supports. When
unspecified, this is assumed to be a function of the security parameter.

Correctness. Correctness for a multi-authority registered ABE scheme requires that any user who has registered
with a set of authorities S € AU, that satisfies a ciphertext’s access policy ¢ (i.e., ¢(S) = 1) should be able to decrypt.
This is irrespective of the behavior of malicious users. Much like in multi-authority ABE, to distinguish between
different users and prevent collusion across users, we assume that each user has a unique identifier gid, and we only
support decryption with groups of keys issued under the same gid.

Update efficiency. Like other registration-based primitives [GHMR18, HLWW23, FFM*23, DPY24], when new
users join the system, existing users will periodically need to request (and update) helper decryption keys from
different authorities. Over the lifetime of the system, the number of updates each user needs to request should be
small (as a function of the total number of users). While previous approaches modeled this by requiring that the total
number of updates a user needs to make be polylogarithmic in the total number of registered users, we consider
a more general approach in this work. For example, our approach can capture fine-grained policies such as a user
should only have to update their key if at least T users joined the system since their last update, and moreover, the
total number of updates each user has to make remain polylogarithmic in the total number of registered users.

To capture this more general notion of update efficiency, we introduce an IsReady: N* — {0, 1} function that
determines whether a particular decryption key (skaidgid, hskaid,gid) can be used to decrypt a given ciphertext ct
(encrypted with respect to the master public key mpk,;,) or if an update is necessary. Specifically, the [sReady function
takes as input three parameters (e, d, h) defined as follows:

+ The e parameter is associated with the master public key mpk_;4 and corresponds to the total number of users
registered with authority aid at the time mpk,;; was generated.

« The d parameter corresponds to the number of users registered with authority aid immediately after user gid
registers with authority aid.

« The h parameter corresponds to the number of users registered with authority aid at the time the last update
was generated.

The IsValid function outputs 1 if and only if a helper decryption key is “up to date” relative to a particular master
public key (i.e., can decrypt correctly). We require that the IsReady predicate satisfy the following basic invariant:

Ve,d,he N:h>e>d = IsReady(e,d,h) = 1. (4.1)
This invariant captures the following two properties:

+ e > d means the ciphertext was encrypted with respect to a master public key mpk_;4 constructed after user
gid registers with authority aid.

+ h 2 e says that the helper decryption key hskaiqgiq is at least as recent as mpk_;4 (i.e., helper decryption keys
should be backwards compatible and be able to decrypt ciphertexts associated with older versions of the master

public key).

We remark that these are minimal requirements on the IsReady function, and we can impose more stringent require-
ments. For example, in Remark 4.4, we describe an IsReady function that corresponds to the standard requirement that
the total number of updates a user has to request from a given authority scale polylogarithmically with the number
of users registered with the particular authority. In contrast, an IsReady predicate that only satisfies the minimal
requirement from Eq. (4.1) could yield a scheme where users must retrieve an update from an authority whenever a
new user joins the system. Other choices of IsReady in turn capture different update efficiency requirements.
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Definition 4.3 (Correctness and Compactness). Let IIma-rape = (GlobalSetup, KeyGen, RegPK, UpdateKey, Encrypt,
Decrypt) be a multi-authority registered ABE scheme with authority identifiers AU = {AU )} 1en, user identifiers
GID ={GID,}en, and policy family & = {®,},cn. For a security parameter A, an adversary A, and an IsReady
predicate satisfying Eq. (4.1), we define the correctness game between A and the challenger:

« Setup phase: The challenger starts by sampling the global parameters (gpp, gep) < GlobalSetup(1) and
gives (gpp, gep) to A. The challenger also initializes a dictionary D that maps authority identifiers aid to tuples
(¢, k, j, (mpky, ..., mpk,), aux), where the components are defined as follows:

- c represents the total number of users registered to this authority.

= k = (d, pkgiq+, Skgia*) is a tuple representing the target user identifier gid" € GI'D),. Here, d € N denotes
the number of users registered with authority aid immediately after gid” is registered, and (pkgig+, skgid*)
are the public/secret keys associated with gid* and authority aid (as sampled by the challenger in the
security game). If the adversary has not yet registered a target user, then k = L.

= j = (h, hskgg-) is a tuple containing the counter value h € N when the helper decryption key hskgiq- for
the target user gid” was last requested (for authority aid). If the adversary has not yet registered a target
user or requested an update, then j = L.

- (mpk,, ..., mpk,) is the list of master public keys associated with the authority after each registration. In
other words, mpk, is the initial master public key associated with authority aid (before any registrations)
and mpk; is the i master public key after the first i users have registered with aid.

— aux is the auxiliary state of authority aid.

Initially, for every authority aid € AU, the challenger initializes c = 0,k = L, j = L, mpk, = L, and aux = L
and sets D[aid] = (c, k, j, (mpk,), aux).

+ Query phase: During the query phase, the adversary A is able to make the following queries:

- Non-target registration query: In a non-target registration query, the adversary A specifies a user
identifier gid € GI D,, a public key pk,4, and an authority aid € AU . The challenger responds as
follows:

gid>

1. The challenger retrieves (c, k, j, (mpk,, ..., mpk,), aux) < D[aid].

2. The challenger registers the key by computing (mpk,,;, aux’) < RegPK(gpp, aux, gid, pkyq)-

3. The challenger updates its dictionary by setting D[aid] = (¢ + 1, k, j, (mpk,, ..., mpk_,;),aux’) and
replies to A with (mpk_,, aux’).

— Target registration query: In a target registration query, the adversary specifies a user identifier

gid* € GI D, and an authority aid € AU . The challenger responds as follows:

1. If the adversary previously made a target registration query on any user identifier gid # gid*, then
the challenger halts with output 0. If the adversary previously made a non-target registration query
for gid* to authority aid, then the challenger also halts with output 0.

2. Otherwise, the challenger retrieves (c, k, j, (mpk,, ..., mpk,), aux) « D[aid].

3. The challenger samples a public/secret key-pair (pkyig giq* Skaidgia*) < KeyGen(gpp, gid”) and then
registers pkaid’gid* by computing (mpk,,;, aux’) < RegPK(gpp, aux, gid", pkaid,gid*)'

4. The challenger sets k = (¢ + 1, pkaid’gid*, skaidgid*) and updates its dictionary by setting D[aid] =
(¢ +1,k, j, (mpky, ..., mpk,,),aux’) and replies to A with (mpk_,,, aux’, pkaid)gid*, skaidgid*)-

— Request update query: In a request-update query, the adversary specifies an authority identifier
aid. The challenger looks up (c,k, j, (mpk,, ..., mpk.),aux) « DJaid]. If k = L, then the challenger
halts with output 0. Otherwise, the challenger parses k = (d, pkgg+, skgia') and computes hsk «
UpdateKey(gpp, aux, pky;q-). It sets j* = (c, hsk’) and updates its dictionary by setting

D[aid] = (¢, k, j’, (mpk,, . .., mpk,), aux).
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+ Challenge phase: During the challenge phase, the adversary A specifies an access policy (Senc, ¢), a list
of indices {eaid }aides,,. indicating which public key to use for each authority, and a message p € M. The
challenger responds with a challenge ciphertext constructed as follows:

1. For each aid € Senc, the challenger looks up (caid; kaids jaids (Mpkyigos - - - mpkaid’caid), auxaid) = D[aid]. If
kaid = L, then the challenger halts with output 0. Otherwise, it parses kaid = (daid, pkaid,gid*, skaidgia)- If
€aid > Caid for any aid € Sy, then the challenger halts with outputs 0.

2. Otherwise, the challenger computes ct < Encrypt(gep, (Senc, @), {(aid, mpk,iq ... ) }aidese,» m), which it
sends to the adversary.

The adversary then sends a set S C Sep of authorities. Then, for each authority aid € S, the challenger looks up
(Caids Kaids Jaids (MPKyig gs - - -» MPKyig o ), @UXaid) = D[aid]. The challenger then computes the output as follows:

— If kaig = L or jaq = L for any aid € S, the challenger outputs 0.

— For each aid € S, the challenger parses kuig = (daid, Pkaid,gid*’Skaid,gid*) and jaid = (haid, hskaiqgia*). The
challenger checks that IsReady(eaid, daid, faid) = 1 and outputs 0 if not.

— The challenger computes ' < Decrypt(gpp, S, {(aid, skaid, hskaid) }aides, ct). If (S) = 1 and p’ # p, then
the challenger outputs 1. Otherwise the challenger outputs 0.

Perfect correctness. We say that IIma-rase is perfectly correct if for all (possibly unbounded) adversaries A,
Pr[b = 1] = 0 in the correctness game defined above.

Compactness. We say that IIya-rase is compact if there exists a universal polynomial poly(-, -) such that the length
of global encryption parameters gep and the length of the master public keys mpk in the above correctness game are
bounded by poly(A,log L), where L is an upper bound on the number of registration queries algorithm A makes to
any single authority.

Remark 4.4 (Polylogarithmic Update Efficiency). Previous notions of registration-based cryptographic primitives
(e.g., [GHMR18, HLWW23, FFM*23, DPY24]) require that the the number of updates a user has to make over the
lifetime of a system scales polylogarithmically with the total number of registered users. We can capture this property
in our framework by imposing a suitable combinatoric requirement on the IsReady function:

« There exists a family of intervals {[s;, #;] }iexy and a universal polynomial poly(-) such that for all L € N,

= [L] € Useqe; [5i ti] where £ = poly(log L).
— If h € [s;,t;] for some i € [£], then foralld < e < t;, IsReady(e, d, h) = 1.

In other words, any sequence (of registrations) can be covered by a polylogarithmic number of intervals.
Moreover, updating at any point in an interval ensures that the helper decryption key remains up-to-date until
the number of keys exceeds the endpoint of the interval. Since only polylogarithmically-many intervals are
needed to cover the set [L], each user only needs to update their key a polylogarithmic number of times.

This examples illustrates the flexibility of our approach for modeling the update efficiency requirement for a
registration-based cryptographic scheme. There are alternative efficiency requirements that we can also impose (and
capture) using our formalism.

Remark 4.5 (Succinct Decryption Keys). We say a multi-authority registered ABE scheme has succinct decryption
keys if the following properties hold:

+ The size of the secret key skiqgi¢ and the helper decryption keys hsk,jqgid in the system have bounded size
poly(4,log L), where L is the number of registered users.
+ The Decrypt algorithm does not take the global parameters gpp as input.

We note that single-authority registered ABE schemes [HLWW23, FWW23, ZZGQ23, GLWW23, CHW25] all support
succinct decryption keys. The slotted multi-authority registered ABE scheme we construct (Sections 4.1 and 5) also
satisfies this requirement. However, our transformation from the slotted scheme to the full scheme in Section 6 does
not preserve this property in the multi-authority setting.
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Multi-authority registered ABE security. The security definition of multi-authority registered ABE is similar
to that of plain registered ABE, where the adversary is permitted to register both honest and adversarially-chosen
keys with different authorities. When registering a public key, the adversary specifies a user identifier gid. We then
require semantic security for a challenge ciphertexts as long as the adversary does not possess a set of secret keys
under a common user identifier gid which satisfies the challenge policy. We now give the formal definition:

Definition 4.6 (Security). Let ITya-rape = (GlobalSetup, KeyGen, RegPK, UpdateKey, Encrypt, Decrypt) be a multi-
authority registered ABE scheme with authority space AU = { AU} jen, user identifiers GTD = {GI D, }ren, and
policy space @ = {®,} en. For a security parameter A, an adversary (A, and a bit b € {0, 1}, we define the following
game between A and the challenger:

« Setup phase: The challenger runs gpp « GlobalSetup(1*) and gives gpp to the adversary. The challenger
also initializes a list of honestly-generated keys K = @ and a dictionary D = @ that maps authority identifiers
aid € AU, to the master public key and auxiliary state associated with the authority.

« Query phase: The adversary can now make the following queries:

- Register honest key: In an honest-key-registration query, the adversary specifies an authority identifier
aid € AU, and a user identifier gid € GI D,. The challenger looks up (mpk,;4, aux,iq) = D[aid] and
samples a key (pk,;q 4ig Skaidgid) <= KeyGen(gpp, gid). Then, the challenger registers (mpkl;y, aux’, ) «
RegPK(gpp, auxaid, 8id, pk,jq4;4) and updates its public key D[aid] = (mpk,4,aux’,,). The challenger
replies to A with (mpk,;, aux’, , PKaiq,gia) and adds the entry (aid, gid, skaiqgid) to K.

- Register corrupted key: In a corrupt-key-registration query, the adversary specifies an authority identi-
fier aid € AU, a user identifier gid, and a public key pkgiq. The challenger looks up (mpk;4, auxaia) =
D[aid] and computes (mpk,4, aux/.,) < RegPK(gpp, auxaid, gid, PKaiqgia)- The challenger updates the
public key D[aid] = (mpk’;;, aux,) and replies to A with (mpk,j, aux’.,).

— Corrupt honest key: In a corrupt-key-query, the adversary specifies an authority identifier aid € AU,
and a user identifier gid € GI D,. If there exists an entry of the form (aid, gid, skaiqgjd) in K for some
skaid,gid» then the challenger replies with skjq gig. Otherwise, it replies with L.

— Challenge: In a challenge query, the adversary chooses two messages (1, ;) € M and a policy (Senc, ™).
The challenger replies with ct «— Encrypt(gep, (Senc, @), {mpkiq }aideSenes Hy,)- The adversary can make
at most one challenge query.

After the adversary finishes making queries, it outputs a bit " € {0, 1}, which is the output of the experiment.

For a user identifier gid € GI D), let Sgig C Senc to be the set of authority identifiers aid € Senc where the adversary
either made a corrupt-key-query or a corrupt-key-registration query on (aid, gid). We say that an adversary A is
admissible if ¢* (Sgiq) = 0 for all gid € GI D,. We say that a multi-authority registered ABE scheme is secure if for
all efficient and admissible adversaries A, there exists a negligible function negl(-) such that for all A € N, we have
that |[Pr[d’ =1|b=0] —Pr[b’ =1| b = 1]| = negl(A) in the above security game.

Remark 4.7 (Post-Challenge Corruption Queries). Definition 4.6 allows the adversary to make additional corruption
queries after it makes the challenge query. One may recall that in the setting of (single-authority) registered
ABE [HLWW23], it suffices to consider security without post-challenge corruption queries. As shown in [HLWW23,
Lemma 4.10], security without post-corruption corruption queries generically implies security with post-corruption
queries. This is because the adversary can always issue corruption queries on all of the keys registered to attribute sets
S that do not satisfy its challenge policy right before it chooses the challenge ciphertext (since the policy associated
with the challenge ciphertext completely determines whether a particular attribute set is corruptible or not). However,
in the multi-authority setting, the adversary has the additional flexibility of corrupting individual attributes (registered
to different authorities). As a result, we cannot rely on this argument to conclude that security without post-challenge
corruption queries implies security with post-challenge corruption queries.

As a simple example, suppose an adversary registers honest keys for user gid to two attributes a; and a, and
chooses (a; A ay) as its challenge policy. In the multi-authority setting, the adversary is allowed to corrupt either
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attribute a; or attribute a,. As long as it does not corrupt both of them, then the set of keys it possesses remains
insufficient to decrypt the challenge ciphertext. Importantly, the adaptive adversary could choose to corrupt a; or a,
after it sees the challenge ciphertext. The analogous notion in the single-authority setting means that the adversary
can either choose to corrupt the user (and learn the key for a; and a) or not corrupt the user (and learn neither of
the keys). The ability to selective corrupt individual attribute keys is a key difference between the single-authority
and the multi-authority settings, and this distinction is the reason we explicitly consider and analyze post-challenge
corruption queries throughout this work.

4.1 Slotted Multi-Authority Registered ABE

To construct multi-authority registered ABE, we follow the [HLWW23] template of first defining a slotted version
where each authority supports a bounded number of users L. In this model, users generate their public keys for a
particular slot i € [L]. Then, given L public keys pk;, ..., pk; (one for each slot), the authority can aggregate them
into a master public key mpk. Note that aggregation takes all L keys at once. Unlike Definition 4.1, there is no notion
of users dynamically joining the system in a slotted multi-authority registered ABE scheme. We show in Section 6 how
to generically transform a slotted multi-authority registered ABE scheme into a standard multi-authority registered
ABE scheme.

Definition 4.8 (Slotted Multi-Authority Registered ABE). Let A be a security parameter. Let AU = { AU} jen be
a family of authority identifiers, GI D = {GI D} en be a family of global user identifiers, and ® = {®,} en be a
family of access policies. We model each access policy (S, ¢) € @, as a Boolean-valued function ¢: 25 — {0, 1} over
a set of authority identifiers S € AU . A slotted multi-authority registered ABE scheme IIsma-rase With authority
identifiers AU, user identifiers GI D, and policy family ® is a tuple of efficient algorithms ITsma-rase = (GlobalSetup,
KeyGen, IsValid, Aggregate, Encrypt, Decrypt) with the following syntax:

« GlobalSetup(14,1%) — (gpp, gep): On input the security parameter A and the number of slots L, the global
setup algorithm outputs a global set of public parameters gpp and a global encryption parameters gep. We
assume gep is implicitly included in gpp and moreover, that gep contain an implicit description of the security
parameter 1* and the message space M (where |M| > 2).

- KeyGen(gpp, j)) — (pk;, sk;): On input the public parameters gpp and a target slot j € [L], the key-generation
algorithm outputs a public/secret key-pair pk; and sk;.

« IsValid(gpp, j, pk;) — b: On input the public parameters gpp, a slot index j, and a public key pk;, the validity-
checking algorithm outputs a bit b € {0, 1}.

- Aggregate(gpp, {(J, gid;, pk;) }je[L]) — (mpk, {(j, hsk;)}je(r)): On input the public parameters gpp together
with L global user identifiers gid; and public keys pk;, the aggregation algorithm deterministically outputs a
master public key mpk and a set of helper decryption keys {(j, hsk;)} je[z]-

+ Encrypt(gep, (Senc, ¢), {(aid, mpk,;4) }aides.... #) — ct: Given the global encryption parameters gep, an access
policy (Senc, @) € @ consisting of a set of authority identifiers Sene € AU, and a predicate ¢: 2% — {0,1},
a collection of authority master public keys {(aid, mpk,;4) }aides.,.. and a message p, the encryption algorithm
outputs a ciphertext ct.

« Decrypt(gpp, S, j, {(aid, skaid, hskaid) }aides, ct) — p: Given the global public parameters gpp, a set of authorities
S € AU, a decryption slot j, a set of secret keys and helper decryption keys {(aid, skaid, hskaid) }aides, and a
ciphertext ct, the decryption algorithm outputs a message y € M.

Moreover, the above algorithms should satisfy the following properties:

« Completeness: For all A, L € N and all indices i € [L],

gpp « GlobalSetup(1%, 1¥)

Pr| Isvalid(gpp. j.pl;) =1 (pk;, sk;) < KeyGen(gpp. j) =t
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« Correctness: Take any A, L € N, any (gpp, gep) in the support of GlobalSetup(1%, 1), any policy (Senc, ¢) € ®;,
any decryption index j* € [L], any target user identifier gid* € GI D), any decryption set S* C Se,c where
¢(S*) = 1, any collection of key-pairs (pkj. 54, skj+aid) in the support of KeyGen(1%, j*) associated with
authorities aid € S*, any collection of user identifiers {(j, aid, gidj,aid)}(j,aid)e[L]\{j*}xSem: any collection of
public keys {(j, aid, pk; ,iq) } (jaid)e[L]\{j*} xSene Where IsValid(gpp, j, pk;,iq) = 1, and any message p € M.
Then, define the following quantities:

- For all aid € Senc, let (mpkyq, hskiaid, . .., hskraid) = Aggregate(gpp, {(J, 8id; 44, PK; 4ia) }je[2]) Where
gid. 4iq = gid"™.
— Let ct « Encrypt(gep, (Senc, ¢). {(aid, mpk,iy) }aideSoe> 1)-

Then I ma-raBE is correct if
PI‘[DeCVYPt(gPP, S*’ j*; {(ald’ Skj*,aid, hSkj*,aid)}aidES*> Ct) = )u] =1

« Compactness: There exists a universal polynomial poly(-, -) such that the length of the global encryption param-
eter gep output by Setup(1%, 1) and the length of the master public keys |mpk_;4| output by Aggregate(gpp, )
satisfy |gep|, Impk,;4| = poly(A,logL).

« Security: Let b € {0, 1} be a bit. For an adversary A, define the following security game between A and a
challenger:

— Setup phase: On input the security parameter 1%, the adversary A begins by outputting the number
of slots 1X. The challenger then samples (gpp, gep) < GlobalSetup (1%, 1*) and gives gpp and gep to A.
The challenger also initializes a counter ctr = 0, an (empty) dictionary D = @, and an (empty) set C = @.

— Pre-challenge query phase: Adversary A can now issue the following queries:

» Key-generation query: In a key-generation query, the adversary specifies a slot index i € [L].
The challenger responds by incrementing the counter ctr « ctr + 1, sampling (pk.,, Sketr) <
KeyGen(gpp, i) and replies with (ctr, pk,) to A. The challenger adds ctr — (i, pk,, Sketr) to the
dictionary D.

ctr ctr>

+ Key-corruption query: In a key-corruption query, the adversary specifies an index 1 < ¢ < ctr. In
response, the challenger looks up the tuple (i’, pk’, sk’) « D[c] and replies to A with sk’.

— Challenge phase: In the challenge phase, the adversary first specifies a policy (Senc, ¢) € ®,. For each

authority aid € Senc and each slot i € [L], the adversary specifies a tuple (c;aid, gid; 54> PK; ,;q) Where
either ¢;,iq € {1,..., ctr} to reference a challenger-generated key or c; ,ijq = L to reference a key outside
this set. We require that every honestly-generated key c;.iq € {1,...,ctr} appear at most once. The
adversary also specifies two messages y, jij € M. The challenger responds by constructing pk; ;4 as

follows:

* If cjaig € {1,..., ctr}, then the challenger looks up D[c;id] = (i’, pk’,sk’) and sets pk; .,y = pk’. The

challenger adds (i, aid) to C if the adversary issued a key-corruption query on index ¢; aid.

* If ¢jaiq = L, then the challenger sets pk; ,iq = pk; ;4 and adds (i, aid) to C.

« Finally, the challenger checks IsValid(gpp, i, pk; ;i) = 1. If not, the challenger halts with output 0>
The challenger computes (mpk_q, hskaid1, . . ., hskaia.r) = Aggregate(gpp, {(gid; 4ig» PK; aig) }icrz]) for all
aid € Senc and replies with the challenge ciphertext ct* « Encrypt(gep, (Senc, ¢), {(aid, mpk_;4) faideSenes Hy,)-
Since Aggregate is deterministicand can be run by A itself, there is no need to provide (mpk, hsk, ..., hskg)
to A. Similarly, there is no advantage to allowing the adversary to select the challenge policy and messages
after seeing the aggregated key.

— Post-challenge query phase: Adversary A can now issue the following queries:
+ Key-corruption query: These are handled as in the pre-challenge query phase. If the index ¢ = ¢; aig

corresponds to a counter value that the adversary provided to the challenger in the challenge phase,
then the challenger adds (i, aid) to the corruption set C.
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— Output phase: At the end of the experiment, algorithm A outputs a bit b” € {0, 1}, which is the output
of the experiment.

We say an adversary A is admissible if there does not exist a global id gid* and slot i* € [L] such that the set of
attributes {aid : (i*,aid) € C A gid, ,;4 = gid"} satisfies policy ¢*. Finally, we say that ITsma-raBE is secure if for
all polynomials L = L(A) and all efficient and admissible adversaries A, there exists a negligible function negl(-)
such that forall A € N, |Pr[d" =1: b =0] —Pr[b’ =1: b = 1]| = negl(A) in the above security experiment.

Semi-malicious correctness and security. The correctness and security requirements for a slotted multi-authority
registered ABE scheme considers adversarially-chosen public keys. We also consider a weaker correctness and security
requirement where the corresponding properties only hold for public keys that are in the support of the honest
key-generation algorithm. These correspond to “semi-malicious” variants of the original properties. In Appendix A,
we show that any semi-maliciously-secure scheme can be generically transformed into one that satisfies Definition 4.8
by attaching a NIZK proof of knowledge of the encryption randomness to each public key.

Definition 4.9 (Semi-Malicious Correctness and Security). We say a slotted multi-authority registered ABE scheme
ITsma-rABE is semi-maliciously secure if in the challenge phase of the security game from Definition 4.8, the adversary
is additionally required to provide the randomness for any public key that it samples itself. In other words, in the
challenge phase:

« Challenge phase: Specifically, if the adversary specifies a tuple (c;aid, gid; ,iq, pk;.‘,ai 4) during the challenge
phase where c; 5jg = L, the adversary must also provide randomness 7; 5i4. where pk’lf" aid = KeyGen(gpp, i; 7 4id)-
If the adversary provides an incorrect or malformed r; ,i4, then the challenger halts with output 0.
Along similar lines, we say that IIsua-rase Satisfies semi-malicious correctness if the correctness requirement is
relaxed to only consider collection of public keys {pk;};e[z] where pk; is in the support of KeyGen(gpp, i). Since
neither semi-malicious correctness nor semi-malicious security references an explicit IsValid function, we can omit
the IsValid function and completeness requirements when considering a semi-maliciously secure scheme.

5 Constructing Slotted Multi-Authority Registered ABE from Pairings

In this section, we show how to construct a slotted multi-authority registered ABE scheme that supports access
structures that possess a linear secret sharing scheme (Definition 3.2). Our construction relies on a composite-order
pairing group. For simplicity, we impose a one-use restriction on the policy where we assume that each attribute
is used at most once in the policy. For a fixed value k, we can transform any one-use scheme into a k-use scheme
via the [LOS™10] approach of introducing k duplicate copies of each attribute. We then show that our scheme is
semi-maliciously secure (Definition 4.9), which we can boost to full security using NIZK proofs (see Appendix A).

Construction 5.1 (Slotted Multi-Authority Attribute-Based Registration-Based Encryption.). Let CompGroupGen be
a four-prime composite-order bilinear group generator. Let AU = {AU } 1en be a universe of authority identifiers
and GIT D = {GT D, } e be the set of user identifiers where GT D, = {0, 1}*. Let ® = {®; } ;i be a family of access
policies where ®, consists of access policies (Senc, (M, p)) that can be described by a single-use? linear secret sharing
scheme (M, p) over a maximum of P = P(A) attributes. We index the rows of M with the elements of Sec (under a
canonical ordering). Our construction will rely on the following P-wise independent hash function mapping a user
identifier gid € [2"] to a group element:

. H(ﬁ, gid): On input a vector of group elements U= (Uy,...,Up) and a user identifier gid € [2*], output

H(ﬁ,gld) = 1—[ Uigidi—l'
i€[P]

In other words, H ((7 gid) can be viewed as evaluating a polynomial whose coefficients are determined by U at
the point gid.

ZSpecifically, this means the row-labeling function p is an injective mapping.
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We construct a slotted multi-authority registered ABE scheme ITsma-rase = (GlobalSetup, KeyGen, Aggregate,
Encrypt, Decrypt) with authority identifiers AU, user identifiers GI D, and policy family @ as follows:’

« GlobalSetup(1%,1%): On input the security parameter A and the number of slots L, the setup algorithm starts by
sampling (G, Gr, p1, pa, p3, P> g» €) < CompGroupGen(1%). The setup algorithm now constructs the following
quantities:

- Let G = (G, Gr, N, g1, g3, g4, €) to be the (public) group description, where N = p1papspa.

Sample random exponents a, f < Zy and set group elements h = glﬁ and Z = e(g1,91)%

For each slot index i € [L], construct the following elements.
« Sample exponents t;, 7; <~ Zy.
« For each a € [P], sample u; , < Zy and set U; ;, = (g1g4)%*. Let 1?,— = (U1, ..., Uip)
» For each i, j € [L] where i # j and a € [P], sample y;;, < Zn.
+ Define the group elements A; = (g193)" and B; = gFh' (g3g4)".
« Forj#i€[L]andae [P],let Jj;, = th’ia(gggzl)yf"l“ and let ]:, =it Jjip)-
Output the global public parameters

gpp = (Q Z,9,h {(A Bi,ﬁi}ie[L]»{j;',i}j;&ie[L]) (.1)
and global encryption parameters gep = (G, Z, g, h). The message space for the scheme is Gr.

« KeyGen(gpp,i): On input the global parameters gpp (with components given by Eq. (5.1)) and a slot index
i € [L], the key-generation algorithm samples r; <~ Zy and computes T; = g;". Then for each j # i, it computes
the cross terms Vj; < A;i. Finally, it outputs the public key pk; and the secret key sk; defined as follows:

PK; aid = (T, {Vji}jzierr) and  sk; =r;.
Note that key generation does not tie keys to specific attributes or user identifiers.

- Aggregate(gpp, (gid,, pky), ..., (gid;, pk;)): On input the global parameters gpp (with components given by
Eq. (5.1)), a collection of L global identifiers gid; and associated public keys pk; = (T;, {V}i}jzic[1]), the
aggregation algorithm computes the following components:

T= ]_[ T , Vi=ﬂVi,j , Q= H H(ﬁjagidj) , Rizl_[H(jj,iagidj)-
Je[L] J#i Je[L] J#i
Finally, it outputs the master public key mpk and the slot-specific helper decryption keys hsk; where
mpk = (f Q) and hsk; = (mpk,i, v, R;).

+ Encrypt(gep, (Senc; (M, p)), {(aid, mpk_;4) }aides,..» #£): On input the global master public key gep = (G, Z, g, h),
an access policy (Senc, (M, p)), authority master public keys mpk,,y = (Taid, Qaid), and a message y € Gr,
the encryption algorithm starts by sampling a secret exponent s <~ Zy. Then it constructs the ciphertext
components as follows:

- Message-embedding components: First, let C; = - Z° and C; = gj.
- Policy-specific components: Sample v <~ Z}; withv; = s and w & Z%; with wy = 0. Then, for each

aid € Senc, sample 1aig & Z, and let

T T
ml Vs AW pag Ty W
Caid = hPad"T35Q,.4% 9,™  and  Cyaig = g; ™,

where m], , € ZY, denotes the aid™ row of M. It then outputs the ciphertext

ct= ((Senc’ (M’ P)), Cl, CZ’ {(ald’ C3,aid> C4,aid)}aid€5enc)~

3 As noted in Definition 4.9, we do not require an IsValid function if we are only considering semi-malicious correctness and security.
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« Decrypt(gpp, S, i, {(aid, skaid, hski aid) }aides, ct): On input the global public parameters gpp (with components
given by Eq. (5.1)), a set of authorities S € AU, asloti € [L], a set of secret keys skuiq = r;aid, helper keys
hsk;aid = (mpkyg, i, Vi aids Ri aid), where mpk,,4 = ( aids Qaid ), and the ciphertext

ct= ((Senc, (M) P)), Cl» CZ» {(aid, CS,aid; C4,aid)}aid€5‘enc)

where M € Zi; X" the decryption algorithm proceeds as follows:

— If S does not satisty the policy (Senc, (M, p)), then the decryption algorithm outputs L.

- Otherwise, parse S = {aidy,...,aid|s|}. Let Mg be the matrix formed by taking the subset of rows in M
indexed by the image of elements of S under p. Since S is authorized, let ws € Z ' be a vector such that
wSMS = e

— For each row j € [|S]] of Mg, compute the associated row component

Tiaid;

‘—e(CSaldJ»A) e(CZavzald A ) e(c4a|d]»Rlald)

Finally, output

Cl ws, j
———. ] py. (5.2)
. J
CoB) s

5.1 Correctness and Compactness
Theorem 5.2 (Correctness). Construction 5.1 satisfies semi-malicious correctness (Definition 4.9).

Proof. Take any security parameter A € N, slot parameter L € N, and index i € [L]. Consider the following
components in the correctness experiment:

« Let (gpp. gep) « Setup(14, 1£, 1¥) where

gpp = (g Z,g,h, {(A;,B;, ﬁi}ie[L]s {jj,i}j¢je[L]) and gep=(G,Z,g,h).
By construction, the slot components can be written as A; = (¢g1g3)" and B; = 9“ h't (g3g4)™. The hash key can
be written as K; = (Ui, . . ., U; p) where Ui = (g194)% and Jj; = (Jji1, .-, Jj.ip) Where Jjiq = U-;’ia(gsg4)Yj,i,a.

- Take any (pk;, sk;) in the support of KeyGen(gpp, i). Then, we can write sk; = r; and pk; = (T;, Qi, Ry, {V} i} j21)
where
Ti=gy . Vii=AT=(g193)"". (5.3)

« Take any j* € [L] and any set of public keys {pk; ,i4}#;*<[1] in the support of KeyGen(gpp, j). We can write
PK;aid = (Tj.aids {VjiaidYie[L]\(j}) where Tjaia = g7 and Vjaid = Ar' ,

« For each aid, let (mpk,;4, hskyaids - - ., hskp aid) = Aggregate(gpp, (gidl’aid, pkl,aid), e, (gidL,aid> pkL,aid)). The

master public key mpk,,4 and the it slot-specific helper decryption key hsk; ,iq can be written as follows:
mpk,g = (Tuids Qaid)  and  hsk;zig = (Mpkygs i Viaids Riaid),

where

Taid = 1—[ Tj,aid s Vi,aid = l_[Vi,j,aid > Qaid = 1_[ H(I_()’ gidj) s Ri,aid = l_lH(jll’ gidj)~
JelL

J#i jelL] J#i
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« Take any message y € Gr, policy (Senc, (M, p)) € ®,, and set of public keys {mpk,; }aides.,.. Let ct «
Encrypt(gep’ (Senc’ (Ms P))’ {mpkaid}aidESenc> ﬂ) Thena

ct= ((Senc’ (M’ P))’ Cl, CZs {(ald’ C3,aid’ C4,aid)}aidesenc),

where T
MiqW Taid

T oAl -m
Cr=p- zZ°, Cy= gf s C3,aid = hMaid¥ aic;Qaid gy > C4,aid =9

T
aid¥

We now show that Decrypt(gpp, {skaid, hskiaid }aides, S, i, ct) outputs p. Denote the elements as S = {aidy, ..., aid|s|}.
Let Mg be the matrix formed by taking the subset of rows in M indexed by S. By assumption, we know that S satisfies

the policy, so let wg € legl be a vector such that w Mg = e]. We break up the decryption relation (Eq. (5.2)) into
several pieces and analyze them individually:

« For each row j € [|S|], we have
~ Viaid;
D; = (e(Csaid;s Ai) - €(Ca, Viaia, - A,) - €(Cugids Riaid)))-
We consider each of the individual components:

— First consider e(Cs 4id;, A;). Since h, € G; and T, Qaid € G4, this means Cs 44, € Gy4. Since A; € Gy 3,
the pairing e(Csaid;, A;) only contains components in the order-p; subgroup of the target group. Thus,
we can write

T
maidjw Uaidj

m' . voa_ .
e(CS,aidj,Ai) =e (h 4 Taidszaid 94 > (9193)tl)

m' v _ 5> ooml,w ;
=e|h I_l Tf,asidj I_l H(K{,gldj) aid; ,gi
te[L] te[L]

m' v —st: . = t,—m; ;v
— e(gl’ h)t’ aid; © e(gl:gl) st Zl’ r],aldj . l—l e (g,H(Kf, gld])) dj
te[L]

— Next, we compute e(Cy, Waidj 'A:i'aidj ). Since C, € Gy, this term only contains components in the order-p,
subgroup of the target group:

~ Tiaid j
e(Cy, Viaid; - A; ') =e

s ri,aidj ri,aidj
g A" |4
{#i
s Teaid ;
= e(gy, ATt

— 3(91,91)Sti 2eelL] Teaid;

— Finally, we compute e(C4,aidj,R,~,aidj). Since Cyaid; € Gy, this term only contains components in the
order-p; subgroup of the target group:

-m', w o
e(Cuaid;» Riaid;) = € (g1 v, HH(]f,i,gidj))

b#i

> —mT. w
= [ | etgr, He-gid )™

[£31

- . -m', w
= [ etgr, Hps gid ) ™4™,

(<31

Combining these three equations, and using the fact that H (]_;,i, gid) =H (Ke, gid)’, we can write

m! | v = i T ow
D; = e(gn, h)"™ %" - e(gy, H(K;, gid,)) ™4™ (5.4)
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« Using Eq. (5.4), we can write

[T D = elgr by @sMs¥ - e(gy, H(K;, gid,)) M.
Jjells]

Since wgMs = ef, v; = s, and w; = 0, this expression is equal to e(g;, h)$ti. This means

-e(g, )™ = p. o

C l_[ DUSI _ p-e(g1,91)"

e(Cy, By) ‘je[\Sl] 7 e(g1,91)%e(gy, h)

Theorem 5.3 (Compactness). Construction 5.1 is compact.

Proof. This follow by inspection. Both the global encryption parameters gpp output by GlobalSetup and the authority
master public keys output by Aggregate consist of a constant number of group elements. O

Theorem 5.4. Suppose Assumption 3.4 holds with respect to CompGroupGen. Then Construction 5.1 satisfies semi-
malicious security (Definition 4.9).

We give the proof of Theorem 5.4 in the next section (Section 5.2).

5.2 Security Analysis of Construction 5.1 (Proof of Theorem 5.4)

Similar to many previous pairing-based registered ABE schemes [HLWW23, ZZGQ23, GLWW24, AT24], our security
analysis follows the classic dual-system methodology [Wat09, LW10]. In this setting, we define a notion of semi-
functional slots and semi-functional ciphertexts. Generally speaking, the semi-functional components have additional
blinding factors in the G, subgroups. When a key registered to a semi-functional slot is used to decrypt a normal
ciphertext or vice versa, the G, component is only present in the semi-functional key but not in the ciphertext (or
vice versa), and decryption works as usual. However, when a key associated with a semi-functional slot is used to
decrypt a semi-functional ciphertext, then there are random G, components in both the key and in the ciphertext. In
this case, decryption fails, and in fact, we can argue that the randomness in the G, component suffices to blind the
message. More precisely, the semi-functional ciphertexts in our scheme have the following form:

ct=((M.p). €1, Cagi’ s {(aid, Cogs s Car g )

where {3, {3k € Zn. Analogously, the components associated with a semi-functional slot in our scheme will have the
following structure:

Ai=ggy . Bi=gih"(92959)".

5.2.1 Main Hybrids

We now give the formal hybrid structure for our security analysis. Each experiment is parameterized implicitly by a
security parameter A, a bit b € {0, 1}, and an adversary A. We begin by describing the main hybrids we use in our
security analysis:

. Hybfé;)l: This is the semi-malicious security game where the challenger encrypts message ;. We recall the
main steps here:

- Setup phase: In the setup phase, the adversary A sends the slot count 1 and the authority bound 17 to
the challenger. The challenger starts by initializing a counter ctr «— 0 and an (empty) dictionary D to
keep track of the key-generation queries. The challenger then samples (gpp, gep) < GlobalSetup (1%, 1%)
as follows:

« Let (G, Gr, p1, pa, P3, pa» g» €) < CompGroupGen(1%). Let N = p1popsps and G = (G, Gr, N, g, €) be
the group description.
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« Sample generators g; <~ Gy, g3 < Gs, g4 <~ Gy, exponents a, B, and let h = glﬁ .

« Foreachi € [L],a € [P], and j # i € [L], sample t;, 7, Ui, ¥j,ia & Zn. Then, define

Ai=(q193)"" , Bi= Q?Af(%gél)fi . U= (Ui, ..., Up) where U; 4 = (g194)".

Fori e [L] and j # i € [L], compute the hash-function cross terms

Jii =it ..., Jjip) where Jj; o = thfa (g3ga)V7ia.

« Finally, compute Z = e(g1,91)% and set

gpp = (g Z, g, h, {(Au B, Usbieqr), {jf’i}jﬂe[”) 63

and the global encryption parameters gep = (G, Z, g, h).
— Query phase: The challenger responds to the adversary’s queries as follows:

+ Key-generation query: When algorithm A makes a key-generation query on a slot i, the challenger
starts by incrementing the counter ctr «— ctr + 1 and samples ry, & Zn. It then computes T; < g;“’
and Vj; « A7 for j # i. The challenger sets the public key to be pky, = (Ti, {Vj,i}jzie(r)) and
responds with (ctr, i, pk,,). It defines sk = rer and adds the mapping ctr — (i, pky,. sketr) to the
dictionary D.

ctr ctr

+ Corruption query: If the adversary makes a corruption query on an index 1 < ctr* < ctr, the
challenger looks up the entry (i’, pk’, sk’) « D[ctr*] and replies to A with sk’.

— Challenge phase: In the challenge phase, the adversary specifies a set of authorities Senc € AU,
an associated challenge policy ¢* = (M, p) where M € ZZX” and p: Senc — [P’], and two messages
Uy, fi7 € Gr. In addition, for each slot i € [L] and attribute aid € Sep, the adversary A specifies a tuple
(Ciaids 8id; hig» PK; 4¢) to the challenger. The challenger sets up the public keys pk; ,;4 as follows:

« If ¢jaid € {1,...,ctr}, the challenger looks up the entry D[c;.iq] = (i’,aid’, pk/,sk’). If i = i’ and
aid = aid’, the challenger sets pk; ;4 = pk” and r;,iq = sk’. Otherwise, the challenger aborts with
output 0.

« If ¢jaid = (L, 7iaid), then the challenger checks that pk;f"aid = KeyGen(gpp, i; ri.aid) outputs 1. If not,
the challenger aborts with output 0. Otherwise, it sets pk; .4 = pk;

i,aid”
For each public key pk; .4, the challenger parses it as pk; ,iy = (Tiaid, {V},iaid} jzie[r])- Next, the challenger
computes the aggregated components:

Toia = 1_[ Tjaid > Qad= 1—[ H(ﬁ"gidj,aid)'

jelL] JjelL]

The challenger samples s & 7Zn. Then, for each aid € Sen, the challenger samples 7,4 & Zn and
constructs the challenge ciphertext components as follows:
+ Message-embedding components: First, let C; = y; - Z° and C; = gj.
+ Policy-specific components: Sample vy, ...,0,, Wa,... w, ¢ Zy for the linear secret sharing
scheme and let v = [s,0z,...,0,]" and w = [0, ws,...w,]|". Then, for each aid € Senc, sample a
blinding factor 7,14 < Zy. Let

T T
MyidW _Maid aid

T A -m_. W
Csaid = h™aia¥ angaid 94 and  Cyaig = 91 >

where m!. , € Zf, denotes the p(aid)™ row of M.

aid
The challenger replies with

ct” = ((Senc: (M’ P)); C1, Cy, {(aid’ C3,aida C4,aid)}aidESenc)-

26



— Post-challenge query phase: The challenger responds to queries using the same procedure as in the
pre-challenge query phase described above.

— Output phase: At the end of the game, the adversary outputs a bit b” € {0, 1}, which is also the output of
the experiment.

. Hyb(()b): Same as Hybfé’a)I except for the following (primarily syntactic) changes:

— Challenge phase: The challenger constructs the ciphertext components as described in Hybieba)] except it
modifies the distribution of the policy-specific components:

» Policy-specific components: Sample vy, ..., 0,, Wa, ... W, & Zn andlet v = [s,0,,...,0,]" and
w = [0, Wy,...w,]". Then, for each aid € Se,c, sample a blinding factor 1,4 < Zy and set

TV = Die(L) Tia T id MW
Csaid = (gi)ﬂma'dv Yie[L] Tiaid | (Qaid)ma'dwgza and Ciaid = 9, aid ™

. Hybib): Same as Hybéb>, except the challenge ciphertext is replaced by a semi-functional ciphertext. Specifically,
in the challenge phase, the challenger proceeds as follows:
— Challenge phase: The challenger then constructs the challenge ciphertext components as follows:
+ Message-embedding components: First, let C; =y, - Z° and C; = (g192)°.

« Policy-specific components: Sample vy, ...,0,, Wy, ... W, & Zy and let v = [s,05,...,0,]" and
w = [0, Wy, ... wy]". Then, for each aid € Senc, sample a blinding factor 7,4 & Zn and set

T v-3; iai T ai -m],
C3,aid = ((glgz)s)ﬁmaidv Lieir) Taid . (Qaid)maidwg;7 ¢ and C4,aid = glm dw.
. Hybgﬁ,) for ¢ € [0,L]: Same as Hybgb), except the challenger change the first ¢ slots to semi-functional.

Specifically, during the setup phase, for all i < ¢, the challenger sets the slot component B; as

B X
B; = g’f/\f (929394)" .

The rest of the public parameters (as well as the challenge ciphertext), are generated as in Hybib).

« Hyb,  ,: Same as HybgbL) except when constructing the challenge ciphertext, the challenger samples C; <~ G.
Importantly, this distribution is independent of the message.

We write Hybgb) (A) to denote the random variable corresponding to the output of an execution of Hybgb) with
adversary A (and the implicit security parameter A).

5.2.2 Proofs of Main Hybrids

In this section, we show that the output distributions of each adjacent pair of adjacent hybrid experiments in
Section 5.2.1 are indistinguishable.

Lemma 5.5. For all adversaries A, allb € {0,1}, and all A € N,

Pr[Hyb'”) (A) = 1] = Pr[Hyb}" (A) = 1]

a

Proof. The only difference between Hybfeba)I and Hyb(()b) isthatin Hyb(()b), the challenger replaces Ta’ids with (g})~ Lic[L] Fiaid
in Cs 4i4. By construction, in both experiments, for every i € [L] and attribute aid € Senc, we have that T; 5ig = g;i‘aid.
Otherwise, the challenger in both experiments abort. In this case,
=S
’fa_i(; _ 1_[ g;'i.aid _ gIZielLlri.aid (=s) - (gi)_ZielLl Tiaid
ie[L]

Thus, these experiments are identical. O
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Lemma 5.6. Suppose Assumption 3.4a holds with respect to CompGroupGen. Then, for all efficient adversaries A and
b € {0, 1}, there exists a negligible function negl(-) such that for all A € N,

| Pr[Hyb{"”) (A) = 1] - Pr[Hyb{" (A) = 1]| = negl(2).

Proof. Suppose there exists an efficient adversary A that distinguishes between Hyb(()b> and Hybib) with non-negligible
advantage . We use A to construct an adversary B that breaks Assumption 3.4a with the same advantage:

1. At the beginning of the game, algorithm 8B receives a challenge (G, g1, 93, g4, T) where G = (G, Gr, N, g, €),
g1 € Gy, g3 € G3, g4 € Gy, and either T = g{ or T = (g,92)° for some s & Zn. The components that depend on
the challenge element T is colored for clarity.

2. Algorithm B starts running algorithm A and receives the slot bound 1 as well as the authority bound 17.
3. Algorithm B samples a, f < Zy. It sets Z < e(g1,91)%, and h « gf.

4. For eachi € [L], a € [P], and j # i € [L], sample t;, 71, Uiq, Yjia < Zn. Algorithm B constructs the slot
components as follows:

Ai=(gq193)" , Bi= g‘le,ﬁ(%gUTi , Ui =(Uyp,...,Uyp) where U, = (g1g4)" <.
Fori € [L] and j # i € [L], it computes the hash-function cross terms
jj,i = (Jji15--->Jjp) Where Jj; 0 = U}f,;(%%)””"“-
Algorithm 8 gives the global parameters

gpp = (Q Z,9g,h, {(A;, B, ﬁi}ie[L], {jj,i}j:tie[L])

and the global encryption parameters gep = (G, Z, g, h). to the adversary A. It also initializes a counter ctr = 0
and an (empty) dictionary D to keep track of the key-generation queries.

5. In the query phase, algorithm B responds to the adversary’s queries as in Hyb(()b) and Hybgb) . Namely, when
algorithm A makes a key-generation query on a slot i, algorithm 8 increments the counter ctr = ctr + 1
and samples r; <~ Zy. It then computes T; = g;’, and V;; = A’ for j # i. The challenger sets the public
key to be pky, = (T;, {V},i} jzic[1]) and responds with (ctr, pky,). It defines sk = r; and adds the mapping
ctr = (i, pkey,, Sketr) to the dictionary D. If the adversary ‘A makes a corruption query on an index 1 < ctr” < ctr,
the challenger looks up the entry (i’, pk’, sk’) = D[ctr’] and replies to A with sk’.

ctr

6. In the challenge phase, after A specifies a set of authorities Sene € AU, an associated challenge policy
¢* = (M, p) where M € Z%X” and p: Senc — [P’], and two messages yj, 4j € Gr. In addition, for each each
slot i € [L] and attribute aid € Senc, it also specifies a tuple (c;aid, 8id; 4ig P} 4iq)- Algorithm B sets up the

public keys pk; ;4 as in Hyb(()b), Hybib):
o If ciaig € {1,...,ctr}, the challenger looks up the entry D[c;.id] = (i, pk’,sk’). If i = i’, the challenger
sets pk; ;4 = pk’ and r; 44 = sk’. Otherwise, the challenger aborts with output 0.

o If ¢jaid = (L, riaid), then the challenger checks that pk;"aid = KeyGen(gpp, i; 7iaid). If not, the challenger
aborts with output 0. Otherwise, it sets pk; ,iy = pk; 4-
Finally, for each index i € [L] and aid € Senc, algorithm B parses pk; ,iq = (Tiaid> {Vj.iaid} jrie[L])-
7. Algorithm 8B constructs the challenge ciphertext as follows:

+ Message-embedding components: Set C; =y - (g1, 7)* and C = T.
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+ Policy-specific components: Sample vy, ...,0,, Wy, ... w, < Zy and let v/ = [1,0,,...,0,]" and w =
[0, wy, ... wp]". Then, for each aid € S, sample blinding factor 7,iq <~ Zx and set

T T ) -m" w
_ -y, P . Haid —
Csaig = TP ~Zicwi Tiaid . (Q4)™aia¥ g™ and  Cyp =g, .

8. At the end of the game, algorithm A outputs a bit b € {0, 1}, which 8 also outputs.

Observe that e(g1, T)* = e(gi,91)* regardless of whether T = g5 or T = (g192)°. If T = g3, then algorithm 8 perfectly

simulates an execution of Hyb(()b). Alternatively, when T = (g1¢2)°, algorithm 8B perfectly simulates Hybib). Thus,
algorithm B breaks Assumption 3.4a with the same advantage e. O

Lemma 5.7. For all adversaries A, b € {0,1}, and all A € N,
| Pr[Hyb{") (A) = 1]| = | Pr[Hyb) (A) = 1]].

Proof. Experiments Hybib) and Hybé,bo) are identical by definition. O

Lemma 5.8. Suppose Assumption 3.4 holds with respect to CompGroupGen. Then, forallt € [L], all efficient adversaries
A, and allb € {0, 1}, there exists a negligible function negl(-) such that for all A € N,

b b
|Pr[Hyb") | (A) = 1] = Pr[Hyb(}) (A) = 1]] = negl(A).
To prove Lemma 5.8, we will define a sequence of intermediate hybrids. We defer this to Section 5.2.3.

Lemma 5.9. Suppose Assumption 3.4d holds with respect to CompGroupGen. Then for all efficient adversaries A, and
all b € {0, 1}, there exists a negligible function negl(-) such that forall A € N,

| Pr[Hyb"”) (A) = 1] - Pr[Hyb{") (A) = 1]| = negl(1).

ran

Proof. Suppose there exists an efficient adversary A where |Pr[Hyb;bL) (A)=1] - Pr[Hybf:rzd (A) = 1]| = ¢ for some
non-negligible £. We use A to construct an adversary B that breaks Assumption 3.4d with the same advantage:

1. First, algorithm B receives a challenge (G, g1, g2, g3, 94, X, Y, T) where G = (G,Gr, N, g,¢e), g1 € Gy, g2 € Gy,

(04 é‘l S ZZ

g3 € Gs, 94 € Gy, X = gTg,', Y = g;g," for some a,s, {1, (> & Zn, and either T = e(g1,g1)* or T = e(g, )",
where r ¢ Zy. The components that depend on the challenge elements X, Y, T are colored for clarity.

2. Algorithm B starts running algorithm A and receives the slot bound 1 as well as the authority bound 17.
3. Algorithm B samples f < Zy. It sets Z = e(g;, X), and h = g’f.

4. Foreachi € [L],a € [P],and j # i € [L], algorithm B samples t;, 7, Ui 4, Vjia < Zn. Algorithm B constructs
the (semi-functional) slot components as follows:

Ai=(g193)"% , Bi= XA§(929394)Ti , Ui = (U,...,Upp) where Ui, = (g1g4) ™.
For j # i € [L], it computes the hash-function cross terms
jj,i = (Jjit--->Jjip) where Jj;, = U,-t,ia(gag4)Yf'i'“-
Algorithm 8 gives the global parameters
gpp = (Q Z, g, h, {(AL By, Us}ielr), {jj,i}j#E[L])

and the global encryption parameters gep = (G, Z, g, h). to the adversary A. It also initializes a counter ctr = 0
and an (empty) dictionary D to keep track of the key-generation queries.
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5. In the query phase, algorithm 8 responds to the adversary’s queries as in Hyb and Hybmm 4 Namely, when
algorithm A makes a key-generation query on a slot i, algorithm 8 1ncrements the counter ctr = ctr + 1
and samples r; <~ Zy. It then computes T; = g}', and V;; = AJ for j # i. The challenger sets the public
key to be pk, = (Ti, {V},i} jzie[r]) and responds with (ctr, pk,). It defines sk = r; and adds the mapping
ctr = (i, pkey,, Sketr) to the dictionary D. If the adversary A makes a corruption query on anindex 1 < ctr’ < ctr,
the challenger looks up the entry (i’, pk’, sk’) = D[ctr’] and replies to A with sk’.

ctr

6. In the challenge phase, after A specifies a set of authorities Sene € AU, an associated challenge policy
" = (M, p) where M € ZP/X" and p: Senc — [P’], and two messages yj, 4j € Gr. In addition, for each each
slot i € [L] and attribute ald € Senc, it also specifies a tuple (c; aid, gid pkzaid). Algorithm B sets up the

i,aid>

public keys pk; ;4 as in HybébL), Hybf:zd:
o If ciaig € {1,...,ctr}, the challenger looks up the entry D|[c;.id] = (i, pk’,sk’). If i = i’, the challenger
sets pk; ;4 = pk’ and r;iq = sk’. Otherwise, the challenger aborts with output 0.

« If ciaid = (L. Tiaid), then the challenger checks that pk; 4 = KeyGen(gpp, i; 7iaid). If not, the challenger
aborts with output 0. Otherwise, it sets pk; ,iq = pk; i4-

Finally, for each index i € [L] and aid € Senc, algorithm B parses pk; ;g = (Tiaid> {Vj.iaid} jrie[L])-
7. Algorithm B constructs the challenge ciphertext as follows:

+ Message-embedding components: Set C; =y, - Tand C; = Y

+ Policy-specific components: Sample vy, ...,0,, Wy, ... w, < Zy and let v/ = [1,05,...,0,]  and w =
[0, wy, ... w,]". Then, for each aid € S, sample blinding factor 7,iq4 <~ Zx and set
’ . - T
C3,aid — Yﬁm;dv —ZiE[L] Tiaid . (Qaid)m;dwg;]aud i C4,aid =g, maldw.

8. At the end of the game, algorithm A outputs a bit b € {0, 1}, which 8 also outputs.

b b

We now show that depending on the challenge T, algorithm 8B either simulates an execution of Hy rand

where {; mod p; plays the role of s mod p,:

or Hy

.« First, Z = e(g1,X) = e(91,9%95") = e(g1, 91)"
« Consider the components of the global public parameters gpp:
B; = XAY (92939:)" = g 95 AL (9295)" = g1 AL g5 (g394)"
Piaia = (Yg3)%aid = ((9;9?)93)5"’3“,
where 7;, 6; aid & 7. Since 7; & Zp, the distributions of z; +§1 and 7; are identical. Since the other components

A, l_jlj:;l are sampled using the same procedure as in Hyb( 1 and Hyb( )

rand> We conclude that these components
of gpp are correctly distributed.

(b)

« Algorithm B answers the queries using the same procedure as HybgbL) and Hyb .

(b)

where
rand

+ Next, the challenge ciphertext components Cy, Cs 4id, Ca pid are distributed exactly as in HybébL) or Hyb

¢, mod p, plays the role of s mod p,. Since s & Zy in Hybg,bL) or Hybfi’zd

{> mod p, are identical.

, the distribution of s mod p; and

Consider now the distribution of the challenge T:
« T =e(g1,92)*, then Cy = pij - T = py - Z°. In this case, algorithm B correctly simulates experiment HybgbL).
« If T = e(g1, g2)" where r & Zy, the distribution of C; is uniform in Gr, and algorithm 8B correctly simulates

experiment Hybmm d

Thus, algorithm B breaks Assumption 3.4d with the same distinguishing advantage as ‘A and the claim follows. O

Combining Lemmas 5.5 to 5.9, Theorem 5.4 holds, as required. O
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5.2.3 Proof of Lemma 5.8

In this section, we give the proof of Lemma 5.8. To do so, we first define a sequence of intermediate hybrid experiments:
. iHybt(,%) : Same as Hybél;)_ , except the challenger makes some syntactic changes on how the cross terms fj,g are
generated. Specifically, for j # ¢ € [L], the challenger sets

jj,t’ = (Jje1>---»Jjep) where Jj, 0 = Al;f'a (g3g4)17te.

« iHyb'?): Same as iH b(h), except the challenger introduces a G, component to A,. Specifically, the challenger
YD1 YD P g p p y. g

sets Ay = (919293)"*. Note that this modification propagates to all terms that depend on A, (e.g., B, and Jj ).

(b)

. iHybf,l;): Same as iHyb, ",

challenge ciphertext:

except the challenger adds a gid-specific blinding value to the G; 4 subgroup of the

— Let GS; be the set of user identifiers gid € {0, 1}* registered to slot £ in the challenge ciphertext. Without
loss of generality, we assume |GS,| = P.* Let gid,, gid,, .. ., gidp be a fixed (e.g. lexicographic) ordering
on the elements of GS,.

~ For gid; € GS;, sample w; ¢~ Z}. Define j,i4 € [P] to be the index where gid; = = gid, ;4.

— When preparing the challenge ciphertext, the challenger now constructs Cs 5iq as
T V3. Fio T m' w ai
Caaid = ((g1g2)*)P™aa"’ ~Zeett haid . (Qiq)™sia™ (g5) ™™ s g1

. iHybt(,? : Same as iHyb{(,,[;), but the challenger randomizes the G, component of B, by computing

Be = gaAf(929394)T‘-

03
ciphertext. Namely, the challenger now constructs Cs 44 as:

. iHybt(,i) : Same as iHyb<b) but the challenger removes the gid-specific blinding factor from the challenge

T v-=-y. i ai T w7
Csaid = ((g192)*)PMaa¥ ~Rietwi riaid + (Qyq)Maa™ gl

. iHybt(,bS) : Same as iHybt(,z), but the challenger removes the G, subgroup component from A,. Namely, the

challenger sets A, = (g1g3)".

. iHybt(,? : Same as iHybt(,’bs), but the challenger reverts to sampling fj,f as before. Namely, the challenger computes

jj,t’ =(je1,---,Jjep) Where Jjpq = U}L (g394)17te.
We now show that each pair of adjacent hybrids are indistinguishable.
Lemma 5.10. For allt € [L], all adversaries A, allb € {0,1}, and all A € N,

Pr[Hyb")  (A) = 1] = Pr[iHyb") (A) = 11.

2,6—-1

“There is a maximum of P authorities associated with the challenge ciphertext, so in the security game, there can be at most P user identifiers
associated with any single slot (e.g., if the slot is associated with a different gid for every authority). If GS, contains fewer than P user identifiers,
the challenger pads GS, with arbitrary authorities until it contains exactly P (distinct) authorities.
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Proof. The only difference between the two experiment is the challenger replaces U; I " in Hyb2 _; with A?j’“ in iHyb(b)

when constructing J; ., for all a € [P]. In both experiments, U; , = (g194)"/¢ and Ag = (9193)". Then, in Hyb(b)

2,0-1°
we can write

Ujale u] ate Yita UjaletYjea

(9394)”"“ =g, (g394)Vita = g ghrte g

On the other hand, in |Hybt,0 ,

Ujate u]a[(’ Ujate UjaletYjea Yita

4 (g3g) "4 = g (g3g4)770 = g,""" g4 gy

These terms are identical in the G; subgroup and only differ in the G5 and G4 subgroups. However, the exponents
Yj.¢.a are uniformly random (over Zy) and only appear in J;j,,. Thus, over the randomness of y; ¢ 4, the G and G4
components of both these terms are uniformly random and independent of all other components in both cases. We
conclude that these two distributions are identically distributed. O

Lemma 5.11. Suppose Assumption 3.4b holds with respect to CompGroupGen. Then, for all ¢ € [L], all efficient and
admissible adversaries A, and all b € {0, 1}, there exists a negligible function negl(-) such that for all A € N,

| Pr[iHyb” (A) = 1] - Pr[iHyb") (A) = 1]| = negl(2).

Proof. Suppose that there exists an efficient adversary A that can distinguish these two experiments with non-
negligible advantage ¢. We use A to construct an adversary 8 that breaks Assumption 3.4b with the same advantage:

1. At the beginning of the game, algorithm B receives a challenge (G, g1, g3, g4, X, Y, T) where G = (G,Gr, N, g, e),
g1 € Gi, 95 € Gs, 94 € Gy, X = (9192)°%, Y = (9295)* and s12, 53 < Zy, and either T = (g,95)" or
T = (g19293)" for some r & Zy. The components that depend on the challenge elements X, Y, T are colored
for clarity.

2. Algorithm 8 starts running algorithm A and receives the slot bound 1% as well as the authority bound 17.

3. Algorithm B samples o, f < Zy. It sets Z = e(gy,g1)* and h = glﬁ.

4. Foreachi € [L],a € [P],and j # i € [L], algorithm B samples t;, 7;, Ui 4, ¥jia < Zn. Algorithm B constructs
the (semi-functional) slot components as follows:

« For i < ¢, algorithm 8B sets
Ai=(q193)" . Bi= Q?AfYrigzi , Ui = (Uis,...,Uip) where Uy = (g1g4)"=.
« For i = ¢, algorithm B sets
Ac=T . Br=giAl(gs90)" . Ui=(Uis....Usp) where Uy = (g194)"<.
« For i > ¢, algorithm B sets
Ai=(q195)"" . Bi= gf‘Af(g3g4)’i , Ui = (Ui, ..., Upp) where Uiy = (g1g4)"=.

Note that the exponent r from the challenge plays the role of t,.

5. For j # ¢ € [L], algorithm B computes the hash-function cross terms as follows:

jj,f = (Jje1s---»Jjep) where Ji oo = Arj'a (g394) e

Foralli € [L]\ {¢} and all j # i, it sets the hash-function cross terms as follows:

Jii=ji1 .., Jjip) where Jj; o = U;"a(9394)””"“-
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Algorithm B gives the global parameters

gpp = (Q Z,9g,h, {(A, B, Ui}ie[L],{jj,i}j;tie[L])

and the global encryption parameters gep = (G, Z, g, h). to the adversary A. It also initializes a counter ctr « 0
and an (empty) dictionary D to keep track of the key-generation queries.

6. In the query phase, algorithm B responds to the adversary’s queries as in iHybt(,, and 1Hyb(b) Namely, when
algorithm A makes a key-generation query on a slot i, algorithm 8 increments the counter ctr = ctr + 1
and samples r; <~ Zy. It then computes T; = g;', and V;; = A;f' for j # i. The challenger sets the public
key to be pk, = (T;, {V},i} jzie[1]) and responds with (ctr, pk,,). It defines sk = r; and adds the mapping
ctr = (i, pkey,, Sketr) to the dictionary D. If the adversary ‘A makes a corruption query on an index 1 < ctr’ < ctr,
the challenger looks up the entry (i’, pk’, sk’) = D[ctr’] and replies to A with sk’.

7. In the challenge phase, after ‘A specifies a set of authorities Sene € AU, an associated challenge policy
¢* = (M, p) where M € ZP'X" and p: Senc — [P’], and two messages pg, fi] e GT In addition, for each each
slot i € [L] and attribute ald € Senc, it also specifies a tuple (c; ,id, gid ). Algorithm 8B sets up the

iaid> P zald
public keys pk; ;4 as in |Hybf,’l(’)), lHyb(b)
e If ciaiq € {1,...,ctr}, the challenger looks up the entry D|[c;.iq] = (i, pk’,sk’). If i = i’, the challenger
sets pk; ,iq = pk’ and r;4iq = sk’. Otherwise, the challenger aborts with output 0.
o If ¢jaid = (L, 7iaid), then the challenger checks that pk*ald = KeyGen(gpp, i; iaid)- If not, the challenger
aborts with output 0. Otherwise, it sets pk; ,iy = pk] ,iq-
Finally, for each index i € [L] and aid € Senc, algorithm B parses pk; ,iq = (Tiaid> {Vjiiaid} jrie[L])-
8. Algorithm B constructs the challenge ciphertext as follows:

+ Message-embedding components: Set C; = y; - e(g1, X)* and C; = X
+ Policy-specific components: Sample vy, ...,0,, Wy, ... w, < Zy and let v/ = [1,05,...,0,]  and w =
[0, wy, ... wp]". Then, for each aid € S, it samples blinding factor 77,4 € Zx and sets
T

T W

Xﬂm v Zle[L Thaid . (Q d)ma'dw Taid > C4,k = gl

C3 aid =

9. At the end of the game, algorithm A outputs a bit b’ € {0, 1}, which B also outputs.

In the above reduction, the challenge exponents r,s12 € Zn play the roles of t;,s € Zy in the underlying hybrids.

Thus, depending on the choice of T, either A, = T = (g193)" or A; = T = (g19293)"*. The former corresponds to the
distribution of A, in iHyb{(,b) while the latter corresponds to the dlstrlbutlon of A in iHyb, | (®) 1t suffices to argue that

the remaining components are simulated exactly as required:

« First, the only other component of the public parameters gpp that is not generated using the same procedure as
in iHyb(0 and |Hyb(1 are the components B; for i < £. For such B;, observe that as long as s;3 # 0 mod p; and
s23 # 0 mod p3 (which holds with overwhelming probability over the choice of 7 €~ Zy), then the distributions

{(9295)°"" : 1 & Zn} and  {(g293)" : 1 & Zn}

are identically distributed. Since 7; is only revealed in the G, and G5 subgroup here, the distribution of B; is
distributed exactly as in the real scheme.

« Next, consider the challenge ciphertext. The reduction computes
C1 =y, - e(g1,(9192)")" = py, - e(g1,91) ™" =, - Z°2,
which is exactly its distribution in iHyb(h) and iHyb{(,’bl). The remaining ciphertext components are generated

exactly as described in 1Hyb(0) and |Hyb(b)
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Thus, with overwhelming probability, algorithm B correctly simulates an execution of iHybgy or lHyb( ). Corre-
spondingly, algorithm 8B breaks Assumption 3.4b with advantage at least ¢ — negl(4). O

Lemma 5.12. Suppose Assumption 3.4c holds with respect to CompGroupGen. Then for all ¢ € [L], all efficient
adversaries A, allb € {0,1}, and all A € N,

| Pr[iHyb?) (A) = 1] - Pr[iHyb") (A) = 1] = negl(2).

To prove Lemma 5.12, we will define another sequence of intermediate hybrids that iterates over each user identifier
gid; € GS; registered to slot £ of the challenge ciphertext. We defer this to Section 5.2.4.

Lemma 5.13. For all ¢ € [L], all efficient and admissible adversaries A, and all b € {0, 1}, there exists a negligible
function negl(-) such that forall A € N,

| Pr[iHyb% (A) = 1] - Pr[iHyb") (A) = 1]| = negl(2).

Proof. We show that the distributions iHyb(b) (A) and |Hyb(b) (ﬂ) are statistically indistinguishable. This argument

will rely on the additional G, 4 randomization introduced in |Hyb ;o - By construction, the only difference between
the two experiments is the distribution of component B, in the G, subgroup:

o T, .. b
B, =g; Af(9394) ‘ in |Hyb{(,)2)

o T, .. b
By =¢] Af(gzg3g4) ¢ in |Hyb{(,’3).

In both experiments, A; = (g19293)". Suppose that t; # 0 mod p,. Since t;, < Zy;, this holds with all but negligible
probability. Consider the following relabeling of the variables in lHyb(b)

« Let ¢/ € Zy be the unique value where ¢#) = 0 mod p;psp4 and 6% = (t,)~'7, mod p,. Suppose we write
B=p +0P where p/ & Zy.

. Let o™ € Z%, be the unique value where o™ = 0 mod pypsps and o™ = —s - ¢'#) . v/ mod p,. For each

j€[Plletw; =w)+ o) where W/ &7,

By construction, these substitutions preserve the distribution of f and wy, ..., wp in iHyb{(,bz). Consider the remaining
components in the adversary’s view with this variable substitution:

« Consider the components in the global public parameters. First, h = gf = gf,. Next A; = (g1g3)" foralli # ¢
and A, = (g19293)"*. Consider the distribution of each B;:

- Ifi < ¢, then B; = A (929394)" = ¢ A (929394)7:1
- Ifi =¢, then

Be = 9% AL (95907 = 92977 957 47 (9390)™ = 929%7 977 4P (939007 = gAY (929590)™,

since f = ' mod p1psps and f = B + (t;) "'z, mod p,.
- Ifi> ¢, then B; = g”‘A‘Bg3 = g”‘Aﬁ (g3g4)™.

The remaining components in the global public parameters gpp do not depend on f or wy, ..., wp, and are
thus unchanged.

« Next, when responding to key-generation queries, the challenger does not need to refer to the exponents f or
Wi, ..., wp. Thus, the challenger’s responses to the key-generation queries are unaffected by this substitution.
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« Finally, consider the components in the challenge ciphertext. The components C, Cz, Cq4iq for aid € Senc are
constructed without referring to the exponents f or wy, ..., wp. Thus, it suffices to consider the ciphertext
components Cs 5iq. For clarity, we will write

T v T . ’
C3aid = (glgz)sﬁmaidv (g2ga)™aia™aid - G aid-

where C; ., represents the remaining components that can be constructed without referring to f, w1, ..., wp.
Then, we have

T T . y)
C3,aid = (glgz)sﬁmaidv (9294)maidwfaid . CS,aid

T T T w T o
sﬁmaidv,gsﬁmaidv M4 Wiaid gmaidwfaid .C
2 4

=9 3,aid
'y B VT v T 1 _so By T w
o spml v s(f+o A)ml v +m], (W) 459 Py MaidWjaid c’
=9, gz 4 3,aid
T ’ T ’ T ’
P v SPImy VAW MW -C!
=9 2 4 3,aid

'm! v m' W, ,
= (g192)* ™ad¥' (g3g4) ™V wa - C .
using the fact that c™) = —s6#)v/ mod p; and ¢# = ¢™) = 0 mod p ps.

With this relabeling of variables, we have recovered the ciphertext distribution in iHybf,g) (with randomness f’,

W1, ..., Wp). Thus, the distributions iHybf,? and iHybt(,z) are statistically close. O

Lemma 5.14. Suppose Assumption 3.4c holds with respect to CompGroupGen. Then for all ¢ € [L], all efficient
adversaries A, and all b € {0, 1}, there exists a negligible function negl(-) such that for all A € N,

| Pr[iHyb( (A) = 1] - Pr[iHyb% (A) = 11| = negl(A).
Proof. This follows from a similar argument as the proof of Lemma 5.12. O

Lemma 5.15. Suppose Assumption 3.4b holds with respect to CompGroupGen. Then, for all ¢ € [L], all efficient
adversaries A, and all b € {0, 1}, there exists a negligible function negl(-) such that for all A € N,

| Pr[iHyb{? (A) = 1] - Pr[iHyb") (A) = 1]| = negl(2).

Proof. This follows from a similar argument as the proof of Lemma 5.11. O

Lemma 5.16. For all ¢ € [L], all adversaries A, allb € {0,1}, and all A € N,

Pr[iHyb(% (A) = 1] = Pr[Hyb}} (A) = 1].
Proof. This follows from a similar argument as the proof of Lemma 5.10. O
Lemma 5.8 now follows by appealing to Lemmas 5.10 to 5.16. O

5.2.4 Proof of Lemma 5.13 (GID Hybrids)

In this section, we give the proof of Lemma 5.13. To do so, we define a set of intermediate hybrids between iHybf,l;) and

iHybt(,? (see Section 5.2.3), where we iterate over the user identifiers gid; € GS; associated with slot ¢ of the challenge
ciphertext. At a high level, our argument proceeds by first introducing a random G subgroup component to H(gid;).
Then, we use the fact that gid ; cannot be authorized on slot ¢ to show that this is statistically indistinguishable from
directly randomizing the challenge ciphertext component Cs ,iq for slots registered to gid;. We can then undo the
H(gid;) randomization and proceed to the next user identifier. We now describe the intermediate hybrid experiments
we use. Each hybrid in this sequence is indexed by j € [P].
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01 ,but for all j.ig < j (recall j,ig € [P] is the index where gidjaid = gid[’aid),

the challenger samples w; <~ Z7, and sets

gHyb%[) for j € [P]: Same as |Hyb

U N T T oo r
Csaid = ((g192)*)Maa' ~Lietwi Tiaid - (Q;q) ™™ (g2ga)™aid™aid g1,

(b.0)
Jo
compute Q,4. Specifically, for each i € [P], the challenger samples {;; <~ Zx. Next it computes

gHyb<b ); Same as gHyb: "/, except the challenger randomizes the G, 4 component of the hash key used to

(_j; = (Upgs- s U(:,p) where Uy ; = U{J(gngt)gz‘i.

Then, when constructing the challenge ciphertext, the challenger computes

Quia = H(U/.gid, ) - [ | H(Tjgid; ).
JelLI\{¢}

gHyb<b ): Same as gHyb(b ) but the challenger introduces a gid-specific blinding factor. Specifically, the
challenger samples x; < Zy and for all aid where j,iq = J, it sets

Quid = H(U}, gidyaia) * (9294)" 1_[ H(U;, gid; aia)-
[LI\{¢}

gHyb( "). Same as gHyb( , but the challenger removes the hash key randomization from Q,;q. Specifically,
when’ preparing the challenge ciphertext, the challenger now computes

Quid = [ljer) H((z" gid; sia) - (9294)7  Jaid = J
Hje[L] H(U" gidj,aid) Jaid # J-
gHybﬁ.Z’[): Same as gHybﬁ.g’[), but the challenger introduces w; - ZY; in Cs4iq for all aid where jag = j.
Specifically, the challenger samples w & VARS Then, for all aid where j,iq = J, the challenger defines Cs 5iq as
follows:

T Wy o T T w. ai
Caaid = ((g192)°) M’ ~Zietu Tiaid - (Qyiq)™a™ (g, g4) ™ia™ o g,

gHybﬁ’bs’f): Same as gHybji’”, but the challenger re-introduces the hash key randomization. Namely, the
challenger now sets

Qaid = H(U',gidga.d) [Tiereniey H(ﬁ] gid; i) - (9294)7  Jaid = J
al - . .
H(U; cgid, i) - Tiengey H(U;, gid; 4ia) Jaid # J

gHyb;’béf): Same as gHyb](.’bs’[), except the challenger removes the gid-specific blinding factor from Q,;4 for all
aid where j,iq = j. Specifically for all aid where j,iq = j, the challenger sets

Quia =H(U,gidoyg) - [ | H(Tjgid; )
jelLI\{¢}

We now show that each pair of adjacent hybrids are indistinguishable.

Lemma 5.17. For allt € [L], all adversaries A, allb € {0,1}, and all A € N,

Pr[iHyb{? (A) = 1] = Pr[gHyb{%" (A) = 1].
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Proof. Since there does not exist any indices j € [P] where j < 1, these two experiments are identical by definition. O

Lemma 5.18. Suppose Assumption 3.4c holds with respect to CompGroupGen. Then, for all£ € [L], all j € [P], all
efficient adversaries A, and all b € {0, 1}, there exists a negligible function negl(-) such that for all A € N,

| Pr[gHyb\" (A) = 1] - Pr[gHyb\% (A) = 1] = negl(A).

To prove Lemma 5.18, we will define another sequence of intermediate hybrid experiments to introduces the re-
randomization factors into the Gy 4-subgroup of the hash key components. This step corresponds to the “delayed gid
programming” alluded to in Section 2. We give this hybrid sequence and analysis in Section 5.2.5.

Lemma 5.19. Forallt € [L], all j € [P], all adversaries A, allb € {0,1}, and all A € N,
Pr[gHyb %" (A) = 1] = Pr[gHyb';" (A) = 1].

Proof. We show that the distributions gHybﬁ.’bl’[) (A) and gHyb;’bZ’[) (A) are identically distributed. By construction,
the only difference between the two experiments is the additional (g2¢94)*/ blinding term in Q,jq in gHyb;’bz’() (A)

whenever j,iq = j. In the following, we will interpret each user identifier gid € {0, 1}* with an integer in the range
[2']. Then, let V, € Zi,xp be the Vandermonde matrix associated with the elements GS, = {gid,, ... gidp}:

1 gid, gid®> ... gid’™!
: - 12 :1P-1

v, - 1 gl:d2 gl:d2 . gld:z Z};,XP
1 gidp gids --- gidg_1

Since gid,, ..., gidp are unique and moreover, gid; < 24 < pi for all k € {1,2,3,4}, we conclude that gid; # 0 mod py
for all k. Correspondingly, det(V¢) = [1;,;(gid; — gid;) # 0 mod pi. In this case, V, is invertible. Now, let v; ; denote
the i row of V. Then, for any vector u = [uy, ..., up]", we have

gVI«i“ = H(U, gid,) where U= (g, ...,9"").
Consider now the following relabeling of the variables in gHybﬁ.ﬁ’[):
« Let 080) = (oer) . gller)) € Z‘Z[ be the unique vector where o'¢0) = 0 mod p1ps and
o8 = x;V;'e; mod papa,
where e; is the j standard basis vector.
- Now, for i € [P], let £, = &, + 0§ where g, & ZF.

Observe that the distribution of ¢ = [{;1,...,{,p]" remains uniform over Zg. Consider the distribution of the

components in gHybj(.bl’[) under this substitution. By design, the exponents (;; only appears in the definition of Q,jd,
so this is the only component whose definition changes. Let u, = [us1, ..., u,p]". Then, under this substitution,

Qaid = H(ﬁt:’ gid[,aid) ’ l_[H(ﬁ"gidj’aid)

J#t
T T -
= (g1g4) e (gaga) taia " - HH(U, gid; .ig)
J#t
T T ’ V-ia. -
— (glg4)V{,jaidU! (9294)V[>jaid (§[+K]V( e]) . 1_[ H(U, gidj,aid)

Jj#t
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Now,
Kj  Jaid =J

T -1 — .l -
KiVejuaVe € = Kj€j € = {0 otherwise. -

We conclude that for all aid where j.iq = J,

T T 4 . -
Quid = (9194) " ia" (g2ga4) "™ - 1_[ H(Uj, gid; ,4)
j#t
= H(ﬁ;’ gid aiq) - (9294)" - HH([}" 8idj aia):

J#t

where (_jtf = (Ut’,,l’ e, Ut,”P) and U(,’,i = (g1ga)"* (ggg4)§éi = U[,i(ggg4)§f§~i. For aid where j,iq # j, we have

T T ’ -
Qaid = (194) "™ (gaga) e - HH(U'= gid; 2ia)
j#t
= H(T/,gidq) - | | H(T), gid; 5a)
j#t
(,0)
62
gHyb](.ﬁ’f) and gHybﬁ.’bz’[) are identical. O

This precisely coincides with the distribution of Q,iq in gHyb with randomness ;. Thus, the distributions

Lemma 5.20. Suppose Assumption 3.4c holds with respect to CompGroupGen. Then for allt € [L], all j € [P], all
efficient adversaries A, and all b € {0, 1}, there exists a negligible function negl(-) such that for all A € N,

| Pr[gHyb% (A) = 1] - Pr[gHyb%" (A) = 1] = negl(A).

Proof. This follows from a similar argument as the proof of Lemma 5.18. Note that the additional (g,g4)* introduced

in gHybj(.’bZ’[) (A) can be simulated using the component (g,g4)*** given out in Assumption 3.4c. O

Lemma 5.21. Forallt € [L], all j € [P], all admissible adversaries A, and all b € {0, 1}, there exists a negligible
function negl(-) such that forall A € N,

| Pr[gHyb% (A) = 1] - Pr[gHyb%" (A) = 1] = negl(A).

Proof. We show that the distributions gHybj.g’[) (A) and gHyb;.i’f) (A) are statistically indistinguishable. By construc-

tion, the only difference between the two experiments is the addition of a (ggg4)m;dwf blinding term in the ciphertext
components Cs 5jg Where j,iq = j. We show that these two distributions are identical conditioned on s, k; # 0 mod p.
Since the challenger in both experiments samples s, k; €~ Zy, we conclude that the two experiments are statistically
indistinguishable. Formally, consider the following relabeling of the elements in gHyb(.béf) (A) (where we assume

J»
s,kj # 0 mod p,):

e Letc™ € Z3; be the unique value where ™) =0 mod p1p3ps and o™ = (x;)7! - (w; — w; - w*) mod py. Let
w; € Zy be the first component of w;. Suppose we write w = w’ + ) for some w’ & Z; where wi = 0 and
R n
W; ZN'

« Let AS;; C Senc be the set of attributes aid € Senc associated with the challenge ciphertext where gid, ,,4 = gid;,
and let A, be the set of attributes aid where where slot (¢, aid) is not in the corruption set C: namely, N; =

{aid | (¢,aid) ¢ C}.

+ For aid € AS, j, let o) € Zy be the unique value where o+it) = 0 mod p; pops and ¢74) = m w; mod py.

T
aid
Suppose we write naid = 1, + o (Maid)
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+ For aid € N; N AS;;, let oreaid) e Zx be the unique value where o(reaid) = 0 mod p1p3ps and olreaid) =

—¢l.mT W i o= (reaid)
s™'-m], wi - w* mod p,. Suppose we write reaiq = 17 iy + 00,

By construction, observe that these substitutions preserve the distribution of w and r, 44 in gHyb](.bl’f) (note that the
first coefficient of o) is 0, so w; - w* has the same first coefficient as w ;). Consider now the distribution of the

Cs.2id terms in gHyb](.,l;’[) under this relabeling (note that this relabeling only affects the terms Cs ,iq in the challenge
ciphertext):

+ For aid ¢ AS, ;, recall that
Quia = [ | H(T: gid, i9)- (5.6)
i€[L]
Foralli € [L] and j € [P], U;j € Gy4, This means Qg € Gy 4. Thus,

m' w m’ w+o(™) m' w’
aid aid aid

Qaid = Qaid = Qaid

Finally, the distributions of 1,4 and r,iq are unchanged for aid ¢ AS; ;, so we conclude that the distributions
are identical in this case.

+ Suppose aid € AS;; N N;. For these attributes, we use the fact that the only component that depends on
Ttaid mod p; is the challenge ciphertext component Cs 4id. In this case, the term ryaq mod p, present in T |
serves as fresh randomness in the G, subgroup to blind the value of w. First, we have

Qaid = l_[ H(ﬁi’gidi,aid) - (g294)" .
ie[L]

Thus, using the fact that U; ; € Gy 4 and the fact that w = w’ + o), we have

m;d (W +o(™)
m; w mli (W+5™) o )
Quid" = Q" = 1—[ H(U;, gid; 4iq) - (9294)"
i€[L]

de (W+oW))

K;ml (W o™ T o
= (gaga) o ™ais V) l_[ H(U;, gid,; 54)

ie[L]
g™’ (5.7)
T — T L ~(wW) - .
= (929" (goga)™sas”™ | [ H(Tivgid g)
i€[L]
mw
T ow ML (Wi—ww*) -
— (gzg4)maidkjw g?aud Wi—ww . 1—[ H(Ui, gldi’aid)
i€[L]
= Tl
Next, using the fact that rpaq =1, ., + o(reaid) | we have
— . —r = (rg,aid)
((9192)°) 7" = ((g1g2)*) Teaa™ "
—r m' ww* (5'8)
= ((g1g2)*) "raiag,
Finally, substituting 7.4 = 1,4 + omid) yields
ai g4 +oaid Mg MLgW;
gitt =g =g g, (5.9)
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Consider now the value of Cs ,iq with this setting of variables. Using Egs. (5.7) to (5.9), we now have
T o T ai
Csaid = ((g1g2)*)PMaa' ~resia=Lise Tiaid . (O q)Maa™ - glld

T o T *
— s\AmL V=1 =3 Tiaid JMaig WIW
= ((9192) ) aid aid ~ iz Tiai 9, ai

T V—r S T, ’ T W
= ((91gz)s)ﬁ aidV T paid ™ Lize Tiaid | (Qaid) ™™ _gZaxd - (gaga)™aid™).

T * T
(0 'd)m;dw, gmaid (wj—wiw") ,g”;id Maid Wi
al 2 4

94

This is the ciphertext distribution in gHybﬁ.i’” with randomness W', 7aid, 7 , -

+ Suppose aid € AS;; N N;. In this case, the adversary knows the randomness r; 4, o we rely on the linear
secret sharing scheme. Specifically, since the adversary’s set of attributes do not satisfy the challenge policy,
there exists a vector w* such that w* has first coefficient 1 and is orthogonal to m,iq for rows corresponding to
these attributes. Similar to the previous case, we again use Eqgs. (5.7) and (5.9) to rewrite Cs 5iq:

T o/ _%. . T ai
Csaid = ((g1g2)°)PMaa¥ = Ziete) Tiaid . (Q;q)aia™ - gl
T v=Y. . T oo (W) /' +o(Maid)
= ((g192)*)PMaa¥ ™ Zieln1 Tisid « (Qyq) ™+ glad™e

My 2 ( ") i :i j
— ((9192) )ﬁmmdv —2ie[L] Tiaid . (Q d) aldw id (Wji—ww g’? dg;ﬂ qWji

ww*

= ((glgz)S)ﬁmaidv —Z,-emri,aid.(Qaid)maidw . a.d - (g29)™ T ,g— i

By definition of w*, we have m;dw* =0 for aid € AS;; N ﬁ[ This means
T o/_%. . T . T .
Csaid = ((g192)°)PMaa¥’ ~Zaciua Tiaid . (Qq) ™™ - glad - (gagy)™aa™ .

Once again, we have recovered the ciphertext distribution in gHyb;lZf) with randomness W', naid, 7} .4

In all three cases, we conclude that with this relabeling of variables, we recover the ciphertext distribution in gHyb;.Z’K)
(with randomness W, 7aid, 7; .;)- Thus, the distributions gHyb%[) and gHybj(.i’[) are statistically close. O
Lemma 5.22. Suppose Assumption 3.4c holds with respect to CompGroupGen. Then for all ¢ € [L], all j € [P], all
efficient adversaries A, and all b € {0, 1}, there exists a negligible function negl(-) such that for allA € N,
b, b
| PrlgHyb'% (A) = 1] - Pr[gHyb'5" (A) = 1]| = negl(1).
Proof. This follows from a similar argument as the proof of Lemma 5.18. O

Lemma 5.23. Forall¢ € [L], all j € [P], all adversaries A, and all b € {0, 1}, there exists a negligible function negl(-)
such that forall A € N,

| PrgHyb %" (A) = 1] - Pr[gHyb%" (A) = 1] = negl(1).
Proof. This follows from a similar argument as the proof of Lemma 5.19. O

Lemma 5.24. Suppose Assumption 3.4c holds with respect to CompGroupGen. Then for allt € [L], all j € [P], all
efficient adversaries A, and all b € {0, 1}, there exists a negligible function negl(-) such that for all A € N,

(1o (A) = 11 = PrlgHyb{s” (A) = 11| = negl(A).

| PrgHyb
Proof. This follows from a similar argument as the proof of Lemma 5.18. O
Lemma 5.25. Forallt € [L], all j € [P], all adversaries A, and all b € {0, 1}, forall A € N,

Pr[iHyb{% (A) = 1] = Pr[gHyb\"?) (A) = 1].

P+1,0

Proof. Since P +1 > P, all of the user identifiers gid registered to slot ¢ (i.e., the elements of GS;) have a gid-specific
blinding component. Thus these hybrids are identical experiments. O

Lemma 5.12 now follows from Lemmas 5.17 to 5.25 and a hybrid argument. O
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5.2.5 Proof of Lemma 5.18 (Delayed gid Programming)

In this section, we give the proof of Lemma 5.18. The goal in this sequence of hybrids is to introduce fresh G4
randomness into the hash key U, that only appears for a single user identifier gid, ;4. To do so, we first introduce
randomization in the G, 4 subgroup to the hash key in the public parameters. Then, we rely on the additional
randomness together with the randomness in the challenge ciphertext component Cs ,iq to re-randomize the G4
component of H(gid, ,;4). We then remove the G4 re-randomization from the public parameters, leaving only the
fresh statistical re-randomization in Cs 5iq. This is the “delayed gid programming’ technique described in Section 2.

We now define the intermediate hybrid experiments between gHyb( and gHyb( , where we iterate over the
identifiers gid; € GS,. Our hybrid sequence is additionally indexed by i e [P].

. kHyb(b LI for i* € [P]: Same as gHyb(b ) but the challenger introduces fresh randomness in the G 4 subgroup

in the first i* — 1 components of Ur Specifically, after sampling U , the challenger samples {;, €~ Zy and sets

U = Ura(g294) a<i*
be Ul’,a a Z i*)

The challenger sets
U; = (U;y, ..., U, p) where Uy; = Up.i(g2g4)°%*.

When constructing Q,id, the challenger now sets

Qaid:H(&t//’gidF,aid)' 1_[ H(ﬁbgidj,aid)-
JelLI\{¢}

. kHyb(b“ ): Same as kHyb( except the challenger introduces a G, component to Up;+: namely, U+ =
(g19294)"c+".

. kHybl&lf ’Zf’j ). Same as kHyblgb ’f’j ), except the challenger randomizes the Gz 4 component of Uy ..: specifically, the
challenger samples {;;+ < Zy and sets Up o = Upie (g2g4)%t7".

We now show that each pair of adjacent hybrids are indistinguishable.
Lemma 5.26. Forallt € [L], j € [P], all adversaries A, allb € {0,1}, and all A € N,
PrkHyb %" (A) = 1] = Pr[gHyb{"" (A) = 1]
Proof. By construction, the definition of (7; in gHybﬁ.’bO’f) is identical to U in kHybi’bO’f’j ). Thus, the output of these
two experiments are identically distributed. O

Lemma 5.27. Suppose Assumption 3.4c holds with respect to CompGroupGen. Then for all ¢ € [L], all j,i* € [P], all
efficient adversaries A, and all b € {0, 1}, there exists a negligible function negl(-) such that forall A € N,

| Pr[kHyb""" (A) = 1] - Pr[kHyb{:” (A) = 1]| = negl(2).

Proof. Suppose there exists an efficient adversary A that can distinguish these two experiments with non-negligible
advantage . We use A to construct an adversary 8 that breaks Assumption 3.4c with nonnegligible advantage:

1. At the beginning of the game, algorithm B receives a challenge (G, g1, g3, g4, X, Y, T) where G = (G, Gr, N, g, e),
g1 € Gy, 935 € Gs, g4 € Gy, X = (9192)°2, Y = (g294)°** for some 12, Sp4 & Zn, and either T = (g194)" or
T = (g19294)" for some r & Zy. The components that depend on the challenge elements X, Y, T are colored
for clarity.

2. Algorithm 8 starts running algorithm A and receives the slot bound 17 as well as the authority bound 17.
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3. Algorithm B samples a, f < Zy. It sets Z = e(gy,91)%, and h = glﬁ.

4. For eachsloti € [L],a € [P],and j # i € [L], algorithm B samples t;, 7;, Ui 4, Vjia < Zn (With the exception
of uy;+, which algorithm 8 does not sample).

« For i < ¢, algorithm B sets
Ai=(q193)" , Bi= g?AfYTiggi , U= (Uig, ..., Uip) where Ui q = (g194)"".

« For i = ¢, algorithm B sets
A[ = (ng)ti s B[ = g‘lef(g3g4)T[.

Additionally, for i’ # i* € [P], algorithm B samples u,; <~ Zy, and sets Uy = (g1g4)%+" . Algorithm B
sets Up; =1T.

« For i > ¢, algorithm B sets
Ai=(q193)" . Bi= gi"Aiﬂ(gsg4)T" , U= (Uiss - .., Uip) where Ui g = (g194) ™.
5. For j # ¢ € [L], algorithm B computes the hash-function cross terms as follows:
jj,l = (Jjets-- > Jjep) Where Jj oo = A, (g3ga) V05
Foralli € [L] \ {¢} and all j # i, it sets the hash-function cross terms as follows:
jj,i = (Jji1--->Jjip) where Jj; 4 = Uf,ia(gsg4)Yf’i'“-

Algorithm 8 gives the global parameters

gpp = (Q Z,9g,h, {(A;, B, ﬁi}ie[L]: {jj,i}j;tie[L])

to the adversary A. It also initializes a counter ctr < 0 and an (empty) dictionary D to keep track of the
key-generation queries.

6. In the query phase, algorithm B responds to the adversary’s queries as in kHyblg b[’j ) and kHyblab’ ’f’j ), Namely,
when algorithm A makes a key-generation query on a slot i, algorithm 8 increments the counter ctr = ctr +1
and samples r; <~ Zy. It then computes T; = g}’, and V;; = A;i for j # i. The challenger sets the public
key to be pkg, = (T;, {V},i}jzie[r]) and responds with (ctr, pkg,). It defines sk, = r; and adds the mapping
ctr > (i, pky,, Sketr) to the dictionary D. If the adversary ‘A makes a corruption query on anindex 1 < ctr’ < ctr,
the challenger looks up the entry (i’, pk’, sk’) = D[ctr’] and replies to A with sk’.

ctr

7. In the challenge phase, after A specifies a set of authorities Sene € AU, an associated challenge policy
0" = (M, p) where M € Zﬁ;x" and p: Senc — [P’], and two messages yg, i € Gr. In addition, for each each
slot i € [L] and attribute aid € Sen, it also specifies a tuple (c; aid, gid pkzaid). Algorithm B sets up the

4 asin kHybl.(,fif’j), kHybE*b,’ll’j):

i,aid>

public keys pk; ,;

o If ¢ciaig € {1,...,ctr}, the challenger looks up the entry D|[c;.iq] = (i, pk’,sk’). If i = i’, the challenger

sets pk; ,iq = pk’ and r;4iq = sk’. Otherwise, the challenger aborts with output 0.

o If ¢jaid = (L, 7iaid), then the challenger checks that pkzaid = KeyGen(gpp, i; 7iid). If not, the challenger
aborts with output 0. Otherwise, it sets pk; .4 = pk;

iaid — i,aid"

Finally, for each index i € [L] and aid € Senc, algorithm B parses pk; ,iq = (Tiaid> {Vj.iaid} jrie[L])-
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8. Next, to simulate the challenge ciphertext, algorithm B first samples {;; ¢~ Zy for all i < i*. Then, it constructs

Ul - UpaVéte a< i
ta — o
U[’a a>i.

Algorithm B then sets (7; = (U{f’l, .. .,U;’P). Next, algorithm 8 samples w - & Zy for all j* < j. It constructs
the challenge ciphertext as follows:

+ Message-embedding components: Set C; = y; - e(g1, X)* and C; = X.

+ Policy-specific components: Sample vy, ...,0,, Wy, ... w, < Zy and let v/ = [1,0;,...,0,]" and w =
[0, wy, ... wp]". Then, for each aid € S, it samples blinding factor 77,4 € Zx and sets

Qaid = H(U/’ gidf,aid) : l—l H(ﬁi, gidi,aid)
ie[L]\{¢}
C = XPMY =B Traid . (Qaid)m;deZaid.

3,aid

Then, it constructs the challenge ciphertext components as

/ mT, W7 H — H =/ :
Ca.ig CS,aid - Y aia ™ gldf’,aid - gld]' NI < Cyr = m],w
3,aid ’ . > 4k = gl .
Cs i otherwise

9. At the end of the game, algorithm A outputs a bit b € {0, 1}, which 8 also outputs.

In the above reduction, the challenge exponents r, s;3 € Zy play the roles of u, j, s € Zy in the underlying hybrids,
respectively. First, we argue that the components of the global public parameters gpp are correctly simulated:

b,t,j bt
5’0 J) 5‘,1 ) set Ap =

(919293)"t. The reduction algorithm sets A, = ((g192)293)"* = (g192)*2!¢gy'. As long as s1 # 0 mod py, pa,
(which holds with overwhelming probability over s, <~ Zy), these distributions are uniform over Zy:.

« First, consider the component A, in the public parameters gpp. Hybrids kHyb and gHyb

« Next, consider the elements B; where i < ¢. Hybrids kHyb;,bO’[’j) and kHyb;.i’g’j) set B; = g‘l)’Af(gzg3g4)fi.
The reduction sets B; = gf‘Af (9294)7g;'. Aslong as sz4 # 0 mod ps, ps (which holds with overwhelming

probability over the choice of sz4 & 7Zn), these distributions are uniform over Zy.

Finally, if T = (g194)", then algorithm B simulates the public parameters according to the distribution in kHybj.’bO’{’j ),

If T = (g19294)", then algorithm B simulates the public parameters according to the distribution in kHybj.i’e’j ) 1t
suffices now to argue that the components of the challenge ciphertext are correctly simulated:

« First, C; = iy - e(g1, (9192)°2)* = pj, - e(g1, g1)**2 = Z*2, which is distributed according to the specification of
(b,t,j) (bt,j)
kHyb; ;™" and kHyb; 7™/
« Finally, consider the distribution of Cs 4. In the reduction, algorithm 8B simulates the re-randomization
components (gzg4)mzidwj' and Ut:,i = U[’i(gzgzl)gl,i as
leidwj' — (9294)m;d (S;MW]-/)
Uy = UpiY* = Upi(gaga) ™,
respectively. However, since {;; and w; are only used in the construction of the challenge ciphertext, and

moreover, they are independent and uniform. Thus, as long as s34 # 0 mod p, and sz4 # 0 mod p4, these two
distributions are identically distributed.
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We conclude that with overwhelming probability, algorithm B simulates the challenge ciphertext components exactly
as required in kHyb](.,IZ)’{’] ) and kHybﬁ.’bl’f’J ), Correspondingly, algorithm 8B breaks Assumption 3.4c with advantage at
least £ — negl(A). O

Lemma 5.28. Forall ¢ € [L] and j,i* € [P], all adversaries A, and all b € {0, 1}, there exists a negligible function
negl(-) such that forall A € N,

| Pr(kHyb!"}"” (A) = 1] - Pr[kHyb\"{"") (A) = 1]| = negl(2)

Proof. We show that the distributions kHyblg ’f’j ) and kHybE*b, ’2“ ) are statistically indistinguishable. This argument

will rely on the G, 4 randomization introduced in kHybf*b ’f’j ), By construction, the only difference between the two

experiments is the distribution of U ;. in the G4 subgroup. In kHyblgi ’f’j ),

Uiy = Ui = g
while in kHyb "]
U({,i* = Ut’,i* (9294)§“* = gl;“* (9294)ui,i*+§(,i* )

Suppose that u ;- + Y;<;+ (i # 0 mod p,. Since ug;+ <~ Zy, this holds with overwhelming probability. Consider now
b.t.j).
o

the following relabeling of the variables in kHyblg
. Let 7™™) € Zy be the unique value where 7™ =1 mod p1p3ps and
W) = (ueiw + Losv) uzil* mod py.
Suppose we write w = w’ - 7%) for some w’ & Z7, (with first coefficient 0).
e Let 79 = (#™))~1 € Zy. For i < i* suppose we write {;; = Goi 7¢) for some i & ZN.
« For aid € Senc, let ai1) € Zy be the unique value where
oaid) = 0 mod P1p2p3
o) = gy gidzaid - W' mod py.
Suppose we write 7aid = 1}, + o'7aid) for some Mo & Zy.

Since w is a uniform random vector with first coefficient 0, these substitutions preserve the distribution of w, (¢, 7aid
in kHyblab ’1[’1 ), By construction, these components only affect the value of Cs ,iq. Thus, consider the value of Cs ,iq
with this substitution. To simplify the exposition, we express Cs,iq as

_ T Hai
C3,aid = (Qaid)ma'dw _n ‘- Cg,aid

where Cé Aiq Tepresents the remaining components that can be considered without referring to w, {z ;, 7aid. Then, we
can write

_ T Mai
C3,aid = (Qaid)ma'dw n o C;,aid

W

S o ., +0 (Maid)

= H(U;’gld[,aid) : HH(UD gldi,aid)) "9y ‘ ' ;,aid
i#l
y » y mggw' 7™ v o (5.10)
i idi idi = i aid
= ([ [wepdion | - 70840 ([ |78 | - | ] H(T, gid, 0) 959 ™" - Ci g
i<i* i>i* il
my W 7™
;g T o Tai

=U- HH(Ui’g'di,aid) 95"+ Cs aia-

i#l
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where

|

For all i # i*, we have U;; € Gy 4. This means

(w)
mgW 7T
ld!al (3i)
H(Uel(gzg4)§‘l)g'd*’a'd) (9192g4)"er % - (l_[ U, d)) g5 "

i<i* i>i*

(5.11)

T ’
aid

m! w ™)
gidi agidi’ g’d ai g,i*gidi*ai m] W’
H(Uf,i(gzgél)g[’l)g d“"d) - (g1g2ga)"er 8eaia - (n - d) ) gs "

i<i* i>i*

)g L, aldmaldw "™ gldl’ aldmaldw ")

gid} ygm W’ 7@
=U,; " o ((929 )b )

= (Upi(gaga)ber)8deaamia™’

Lk s i T o
u“*gldl,aidm;dw’gg[de,aidmaidw (g +8pi+)

(Uf i(gaga)*®i

i T o/ (W)
U e idy (Mg W' 7T

(919294) = (9194)
i gid} qm] W’
(s
Ufidj’,aidm;dw,”(‘v) — Ugldlaldmaldw
Thus, we can now write Eq. (5.11) as
m' w’ -z
U = U, o gd( id Ug, i g[d[ id g’dlald ’ é(“*gid;,aidm;lx—idwl
= 1_[( £,1(9294)°0")% taid | - (919294) ad . 1_[ 94
i<i* i>i*

= H(U/',gid10)™"
with an effective hash key ﬁ;’ defined as follows:
Ura(gags)¥ia a<i*
U,/ = (U;"l, e U{f,'P) where U;, = Ura(goge)ote  a=i*

Ug,a a> i
Using the fact that U; , € G4 for all i # ¢, we can now write Eq. (5.10) as

T ’
aid

m' w (W)
= . ’7;, ’
| |H(Uia g'di,aid)) 94 ‘ C3a|d

il

C3,aid = LN[

T ’

n.laidvv

= (H(U;cgidf,aid) : (ﬂ H(Ui,gidi,am)) gy
i+l

(b:t.j)

This is precisely the distribution of Cs,iq in kHyb,.", 1.4 Thus, we conclude that the

distributions kHybg* 1“ ) and kHyblib 2[ ) are statlstlcally close. O

with randomness w’, { l:,i’

Lemma 5.29. Suppose Assumption 3.4c holds with respect to CompGroupGen. Then for all ¢ € [L], all j,i* € [P], all
efficient adversaries A, and all b € {0, 1}, there exists a negligible function negl(-) such that forall A € N,
| Pr[kHyb "% (A) = 1] - Pr[kHyb(;"” (A) = 1]| = negl(2).

Proof. This follows from a similar argument as the proof of Lemma 5.27. O
Lemma 5.30. Forallt € [L], j € [P], all adversaries A, allb € {0,1}, and all A € N,
Pr[iHyb{”) (A) = 1] = Pr[kHyb\"*") (A) = 1].

P+1,0
Proof. Since P +1 > P, these experiments are identical by construction. O
Lemma 5.18 now follows from Lemmas 5.26 to 5.30 and a hybrid argument. O
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6 Lifting a Slotted Scheme to an Unslotted Scheme

To compile our slotted multi-authority registered ABE scheme into a standard multi-authority registered ABE (see
Definition 4.1), we employ a similar “powers of two” transformation similar to the one proposed in [HLWW23]
(and implicitly used in earlier works on registration-based cryptography [GHMR18, GHM*19]). At a high level, the
[HLWW23] compiler instantiates a series of slotted schemes where the number of slots in the i*" scheme is 2'. When
users join the system, their key is added to each of the underlying schemes, and aggregation occurs whenever a
scheme fills up (for scheme i, this occurs after 2! users have joined the system). Each time scheme i fills up, the
public key for scheme i is updated. Spacing out the number of slots by powers of two ensures that the public keys
associated with the larger schemes are not updated too frequently. This ensures the number of decryption updates a
user requires scales logarithmically with the number of registered users.

Extending this transformation to the multi-authority setting introduces a number of new challenges. The main
challenge is the fact that the authorities are independent, and each authority could issue keys to different sets of
registered users (recall that a user only registers with authorities for which they have the corresponding attribute).
Thus, to extend the [HLWW?23] transformation to this setting, we need to tackle two key challenges:

« Associating a common slot for each user. First, we have to ensure that for any user identifier gid, there is a
common slot index i* such that gid is registered in slot i* across all of the target authorities. This is required
because the underlying slotted multi-authority registered ABE scheme only supports decryption when the
user’s keys are registered to the same slot across all of the authorities.

« Users aggregated in different schemes for different authorities. Second, since each authority serves a
differing number of users, a user registered to slot i* might be aggregated as part of different slotted multi-
authority registered ABE schemes. Recall in the basic powers-of-two approach from [HLWW?23], there are
O(log L) slotted schemes (each supporting a different power-of-two number of slots). Correctness for the
underlying slotted multi-authority registered ABE scheme only supports decryption when a user is registered
to the same slotted scheme across all of the authorities. Unfortunately, even if each user has a unique index i*
that is shared across all authorities, the powers-of-two transformation does not ensure that the slot i* is always
aggregated as part of the same slotted scheme across all of the authorities. Which slotted scheme contains i*
for each authority is a function of the number of users registered with the particular authority, and this can
vary across authorities.

We tackle these challenge as follows:

« Cover-free sets. To address the first issue, we have each user register to multiple slots at each authority.
Specifically, for each user identifier gid, we associate a set of indices Sgjq. For each authority with whom the
user (with identifier gid) wishes to register, the user would register their key in every unused slot in Sgiq. Next,
if we choose the sets Sgiq from a cover-free family of sets [KS64], this ensures that every gid can be associated
with a slot i* € [L] that is not covered by the union Sgig U Sgig, U - - - U Sgig, of up to L other user identifiers
gid,, ..., gid; # gid. Note that in our construction, the space of user identifiers is exponential in A while the
number of slots maintained by each authority is polynomially-bounded. (This is the reason we cannot simply
use gid as the slot index for the user).

« Using a single slotted scheme. To handle the second issue, we consider a different variant of the powers-
of-two approach where we use a single copy of a slotted multi-authority registered ABE scheme with L slots
(as opposed to log L copies that each support a different power-of-two number of users). Next, we split each
authority into log L “virtual” sub-authorities, where the i virtual sub-authority is responsible for up to 2’
users, exactly as in the original powers-of-two approach. The unused slots for the it" virtual sub-authority are
padded with a key for a dummy user (included as part of the global parameters). The it virtual sub-authority
effectively functions as a slotted scheme with 2’ slots. Next, during encryption, one encrypts to the policy that
replaces each authority with a disjunction over the log L virtual sub-authorities associated with the authority
(i.e., it suffices to have a key associated with any virtual sub-authority of the authority). In this approach, there
is just a single slotted scheme, and as such, we can rely on correctness of the underlying slotted scheme.
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Cover-free families. We now recall the notion of a cover-free family of sets [KS64] that we use.

Definition 6.1 (Cover-Free Family [KS64, Wei23]). Let X be a set, and & C 2% be a family of subsets of X. Then, we
say (X, ) is an r-cover free family if for all distinct A, By, ... B, € ¥ we have that A ¢ J;c[, B:-

Fact 6.2 (Cover-Free Family [EFF85, Example 3.2]). For any prime power g and any integer ¢t < g, there exists a
r-cover-free family (X, ) where r = |q/(t — 1)], |X| = ¢%, and || = q'. Moreover, there exists an explicit and
efficient algorithm that takes as input an index i € [¢’] and outputs the i" set in 7.

Lemma 6.3 (Cover-Free Family). Let A be a security parameter and suppose GI D C {0, 1}*. Then, for all polynomially-
bounded r = r(A), there exists an efficiently-computable r-cover free family (X, F) where |X| = poly(A) together with
an efficient injective mapping f: GI D — F. Moreover, we can take X = [|X|].

Proof. Take any prime power g € [rA, 2rA] and set t = A + 1. Then Fact 6.2 yields an s-cover free family (X, ) where
1X| =% = 0(r*2%), |F| = ¢**' > 24 > |GIT D], and s = |q/(t — 1)| > r. Since s > r, we conclude that (X, ) is also
r-cover free. Finally, the mapping f: GID — ¥ is simply the explicit and efficient algorithm from Fact 6.2 (namely,
f(gid) is the gidth set in F). Since | X| = poly(A,r), we can always relabel the elements of X with their index in the
lexicographic ordering of the elements of X. This means we can always take X = [|X|] without loss of generality. O

Lifting a slotted scheme to an unslotted scheme. We now describe our transformation:

Construction 6.4 (Slotted Multi-Authority Registered ABE to Unslotted Scheme). Let A be a security parameter.
Let L = L(A) be the number of users, AU = { AU} en be a set of authority identifiers, and GI D = {GI D, }ren
be a set of global user identifiers where |GI D,| < 2*. We use the following conventions and primitives in our
construction:

- Without loss of generality, we assume that the bound on the number of users L = 2! is a power of two. Rounding
the bound to the next power of two incurs at most a factor of 2 overhead.

« Let AU = {AU} be a set of authority identifiers where AU, = AU, x [0,£]. Next, let Ilspape =
(sRABE.GlobalSetup, sSRABE.KeyGen, sSRABE.IsValid, SRABE.Aggregate, SRABE.Encrypt, SRABE.Decrypt) be a
slotted multi-authority registered ABE scheme with authority identifiers AU’ and global identifier space GI D.
For ease of exposition, we will assume that IIsgage supports single-use monotone Boolean formulas where
there is an a priori bounded number of users per policy (e.g., Construction 5.1). Let P = P(A) be a bound on the
maximum number of authorities associated with each policy.

« The multi-authority registered ABE scheme will internally maintain ¢ + 1 slotted ABE schemes, where the k'

scheme is a slotted scheme that will “support” 2 users.

« Each authority maintains auxiliary data aux,iq = (ctraid, Do aid> D1,aid> D2,aid» mpk,;4) Which contains the follow-
ing data:
— A counter ctr,iq that keeps track of the number of registered users in the system.

— A dictionary Dy ,ig4 that maps global identifiers gid to a counter ctr (indicating the number of registered
users at the time user gid registered) together with the set of slots Féi 4 to which user gid was registered.

— A dictionary D ,iq that maps a slot index i € X to a pair (gid, pk) which specifies the public key assigned
to slot i and the associated user identifier gid.

— A dictionary Dy ,iq that maps a scheme index k € [0, £] and a user identifier gid to the helper decryption
keys associated with scheme k and gid.

— The current master public key mpk,;4 = (ctr, mpk,, ..., mpk,).

If aux = L, we parse it as (ctr, Do, D1, Dy, mpk) where ctr = 0, Dy, D1, D; = @, and mpk = (0, L,..., L). This
corresponds to a fresh scheme with no registered users.
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« The master public keys mpk,;, associated with each authority will take the form of (ctr, mpk,, ... mpk,), where
ctr is the total number of users registered to this authority, and each mpk, is a master public key of the
underlying slotted scheme ITraBE.-

+ The helper decryption keys hskaiqgiq will take the form of (ctr, Féid’ hsky, . .. hsk;), where ctr is a counter
(indicating the number of registered users at the time user gid registered), Fg’i 4 1s the set of slots to which user

gid was registered, and each hsky is a collection of helper decryption keys for the underlying slotted scheme
ITsrage associated with slots i € Féid.

We now construct a multi-authority registered ABE scheme IIya-rase = (GlobalSetup, KeyGen, RegPK, UpdateKey,
Encrypt, Decrypt) as follows:

. GIobaISetup(lA, 1L, 1P): On input the security parameter A, a bound L = 2¢ on the number of users, and a
bound P on the number of users appearing in a policy, the setup algorithm proceeds as follows:

— First, the setup algorithm instantiates an (L-P)-cover free family of sets (X, ) where |F| > 2} > |GT D,|.
Let f: GID — F be the associated injective mapping (see Lemma 6.3). Recall that X = [|X]].

— Next, it runs the setup algorithm for the slotted scheme:

(sRABE.gpp, sRABE.gep) «— sRABE.GlobalSetup (1%, 11X1, 17°¢).
— Finally, it samples “dummy” public keys for each slot j € [|X]|] and k € [0, ¢]:
(pK’; ;. sk ) < sRABE.KeyGen(sRABE.gpp, ).
It outputs the global public parameters

gpp = (sRABE.gpp. . {(J. k. Pk ;) } jexkefo.1)

and the global encryption parameters gep = sSRABE.gep. The message space M is the same as that associated
with sRABE.gpp.

« KeyGen(gpp, gid): On input the common reference string gpp = (sRABE.gpp, f, {(J, k, pk;’k)}jex’ke[(]’[]) and
the user identifier gid, the key-generation algorithm first computes Fgjq = f(gid) C X. Then, for each index
i € Fgig and k € [0, 7], it generates (pk; ., sk;x) < SRABE.KeyGen(sRABE.gpp, i). Output

pk = ({(i.k, pki,k)}iEFg;d,kE[O,f]) and sk = (gid, {(i, k»Ski,k)}ingid,ke[O,t’])-

« RegPK(gpp, auxaid, gid, pkgid): On input the public parameters gpp = (sRABE.gpp, f, {(j, k, pk;. k)}jex’ke[o’[]),
the auxiliary data aux = (ctr, Dy, D1, Dy, mpk) for an authority, a user identifier gid, and a public key pk =
({(i, k, pk; ) }ie Fy wke[o,e]), the registration algorithm proceeds as follows:

— First, it checks that Fgjq = f(gid). Otherwise, the algorithm halts and outputs the current auxiliary data
aux and master public key mpk.

— For each i € Fgg and k € [0, £], check that sSRABE.IsValid(sRABE.gpp, i, pk;;) = 1. Otherwise, the
algorithm halts and outputs the current auxiliary data aux and master public key mpk.

- If Dg[gid] # L, the algorithm halts and outputs the current auxiliary data aux and master public key mpk.
— Define Féid ={i|i € Fgig A D1[i] = L}. Set Do[gid] = (ctr, Fg’id). Then, for each i € Féid, set

Dy [i] = (gid, {(k, pk; ) }kefo.))-

- For each k € [0, ¢], check if ctr + 1 = 0 mod 2% If so, the registration algorithm performs the following
update procedure:
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+ For all i € X, the registration algorithm first looks up (gid;, { (", pk; 1) }xrefo,e1) = D1[i]. If it is the
case that Dy[gid;] € [ctr — 2K + 1, ctr], then set

pk; = pk;x and gid; = gid,;.
Otherwise, if Dg[gid;] ¢ [ctr — 2K 41, ctr] orif Dy[i] = L, let
pk; = pki; and gid; =0.
» Compute the aggregated parameters
(mpky, {(i, hskj ;) }iex) = sSRABE.Aggregate(sRABE.gpp, (gid], pky), .. ., (gid{x, pkix|))-

« For each user identifier gid where Dy [gid] = (ctrgq, Féid) and ctrgiq € [ctr — 2K + 1, ctr], set

D[gid, k] = {(i,hskj,) | i € Fyq}.

« Update mpk; = mpkj
— Finally, the registration algorithm increments ctr = ctr + 1 and outputs the new master public key
mpk = (ctr, mpk,, ..., mpk,) along with the updated auxiliary data aux = (ctr, Dy, D, D2, mpk).

« UpdateKey(gpp, auxaid, gid): On input the global public parameters gpp = (sRABE.gpp, f, {(J, k, pk;’k)}jex,ke[o,[]),
the auxiliary data aux,iq = (ctrayx, Do, D1, D2, mpk) for an authority, and a user identifier gid, the update algo-
rithm looks up (ctrgq, Féid) = Dy[gid]. Then, for each k € [0, ], the update algorithm sets hsk; = D, [gid, k]

and outputs the helper decryption key hskgiq = (ctrgid, Fly-hsko, ..., hske).

+ Encrypt(gep, (Senc> ¢), {mpk,iq Yaides...- #): On input the encryption parameters gep = sSRABE.gep, an access
policy (Senc, ¢), the master public keys mpk_;4 = (ctraig, mpkgiq, - - ., mpk,;q ) associated with authorities
aid € Senc, and a message py € M, the encryption algorithm first construct a new authority set

S. = {(aid, k) | aid € Senc, k € [0, £]}.

enc

Then, it construct the extended policy ¢’ by substituting each appearance of attribute aid in the policy ¢ with
the clause (\/e[o,(aid, k)). It then computes

ct’ < sRABE.Encrypt(sRABE.gep, (Spne, @), { (aid, mpk,ig 1)} aidk) eStoer 1)
It outputs the ciphertext ct = (ct’, {(aid, Ctraid)}aidesenc)-

« Decrypt(gpp, S, {(aid, skaid, hskaid gid) }aides, ct): On input the global parameters

gpp = (sRABE.gpp, f, {(j, k, pk’; 1) } jexkefo.));

a set of attributes S C Sepc, a collection of secret keys skaig = (gid, {(i, k, Skaid,i,k)}ingid,ke[o,t]), a collection of
helper keys hskaig = (ctraidgid, F,id,gid’ hskaid,gid,0, - - - » hskaid gid,¢), and a ciphertext ct = (ct’, {(aid, ctraid) YaideSenc)»

the decryption algorithm proceeds as follows:

— Take any i* € (Vaiqes Fé If no such i* exists, output L.

id,aid"
— For each aid € §, let k,j¢ to be the index of the most significant bit where ctr,jq and ctrajggig differ.
— If hskaid gid kg = L abort and output L. Otherwise, parse

hskaidgidkg = { (i, hskaigik,e) |1 € Fgigaia}-

Output
m = sRABE.Decrypt(sRABE.gpp, S, i*, {(aid, skaid i* k4> hSKaid,i* ki) Yaides, ct’).
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Correctness, compactness, and efficiency. Recall the correctness game from Definition 4.3. We will show if
the underlying slotted scheme IIspage satisfies completeness, correctness and compactness, then the transformed
scheme from Construction 6.4 also satisfies perfect correctness, compactness, and efficiency. To help analyze our
construction, we use [HLW W23, Claim 6.4], which we restate below.

Claim 6.5 ((HLWW?23, Claim 6.4]). Letx,y < 2*1—1 be nonnegative integers with binary representations x = x; - - - X1Xo
andy = y; - - - y1yo. Supposex < y. Letky , = max{k € [0, €] : xx # yr}. Namely, k., is the index of the most significant
bit on which x and y differ. Then k., < ky y11. Moreover, if ky ,; < ky y11, theny+1 =0 mod 2kxy+1

Theorem 6.6 (Correctness). Suppose Ilspase is complete and perfectly correct. Then Construction 6.4 is a perfectly
correct MA-RABE scheme with respect to the following IsReady function:

1 h > 2kae

IsReady(e,d, h) =
v ) {0 otherwise,
where k4, is as defined in Claim 6.5.

Proof. We first recall the correctness game from Definition 4.3 instantiated with Construction 6.4:

« Setup phase: The challenger receives parameters (1%, 1%, 1), and generates the global parameters
gpp = (sRABE.gpp, f, {(J, k. pk/ 1)} jexkefo]) and gep = sRABE.gep

by computing Setup(1%, 1%, 17). Then, the challenger initializes a dictionary D mapping authority identifiers
aid to a tuple (c, k, j, (mpk,, ..., mpk,), aux), where the components are defined as follows:

— c represents the total number of users registered to this authority.

- k = (d, pkgiq» skgiq*) is a tuple representing the target user identifier gid* € GI'D,. Here, d € N denotes
the number of users registered with authority aid immediately after gid* is registered, and (pkgig+, skgia*)
are the public/secret keys associated with gid* and authority aid (as sampled by the challenger in the
security game). If the adversary has not yet registered a target user, then k = L.

Jj = (h, hskgig) is a tuple containing the counter value h € N when the helper decryption key hskgg+ for
the target user gid* was last requested (for authority aid). If the adversary has not yet registered a target
user or requested an update, then j = L.

- (mpky, ..., mpk,) is the list of master public keys associated with the authority after each registration.

— aux is the auxiliary state of authority aid.
At the beginning of the correctness game, the challenger initializes c = 0, k = L, j = L, mpk, = L and aux = L.
+ Query phase: During the query phase, the adversary A is able to make the following queries:

— Register non-target key query: In a non-target-key registration query, the adversary A specifies a user
identifier gid, a public key pky;y = ({(i, k, pk; ) }ieFyy.kelo,¢)), and an authority aid € AU. The challenger
first retrieves the entry (c, k, j, (mpk, ... mpk,), aux) = D[aid] and computes RegPK(gpp, aux, gid, pk;)
as follows:

» The challenger parses aux = (ctrayy, Do, D1, D2, mpk).

« The challenger checks that Fgiq = f(gid). If not, the challenger outputs the current auxiliary data
aux and master public key mpk.

« For each i € Fgig, k € [0, £], the challenger checks that IsValid(sRABE.gpp, i, pk; ;) = 1. Otherwise,
the challenger outputs the current auxiliary data aux and master public key mpk.

« If Do[gid] # L, the challenger outputs the current auxiliary data aux and master public key mpk.
+ Define Féid = {i | i € Fgq A Dy[i] = L}. Set Do[gid] = (ctr,Féid), and for each i € Fg’id, set
D1li] = (gid, {pk;x }refo)-
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» For all k € [0, ¢], the challenger checks if ctr + 1 = 0 mod 2% 1f so, then it performs the following
updates:
- For all i € X, the challenger first looks up (gid;, {(k’, pk; ) }x c[o.e]) = D1[i]. If it is the case that
Dy[gid;] € [ctr — 2K + 1, ctr], then set

ﬁi = pk;x and éﬁji = gid;.
Otherwise, if Do[gid;] ¢ [ctr — 2K + 1, ctr] or if Dy [i] = L, let
ﬁi =pkj, and éﬁi =0.
- Compute the aggregated parameters
(mpky. {(i, hski) }iex) = SRABE.Aggregate (sRABE.gpp, (gid,, pky), ..., (f’%‘ia\xp ﬁ|x|))~

- For each user identifier gid where Do [gid] = (ctrgq4, Féid) and ctrgiq € [ctr — 2K + 1, ctr], set

D. [gid, k] = {(i, hske) | i € Fy}.

- Update mpk; = mpk;

« Finally, the challenger increments ctr = ctr + 1 and outputs the new master public key mpk_,,

(ctr, mpk,, . .. mpk,) and updated auxiliary data aux’ = aux.

The challenger updates its auxiliary data by setting D[aid] := (¢ + 1, k, (mpk,, ... mpk,, mpk_, ), aux’)

and replies to A with (mpk_, ;, aux’).

- Register target key query: In a target-key registration query, the adversary specifies a target user
identifier gid* and an authority aid. If the adversary has made a previous register-target-key query with a
user identifier gid # gid”, then the challenger outputs L. In addition, if the adversary has already made
a registration query for gid* to authority aid, then the challenger also replies with L. Otherwise, the
challenger retrieves (c, k, (mpk,, ... mpk,), aux) = D[aid]. Then, it samples

(PKyid gia'> SKaid gia) < KeyGen(gpp, gid”),

where Pkaid,gid* = ({Pki,k,aid}ingid*,kE[0,[]) and Skaid,gid* = (gid", {Ski,k,aid}ingid*,kE[O,l])~ The challenger
register this key using the same procedure described above for registering a non-target-key. Afterwards it
updates

D[aid] = (¢ + 1, (d, pk, sk, hsk), (mpk,, ... mpk,, mpk_,,), aux’),

where d = c+1, pk = pk,jq 4ig+, and sk = skajg gig*- The challenger replies to A with (mpk.,;, aux’, pkaiq gig*
sKaidgid*)-

- Request update query: In a request update query, the adversary sends an authority identifier aid.
The challenger looks up (c, (d, PKgiq+s skgig*), (h, hskgig+), (mpky, ..., mpk,),aux) = D[aid]. If d = L, the
challenger halts and returns 0. Otherwise, the challenger computes hsk” «— UpdateKey(gpp, aux, pk) and
updates h = ¢ and hsk = hsk’ in D[aid].

« Challenge phase: During the challenge phase, the adversary A makes an encryption query in the form of a pol-
icy (Senc, @), alist of indices {eaid }aides,,., and a message m. For each aid € Senc, the challenger looks up D[aid] =
(Caids (daids PKaiq gia*> SKaidgid*)> (aids hskaidgia*), (Mpkyig o, - - .. MpKyig e ), aUXaiq). If for any i, exiq > caig, output
L. Otherwise, the challenger responds with the ciphertext ct < Encrypt(gep, (Senc, @), {(aid, mpk,;4 .. ) }aideSenes
m) computed as follows:

— For each aid € Senc, parse mpk,;q . = (ctr,mpky;q, - .. mpkyiq ().

— Let S.,. = {(aid, k) | aid € Senc, k € [0,¢]} and ¢’ be the policy obtained by substituting each appearance
of attribute aid in ¢ with the clause (\c[q)(aid, k)).
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— Compute the ciphertext ct’” < sRABE.Encrypt(gep, (Sene, ¢”), {((aid, k)mpk, g 1) } aid k) eszc M)-
- Set ct = (ct’, {(aid, ctraiq) }aideSu)-

Adversary A then replies with a set S C Senc of authorities. The challenger evaluates the decryption algorithm
Decrypt(gpp, S, {(aid, skaiq gia*» hskaid gid*) }aides.ct) as follows:

— For each aid € S, check that d,ig # L and IsReady(eaid, daid, Haid) = 1. Otherwise, abort with output 0.
— Parse
Skaid,gid* = (gid", {(i, k, Skaid,i,k)}ingid*,ke[O,t’])

/
hSkaid,gid* = (Ctraid,gid*: Faid,gid*’ hSkaid,gid*,Oa “v hSkaid,gid*,[)~

For each aid € S, let k,jq to be the index of the most significant bit which ctr,iq and ctryqgig differ (where
bits are 0-indexed starting from the least significant bit).

If hsk,ig gid* kg = L, output m” = 1. Otherwise, recall hskaiqgig* k.. = {(i, hSkaid,i,kaid)}ieF’.d "
aid,gi

— Compute m’ = sRABE.Decrypt(sRABE.gpp, {skaid,i* k.., NSKaid,i* k. faides, ct’).
If S satisfies ¢ and m’ # m, the challenger outputs b = 1. Otherwise, the challenger outputs b = 0.

We begin by showing the following invariant:

Lemma 6.7. Let aux = (ctrayx, Do, D1, D2, mpk) be the auxiliary data for an arbitrary authority aid at any point in the
correctness game after the adversary has made a target-key registration query. Write mpk = (ctraux, mpk, ... mpk,).
Let pky;y = (gid", {pk;}ier akelor)) be the target key the challenger sampled in the register-target-key query. Then
foralli’ € Fz:id,gid*’ it holds that mpk,., was the output of a call to SRABE.Aggregate(gpp, -) on a tuple of keys and user
identifiers that included the target key (pk;, .., gid") where k’ is the index of the most significant bit where Do[gid"] and
ctraiqg differ.

Proof. We prove Lemma 6.7 via induction. The base case corresponds to the state of the challenger immediately after
the adversary registers the target key. Let aux,ig = (ctraid, Do, D1, D2, mpk,;4) be the auxiliary data at the beginning
of the adversary’s first target-key registration query. We start by showing the invariant holds immediately following
the query:

« In a target-key registration query, algorithm A sends the user identifier gid* and the authority aid.

« The challenger runs KeyGen(gpp, gid®). This is done by first computing Fgiq. Then, for each k € [0, f]
an:l i€ .ngd*, the c?allenger computes pk;.‘,k < sRABE.KeyGen(sRABE.gpp, i). This yields the public key
pk™ = (gid, {(i. k, pk ) bieF, g kefo.])-

« Next, the challenger registers the key it just computed using RegPK(gpp, aux,iq, gid*, pk*). By completeness of
ITsraBE, We have that for all k € [0, ], sRABE.lsValid(sRABE.gpp, i, pk;.“’k) = 1. Recall further that gid* has not
been registered to authority aid before (otherwise the target-key query aborts). Thus, Dy[gid*] = L and RegPK
continues execution, where it computes F; id gid” and sets Do[gid*] = ctr,iq before incrementing ctryq by one.

« Take any arbitrary i € F/ | gid" Let k” be the index of the most significant bit where ctr,jq = 0 mod 2¥". This
means the (k') bit is 1 in ctraiq, as otherwise ctryiq = 0 mod 25! but 0 in D, [gid*]. By construction, this
means pk;,, has been aggregated into mpk,.

Next, we consider the auxiliary state aux,iq after each subsequent non-target-key registration query made by A. Since
the only queries that affect aux,;q are non-target-key registration queries, we ignore the encryption and decryption
queries in the following analysis.
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« Let auxaiq = (ctraid, Do, D1, D2, mpk;4) and mpk, ;4 = (ctraid, mpk,;q o, - - -» mpk;4 ,) be the auxiliary state and
master public key at the time of the key-generation query. The inductive hypothesis is that the invariant
holds for auxaiq: namely, mpk,;q .- was aggregated with pk;,, fori € F/, dgid’ where k’ is the index of the most

significant differing bit between ctr,;q and Do [gid*].

« In a non-target-key registration query, algorithm A sends a public key pk to be registered. First, if this key
fails the IsValid check or is associated with an existing user identifier, the challenger aborts and mpk_,4 is
unchanged. In this case, the inductive hypothesis continues to hold.

« Suppose pk passes all of the validity checks. Let k”” be the index of the most significant bit for which ctraig + 1
(i.e., the value of the counter after pk is registered) differs from Dy[gid*]. By Claim 6.5, k’ < k”. We now
consider two possibilities:

— Suppose k’ = k”’. This means that the (k') bit of ctr and ctr + 1 are the same. Correspondingly, this
means that (ctryg mod 25') + 1 < 2. Thus, mpk;idskold = mpky,;q ., 1S unchanged by the registration
algorithm. Thus our inductive hypothesis is preserved.

— Suppose k’ < k”’. By Claim 6.5, this means that ctr,q + 1 = 0 mod 2K By construction, this means
the challenger will increment ctr,jq and invoke sSRABE.Aggregate on all gid where Dy [gid] € [ctraiq —
2K 4+ 1, ctraiq]. Since gid was registered in mpk,., this means Dy [gid*] must have been in the range
[ctraiqg — 2 - 25 41, ctraig — 2K']. Since k”” > k’ + 1, we conclude ctryg — 25" +1 < ctrag — 22X + 1, and so
D[gid*] € [ctraq — 28" + 1, ctraig], and as such, will be aggregated in the updated mpk,,. Once more, the
induction hypothesis holds.

The above argument shows that if the invariant holds at the beginning of a non-target-key registration query, then it
continues to hold after the query. Lemma 6.7 now follows by induction. O

To complete the proof, we now argue if an adversary causes this scheme to output 1 in the multi-authority registered
ABE correctness game, then it has found some set of inputs which violates correctness of the underlying slotted
multi-authority registered ABE correctness. This follows from the following observations:

« First, the set (,iges F;id’gid* is nonempty (i.e., there exists an index i* where i* € (,iqes F;id’gid*). To see this,
recall that the access policy contains at most P authorities. Each authority can register up to L user identifiers.
Thus, the maximum number of user identifiers that can be registered to an authority appearing in the challenge
ciphertext is L - P. Since (X, F) is (L - P)-cover-free, there exists an index i* € Fyjq- and i* ¢ Fg;q for all other

user identifiers gid registered with authorities aid € S. By construction, this means i* € F,, gid for all aid € S.

« If the attribute set S satisfies the policy ¢, then the attribute set {(aid, kaiq) }aides satisfies policy ¢’. This also
follows by construction. Namely, each clause (\/ [0 (aid, k)) in ¢’ is fulfilled by any (aid, k), and in particular,
by (aid, k,iq). Thus, ¢ is satisfied as long as ¢ is satisfied by S.

« For all aid € §, the target identifier gid” is registered with master public key mpk;4, . Since the correctness
game did not abort in the decryption step, for all aid € S, it holds that dajq # L. Since this is only updated
in target-key queries, the adversary must have submitted a valid target-key registration query to aid. This
property now follows from Lemma 6.7.

« The helper decryption keys in D,[gid", kaid] correspond to helper decryption keys of mpk;4 ... Furthermore,
hskaidgid ke # L. Observe that Dy[gid", kaiq] is set when mpk,iq ., 1S aggregated. In addition, it is never
updated, as subsequent calls to update mpk,;4 ., will be on disjoint intervals user identifiers. Next, observe
that since the challenger outputs b = 1, it must be the case that IsReady (e,id, daids haid) = 1 for all aid € S. This
means h > 2Xdidkais = 2kaid | and thus, was updated after D, [gid™, kaiq] was set.

Taken together, we can see that for all aid € S, the master public key mpk,; ;. and the associated helper decryption

keys hskaid,i* k,;y are generated by invoking Aggregate with input (gid", pk,q ;- x..,) (and taking the helper decryption
keys for slot i*). Furthermore, pk,q;- ;. ., is a valid key (as otherwise RegPK does not aggregate it). Moreover,
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sRABE.Decrypt was invoked on a set of authorities that satisfy the access policy, so if the correctness experiment
returned 1, it must be the case that SRABE.Decrypt returned a message m’ # m. This violates correctness of the
underlying slotted scheme. o

Theorem 6.8 (Compactness). Suppose Ilsrage is compact. Then Construction 6.4 is compact.

Proof. Observe that the master public key mpk simply consists of an ¢£-bit counter indicating the current number
of registered users along with ¢ + 1 master public keys mpk,, ..., mpk, for the underlying slotted scheme. Since
each mpk; is a public key for a slotted scheme with |X| slots supporting P - £ authorities, the length of each mpk; is
bounded by poly(A,log |X|, P - £) by compactness of IT;gage. Since |X|, P € poly(A), £ = log L, the overall size of each
mpk is bounded by poly(A, log L). The compactness of the global encryption parameters follows similarly from the
compactness of the underlying slotted scheme. O

Theorem 6.9 (Polylogarithmic Update Efficiency). The IsReady predicate in Eq. (4.1) satisfies the polylogarithmically-
efficiency requirements from Remark 4.4.

Proof. We consider each requirement separately:
+ Observe that if e > d, then k, 4 is a bit which e = 1. Thus 2ked < ¢ s0ifh > e, IsReady is satisfied.

« Consider the intervals [1,1],[2,3],...,[27}, 2" — 1] of successive powers of 2. First, we can see [L] =
UielTog L+17] [2171,21~1]. Fix some h € [2/71,2/~1]. Since e < 2/—1, the most significant bit of e which has value
1 must be at most bit i — 1. Thus, k. g < i—1, and so 2ked < 21-1 < B We conclude that IsReady(e,d,h) =1. O

Theorem 6.10 (Security). Suppose IlsrapE is secure. Then Construction 6.4 is secure.

Proof. Suppose there is an adversary A that breaks security of the multi-authority registered ABE scheme. We use
A to construct an efficient algorithm 8 for the underlying slotted scheme:

« Setup phase: Algorithm B starts running A on security parameter 1*. Algorithm A outputs the number of
slots 1¢ and the maximum policy size 17. Algorithm B then proceeds as follows:
- As in the construction, we assume without loss of generality that L = 2 is a power of two.

— Algorithm B instantiates an (L - P)-cover free family of sets (X, 7) where || > 2% exactly as in
Construction 6.4. Let f: GI'D — F be the associated injective mapping.

— Algorithm 8 initializes dictionaries Dy to map authorities aid to their state and master public key, D; to
map public keys of the underlying slotted scheme pk; to their challenger-assigned counter value ctr, D,
to map (aid, gid) pairs to the associated public keys that were registered, and D3 to map master public
keys mpk to the set of public keys and user identifiers with which they were associated.

- Algorithm 8 defines RegPK’, which behaves exactly as RegPK. However, after each invocation of

(mpk, {hsk}) < sRABE.Aggregate(sRABE.gpp, (gid,, pk,), .. .,(gid|X‘, kaXI))’

it sets D3[mpk] = ((D1[pk,], gid;, pky), ..., (D1lpkx (], gidx)» pkm)).

— Algorithm B sends the slot count 1/X| and the maximum policy size 17" (“*1) to the challenger and receives
global public parameters sSRABE.gpp and the encryption parameters sRABE.gep.

— For each slot index j € X and each k € [0, £], algorithm B submits a key-generation query on index k to
the challenger. The challenger responds with (ctr;. © pk;. i) Algorithm B updates D, [pk} o= ctr;. k

Algorithm B sets
gpp = (sRABE.gpp. f, {(J. k. pK’ 1)} jexkefo.e1)

and gep = sRABE.gep. It gives (gpp, gep) to A.

« Pre-challenge query phase: Algorithm 8 simulates the queries made by A as follows:
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- Register honest key query: When algorithm A makes a registration query on an authority aid and
user identifier gid, algorithm 8 first computes Fgjq. Then, for each i € Fgq and k € [0, £], it makes a key-
generation query on index i to the challenger and receives (ctr;, pk; ;). Algorithm B sets Dy [pk; ;] = ctr;x
and constructs pk,;q = (gid, {(i, k, pk; ) YieFygkefo.1)- Algorithm B then looks up (mpk, aux) = Dy [aid]
and computes

(mpk’, aux’) < RegPK'(gpp, aux, gid, pkyq)-

Algorithm B updates Dy[aid] = mpk’, aux’, D [aid, gid] = pkgiq and returns (mpk’, aux/, pkgiq) to A.

- Register corrupt key query: When algorithm A makes a corrupted registration query on authority aid,
user identifier gid, and public key pky;q, algorithm B first looks up (mpk, aux) = Dy [aid]. Then it computes
(mpk’,aux’) « RegPK’(gpp, aux, gid, pkgiq). Parsing pkyy = (gid, {(i, k, pk; ;) }icFykefor]), algorithm
B sets Dy[pk; ] = L forall i € Fgjq and k € [0, £]. Finally, algorithm B updates D [aid] = (mpk’, aux’)
and responds with (mpk’, aux’, pkgiq) to A.

— Corrupt honest key query: When algorithm A makes a corruption query on authority aid and user
identifier gid, algorithm B looks up pk,;q = D;[aid, gid], and parses pkyq = (gid, {pk; }icFyqkefoc])-
For each i € Fgiq and k € [0, £], algorithm B makes a key-corruption query on ctr;x = D;[pk; ] to the
challenger and receives sk; . Algorithm 8 responds with skgiq = (gid, {(i, k, Ski’k)}ingid’ke[o’[]).

+ Challenge phase: When algorithm A makes a challenge query with messages (y, ¢1;) and a policy (Senc, @),
algorithm 8 makes a challenge query of its own as follows:

— First, algorithm $ defines the challenge authority set to be S,. = {(aid, k) }aides....ke[0,]- It defines the

challenge policy ¢’ by replacing each appearance of attribute aid in ¢ with the clause (\/ kefoe (aid, k)).
Algorithm 8 outputs the challenge policy (S, ¢") and the messages p, y1].

— Next, for each aid € Senc, algorithm B looks up (mpk,;y, aux,iqg) = Dylaid]. It parses mpk,, =
(ctraids mpkyigos - - -» Mpkyq,). For each aid € Senc and k € [0, ¢], algorithm B specifies the tuple
D3 [mpk,;q ] as the set of keys associated with authority (aid, k).

The challenger replies with a ciphertext ct’. Algorithm B replies to A with ct = (ct’, {(aid, ctraig) }aides.,.)-

« Post-challenge query phase: Algorithm B answers the post-challenge queries using the same procedure as
the pre-challenge queries.

« Output phase: At the end of the game, algorithm A outputs a bit b’ € {0, 1}, which B also outputs.

We will observe that if A is an admissible adversary for the non-slotted multi-authority registered ABE security
game, then algorithm 8 is an admissible adversary for the slotted security game. Recall that A is admissible if there
does not exist a user identifier gid* such that the set of corrupted attributes satisfy policy ¢. We will show that a
non-admissible adversary 8B corresponds to a non-admissible A (which would be a contradiction). Suppose that B
submits a sequence of queries such that there exists gid* for which the set of corrupted attributes Séi 4 satisfies ¢’.

Let Sgig+ = {aid | (aid, k) € Séid*}' By construction of B, this can only happen if ‘A made a registration query on
(gid*, aid). We consider two cases:

« Suppose adversary A made an honest-key registration query on (gid*, aid). Suppose B returns key pkgig+ =
(gid*, {(i, k, pki)k)}iEngd*,ke[o’(]). Observe that since each pk;  is set to its corresponding counter value, these
keys will correspond to uncorrupted keys in mpk,;4 so long as 8 does not submit a corruption query on them,
which can only occur through A making a corrupt-key query on (gid*, aid). In this case, this would also
corrupt (gid”*, aid) for B.

« Suppose adversary A made a corrupted-key registration query on (gid*, aid). Observe in this case, the key
pkgid* = (gid", {(i, k, pki,k)}iEngd*,kE[O,f]) submitted by A has D [pk; ;] set to L. As such, when 8 constructs
the challenge query, these slots will have counter value set to L, meaning they are also be corrupted in B’s
challenge as well.
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Observe that in either case, aid € Sgq-. Finally, by construction of ¢, if Séi & satisfies ¢’, then Sgid+ satisfies ¢, in
which case adversary A is also not admissible, as required. Finally, algorithm 8 perfectly simulates an execution of
the registered ABE security game for (A, so taken together, we can conclude that assuming security of the underlying
IIsraBE scheme, the above construction is a secure multi-authority registered ABE scheme. ]

7 Multi-Authority Registered ABE from Obfuscation

In this section, we show how to construct an adaptively-secure multi-authority registered ABE supporting monotone
Boolean circuit policies for an unbounded number of users using indistinguishability obfuscation (i0) [BGI*01],
function-binding hash functions [FWW23], computational secret sharing (CSS) for monotone Boolean circuits
[Yao89, VNS*03], and non-committing encryption [CFGN96]. We note these primitives are all implied by iO together
with (leveled) homomorphic encryption.

7.1 Building Blocks

We start by recalling the definitions of the building blocks we use in our construction.

Definition 7.1 (Indistinguishability Obfuscation [BGI*01, GGH"13]). Let C = {Cj} 1w be a family of polynomial-size
circuits. An indistinguishability obfuscator iO is an efficient algorithm that takes as input the security parameter A, a
circuit C € Cy and outputs a circuit C’. An iO scheme should satisty the following properties:

« Functionality-preserving: For all security parameters A € N, all C € C,, and all inputs x, we have that
C'(x) = C(x) where C" < iO(1%,C).

« Security: For all efficient (possibly non-uniform) adversaries A = (Samp, A’), there exists a negligible function
negl(-) such that the following holds: if for all security parameters A € N,

Pr[Vx, Co(x) = C1(x) : (Co, Cy, st) «— Samp(ll)] =1 - negl(1),

then
|Pr[ A’ (st,iO(1%, Cy)) = 1] = Pr[A' (st, iO(1*, (1)) = 1]| = negl(A),
where (Co, Cy, st) « Samp(14).
Definition 7.2 (Function Binding Hash Function [FWW23]). Let A be a security parameter. A function binding (FB)
hash function with block length & = &k (1), output length £,y = fout(4), function class F = {F}1en where 7

consists of functions f: ({0, 1}%)* — {0, 1}, hash length thash = thash (1), and opening length fopen = fopen(4) is a
tuple of efficient algorithms ITrg = (Setup, SetupBinding, Hash, Open, Verify) with the following syntax:

« Setup(1*, N) — hk: On input the security parameter A, and the bound on the number of blocks N < 2* (in
binary), the setup algorithm outputs a hash key hk.

« SetupBinding(1%, N, f) — hk: On input the security parameter A, a bound on the number of blocks N' < 2% (in
binary), and a function f € ¥, the setup algorithm outputs a hash key hk.

« Hash(hk,x) — h: On input the hash key hk and a message x = (x1,...,x,) € ({0,1}%%)" for some n < N, the
hash algorithm deterministically outputs a hash h € {0, 1}ash,

« Open(hk,x,i) — 7;: On input the hash key hk, an input x € ({0,1}%*)"?, and an index i € [L], the open
algorithm outputs an opening 7; € {0, 1}fren,

« Verify(hk, , S, {(i, xi, 7:) }ies) — {0, 1}: On input the hash key hk, a hash value k € {0, 1}%ash, a set of indices
S C [N], and the values x; € {0, 1}k, and openings 7; € {0, 1}%ren associated with said indices, the verification
algorithm outputs a bit b € {0, 1} indicating whether it accepts or rejects.

We require the following properties:
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« Correctness: For all security parameters A € N, all block sizes & = fik(4), all integers N € N, all index sets
S C [n] for any n < N, and any x € ({0, 1}%%)N,

hk « Setup(1*, N)
Pr [Verify(hk, b, S, {(i, x;, i) }ies) = 1:  h < Hash(hk, x) =1.
m; < Open(hk, x, i)

« Computational function hiding: For a bit b € {0, 1} and an adversary A, define the function hiding game as
follows:

1. On input the security parameter 1%, algorithm A outputs the number of blocks N € N (in binary) and a
function f € 7.

2. The challenger samples hkg < Setup(1%, N), hk; « SetupBinding(1%, N, f) and gives hk;, to A.

3. Algorithm A outputs a bit b’ € {0, 1}, which is also the output of the experiment.

We require that for all efficient adversaries A, there exists a negligible function negl(-) such that for all A € N,
[Pr[b"=1:b=0] —Pr[b’ =1:b=1]| =negl(d)
in the function hiding game.

« Statistically function binding: For a security parameter A, we say that a hash key hk is (statistically) function
binding on a function f € ¥, if for all inputs x € ({0, 1}%*)" and setting h = Hash(hk, x), there does not exist
aset S € N and {(x], 7})}ics where

- Verify(hk, b, S, {(i,x}, 7}) }ies) = 1
- For all ¥’ such that x] = x7, f(x') # f(x).

We say a scheme IIpg is statistically function binding if there exists a negligible function negl(-) such that for
allA e N,N < 2% andall f € 73,

Pr[hk is function binding for f : hk « SetupBinding(1*, N, f)] = 1 — negl(A).

+ Succinctness: The hash length #,,5h and opening length £,,c, are fixed polynomials in the security parameter
A (and independent of N).

In this work, we consider function-binding hash functions for the family of unique-block-selection predicates, which
we define below:

Definition 7.3 (Unique Block Selection). Let fy = i (A) be an input length parameter and g: {0, 1}%* — {0,1} be
a predicate. We say a function f; is a unique-block-selection function if it can be written as

x; ifg(x;))=1landVj#ie€[n]:g(x;)=0
E(xl>""xn)={ g . g /

1 otherwise.
We say ¥ = {F}1en is the class of all unique block selection functions with input length & = &k (A) and predicate
size s = s(A) if # contains all functions f;: {0, 1} — {0, 1} where the function g can be computed by a Boolean
circuit of size s.

In Appendix C, we show how to construct a function-binding hash function for the class of unique-block-selection
predicates (where the predicates g can be computed by polynomial-size Boolean circuits) using leveled homomorphic
encryption. Our construction follows the same approach as that used to construct somewhere statistically binding
hash functions [HW15] and function-binding hash functions for disjuctions of block-wise functions [FWW23].
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Definition 7.4 (Non-Committing Encryption [CFGN96]). Let A be a security parameter. A (weak)-non-committing
encryption scheme with message space M = { M} cn is a tuple of efficient algorithms IInce = (KeyGen, Encrypt,
Decrypt, CTSim, RSim) with the following syntax:

KeyGen(1*) — (pk, sk): On input the security parameter A, the key-generation algorithm outputs a public key
pk and secret key sk.

Encrypt(pk,m) — ct: On input a public key pk and a message m € M, the encryption algorithm outputs a
ciphertext ct.

Decrypt(sk, ct) — m: On input a secret key sk and a ciphertext sk, the encryption algorithm outputs a message
m (which could be a special symbol L).

CTSim(1%) — (pk, ct, td): On input the security parameter A, the ciphertext-simulation algorithm outputs a
simulated public key pk, a simulated ciphertext ct, along with a trapdoor td.

RSim(td, m) — r: On input a trapdoor td and a message m, the randomness-simulation algorithm outputs a
string r € {0, 1}*. Here, p = p(A) is the number of bits of randomness the KeyGen algorithm takes.

We require IInce satisfy the following properties:

Correctness: For all security parameters A, all messages m € M, we have that

(pk, sk) « KeyGen(1%) _

Pr | Decrypt(sk,ct) =m: ct — Encrypt(pk m)

Simulatability: For a bit b € {0, 1} and an adversary A, we define the simulation security experiment as
follows:

1. If b = 0, the challenger samples randomness r < {0, 1}” and computes (pk, sk) = KeyGen(1%;r). If b = 1,
it samples (pk, ct, td) « CTSim(1%). It sends pk to A.
2. Algorithm A outputs a message m € M.

3. If b = 0, the challenger computes ct « Encrypt(pk,m). If b = 1, it computes r < RSim(td, m). The
challenger replies to A with (ct, r).

4. Algorithm A responds with a bit b’, which is the output of the experiment.

We require that for all efficient adversaries (A, there exists a negligible function negl(-) such that for all A € N,
[Pr[b’=1:b=0] —Pr[b’ =1:b=1]| =negl(h)

in the simulatability game.

Weak non-committing encryption can be constructed from any simulatable public-key encryption scheme [DN00],
which in turn can be constructed from most number theoretic assumptions, including the decisional Diffie-Hellman
(DDH) assumption over pairing free groups [DN00] or the learning with errors (LWE) assumption [GPV08].

Definition 7.5 (Computational Secret Sharing for Monotone Circuits [Yao89, VNS*03]). Let A be a security parameter.
A computational secret sharing (CSS) scheme for monotone Boolean circuits with secret space S = {S;} en is a pair
of efficient algorithms Ilcss = (Share, Recon) with the following syntax:

Share(lA, C,s) — (shy,...,sh,): On input the security parameter A, a monotone Boolean circuit C: {0,1}" —
{0, 1}, and a secret s € S, the share algorithm outputs a set of shares (shy, ..., sh,), where sh; is the “share”
associated with the i input to C.

Recon(C, x, {(i, sh;) }i.x;=1) — s: On input a Boolean circuit C: {0,1}" — {0,1}, an input x € {0,1}", and a set
of shares {(i, sh;) }i.x;=1, the reconstruction algorithm outputs a secret s.
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We require Icss satisfy the following properties:

« Correctness: For all security parameters A € N, secrets s € Sy, and all monotone Boolean circuits C: {0,1}" —
{0, 1}, and inputs x € {0, 1} where C(x) = 1, we have that

Pr[Recon(C, x, {(i,sh;) }ix,=1) = s : (shy,...,shy) « Share(1%,C,s)] = 1

« Adaptive security: For a bit b € {0, 1} and an adversary A, define the adaptive secret sharing security game
as follows:

1. On input the security parameter 14, algorithm A chooses a monotone Boolean circuit C: {0,1}" — {0,1}
and a pair of secrets sp, s; € S;.

2. The challenger samples (shy,...,sh,) « Share(l’l, C,sp).

3. The adversary can now adaptively request shares from the challenger. Namely, the adversary can send an
index i € [n] to the challenger and the challenger replies with the associated share sh;.

4. At the end of the game, the adversary A outputs a bit b’ € {0, 1}, which is the output of the experiment.

Let x € {0, 1}" be the bit-vector where x; = 1 for all indices i € [n] on which the adversary A requested a share.
We say the adversary A is admissible if C(x) = 0. Then, the secret sharing scheme satisfies adaptive security if
for all efficient and admissible adversaries A, there exists a negligible function negl(-) such that for all 1 € N,

|Pr[b’=1:b=0] —Pr[b’ =1:b=1]| =negl(d)
in the adaptive security game.

The works of [Ya089, VNS03] showed how to construct statically secure computational secret sharing schemes from
public-key encryption. In the static security setting, the adversary has to commit to the shares it wants to see at the
beginning of the experiment. A recent work of Lu and Waters [LW25] show how to generically lift a statically-secure
computational secret sharing scheme into an adaptively-secure scheme (with an overhead that is quadratic in the
number of parties).

7.2 Slotted Multi-Authority Registered ABE for Monotone Boolean Circuits

Similar to our pairing-based construction from Section 5, we first show how to construct a “slotted” version of
our multi-authority registered ABE scheme using indistinguishability obfuscation (and the additional primitives
described above). Then, we can apply a generic transformation (e.g., Construction 6.4) to obtain the general notion
(Definition 4.1). Note that unlike our pairing-based construction (Construction 5.1), our obfuscation-based scheme
does not require that users register to the same slot across different authorities. In fact, the key-generation procedure
in our obfuscation-based scheme will not require keys to be generated with respect to a slot. This means we can avoid
the need for cover-free sets when lifting to the unslotted scheme. This is important to be able to support an unbounded
number of users (recall that the use of cover-free sets in Construction 5.1 imposed a bound on the maximum number
of parties). In Appendix B, we describe a slimmed-down version of the slotted-to-unslotted transformation that does
not rely on cover-free sets (under the assumption that the underlying slotted scheme does not require users to have a
common slot when registering to different authorities).

Construction 7.6 (Slotted Multi-Authority Attribute-Based Registration-Based Encryption.). Let A be a security
parameter. Let AU = { AU} e be a universe of authority identifiers. Let M, = {0,1}* and GI D, = {0, 1}*. Let
® = {®)} 1w be a family of access policies where ®; consists of access policies (Senc, C) where C: 215l — (0,1} is
an arbitrary monotone Boolean circuit. Our construction relies on the following primitives.

+ Let iO be a secure indistinguishability obfuscation scheme for general Boolean circuits.

o Let IIcss = (CSS.Share, CSS.Recon) be a computational secret sharing scheme with secret space S = {S)}1en
where S; = {0, 1} for all A € N. We write |S| to denote the share size for IIcss. Note that S| is a function of the
security parameter A.
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Let IInce = (NCE.KeyGen, NCE.Encrypt, NCE.Decrypt, NCE.CTSim, NCE.RSim) be a non-committing encryp-
tion scheme with message space Myce = {0, 1}5!. Let p be the randomness complexity of NCE.KeyGen and
Ipkncel be the size of the public keys for IInce. Note that p = p(A) and |pkycg| are both functions of the
security parameter A.

For a parameter R € N, let Hg = {Hg: {0,1}* — [R]} be a family of universal hash families. We assume that
the functions in {Hg }r'<r can be computed by a Boolean circuit of size s¢/(R).

Let IIrg = (FB.Setup, FB.SetupBinding, FB.Hash, FB.Open, FB.Verify) be a a function-binding hash for the
family of unique-block-selection predicates (Definition 7.3) with block length i = A + |pkycg| and predicate
size s = s(2%) + 2.

We construct a slotted multi-authority registered ABE scheme IIgma-rase = (GlobalSetup, KeyGen, Aggregate,
Encrypt, Decrypt) with authority identifiers AU, user identifier space GID = {GID,} en, message space
M = {M;})en, and policy family @ as follows:

GlobalSetup(1%, L): On input the security parameter A and the number of slots L (in binary), the setup algorithm
runs hk « FB.Setup(1%, L) and outputs the global public parameters gpp = hk.’

KeyGen(gpp): On input the global public parameters gpp, the key-generation algorithm samples r < {0, 1}?
and (pkycg, sknce) < NCE.KeyGen(1%;r). It outputs the public key pk = pkycg and secret key sk = r.

IsValid(gpp, pk): On input the global public parameters gpp, and a public key pk, the validation algorithm
outputs 1 as long as |pk| = [pkycel-

Aggregate(gpp, (gid;, pk;), ..., (gid;, pk;)): On input the global public parameters gpp = hk and L user identi-
fiers gid; and associated public keys pk;, the aggregation algorithm computes the master public key

mpk = h,ig = FB.Hash(hk, ((gid,, pky), ..., (gid;, pk;))).

Here we treat each pair (gid;, pk;) as a binary string of length {0, 1}4*IPkncel | Then, for each user i € [L], the
aggregation algorithm computes openings

n; «— FB.Open(hk, ((gid,, pky), ..., (gid., pk;)). ).
It sets the helper secret key to hsk; = (i, gid,, pk;, ;). Finally, it outputs mpk and hsk; for all i € [L].

Encrypt(gpp, (Senc. C), {(aid, mpk,;4) }aides.... #): On input global public parameters gpp = hk, a set of author-
ities Senc, @ monotone Boolean circuit C: 2/%nl — {0, 1}, the public key mpk_;4 for each aid € Senc, and a
message ;1 € {0,1}*, the encryption algorithm defines the following program:

5Since the size of the global public parameters scales polylogarithmically with the number of users, there is no need to distinguish between the
global public parameters gpp and the encryption parameters gep. For simplicity, when describing our scheme, we can always take gep = gpp.
Thus, when describing (and analyzing) the scheme, we always substitute gep with gpp.
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Constants: Hash key hk, set Senc, master public keys {(aid, mpk,;y) }aides..., @ monotone Boolean circuit
C: 2% — {0,1}, and a message p € {0,1}*

Inputs: A decryption set S C Senc and for each aid € S, a secret key sk,ig and a helper decryption key
hSkaid-

1. For each aid € S, let mpk,;y = haid, Skaid = Taid, and hskaiq = (faid, 8id;4> PKaig> Taid)-

2. Output p if the following checks pass:

- C(S) =1

There exists gid* = gid,;4 for all aid € S.
FB.Verify (hk, haid, Sind, { (iaid, (gid™, pk,i4), Taid) taides) = 1 where Sing = {iaid | aid € S}.
For each aid € S, pk,q = pk/,y where let (pk/,;, sk/,) = NCE.KeyGen(1%;r4iq).

If any of the checks fail, output L.

Figure 1: Program Embed[hk, Senc, {(aid, mpk,;y) }aideS.... G #]-

We assume that the circuit Embed[gpp, Senc, {(aid, mpk,;4) }aides.... C, ¢] is padded to the maximum size of any
program that appears in the proof of Theorem 7.11. The encryption algorithm then computes the obfuscated
program C" «— iO (14, Embed[hk, Senc, {(aid, mpkaig) aides..» G f]) and outputs ct = C’.

enc?

« Decrypt(S, {(aid, skaid, hskaid) }aides, ct): On input the attribute set S, the secret keys sk,iq and helper de-
cryption keys hsk,ig for attributes aid € S, and a ciphertext ct = C’, the decryption algorithm outputs
1= C'(S,{(aid, skaid, hskaid) taides)-

Theorem 7.7 (Completeness). Construction 7.6 satisfies completeness.

Proof. Since the IsValid function outputs 1 on any public key of length |pkycg|, and by definition |pkycg| is the size
of NCE public keys, IsValid outputs 1 on any pk in the support of KeyGen. O

Theorem 7.8 (Correctness). IfiO is correct and Ilrg is complete, then Construction 7.6 is correct.

Proof. Take any A, L € N, any decryption index j* € [L], and any gpp = hk in the support of GlobalSetup. Take any
policy (Senc, C) and decryption set S* C Senc where C(S*) = 1. Take any target user identifier gid* € GI D, and
any collection of key-pairs (pk,;4 ;+» Skaid ;) in the support of KeyGen(1*) for aid € §*. Take any collection of user
identifiers {(J, aid, gidj,aid)}(j,aid)E[L]\{j*}XSenc and for each aid € Sepc, let

(mpkyig, hskiaig, - - -, hskraia) = Aggregate(gpp, {(J, 8id; 4ig, PK; 4id) }je[1])s

where gid ;. ;4 = gid". Take any message p and let ct « Encrypt(gep, (Senc, C), {(aid, mpk;4) }aides,,» #). Consider
now Decrypt(S*, {(aid, skj+ aid, hskj+ aid) }aides+, ct). By definition, the ciphertext ct is an obfuscation of the program
Embed[hk, Senc, {(aid, mpk,;y) Yaides.... C. ¢]. By correctness of the obfuscation scheme, it suffices to show that

Embed[hk, Senc, {(aid, mpk,ig) Yaidese. G #] (S¥, {(aid, sk aid, sk« aid) Yaides:) = p-
We check the conditions:
+ By assumption, C(S*) = 1, so the first condition is satisfied.
« By construction, the user identifier associated with hsk;- aid is gid;. ;4 = gid", so the second condition is

satisfied.
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« By definition of Aggregate, we have

mpk,iq = haid = FB.Hash(hk, ((gid 4ig. Ky 2ig)s - - -» (8idL zigs PKp aia)))

and hsk;aid = (i, gid; ,igs PK; aig» Tiaid) Where

Tiaid < FBOpen(hk’ ((gidl,aid’ pkl,aid)’ R (gidL,aid’ pkL,aid))’ l)

Thus, for all aid € S*, FB.Verify(hk, haiq, S, { (iaid, (gid™, pkj*aid)’ ”f*=aid)}aid€5?nd) = 1 by perfect correctness of
IIrg. Thus, the third condition holds.

« Finally, by construction of KeyGen(1*), we have that (pk;+ 4ig> SK) = NCE.KeyGen(1%; sk 4iq), and so the last

condition holds.

,aid>

Since all of the conditions are satisfied, Embed outputs y, as required. O

Theorem 7.9 (Compactness). IfIIgg is succinct, then Construction 7.6 is compact.

Proof. In Construction 7.6, the master public key is a function-binding hash on the input ((gid;, pk,), ... (gid;, pk;)),
and the global parameters is a hash key. The function-binding hash function needs to support the class of unique-
block-selection predicates with predicate size s = s¢(2*). If we instantiate the universal hash family Hz with the
classic Carter-Wegman construction [CW79] (i.e., evaluate a random linear function modulo a prime R’ > 2* and then
reduce modulo R where). In this case, the size of the circuit s¢(R) is poly(A, log R). Correspondingly, s(2*) = poly(2).
In this case, succinctness of IIpg ensures that the size of the global parameters as well as the size of the master public
key is at most poly(1), as required. O

Theorem 7.10 (Succinct Decryption Keys). IfIlg is succinct, then Construction 7.6 has succinct decryption keys.

Proof. By construction, the secret keys sk,iq in Construction 7.6 are simply secret keys for IIycg on messages of
length |S|, where |S| is the share size for the computational secret sharing scheme Il¢ss. Since all of these primitives
are instantiated independently of the number of users L, the size of sk,iq depends only on the security parameter A
and not the total number of users. In addition, the helper decryption keys hsk,;q output by Aggregate are openings of
a function-binding hash function. By succinctness of IIfg, the size of these components scale polylogarithmically
with the number of users L. Note also that the decryption algorithm does not take the global parameters gpp as input
(though even if it did, the global parameters for Construction 7.6) are also succinct. Correspondingly, we conclude
that the scheme has succinct decryption keys. O

7.3 Security Analysis of Construction 7.6
In this section, we give the security proof for Construction 7.6. Specifically, we prove the following theorem:

Theorem 7.11 (Security). IfiO is secure, Ilrp satisfies computational function hiding and statistical function binding,
Icss is adaptively secure, and IIncE is simulatable, then Construction 7.6 is secure.

Proof. To prove Theorem 7.11, we will use a hybrid argument. We begin with a sequence of “outer” hybrids that
highlights the general structure of our argument. Specifically, we modify the obfuscated program in the ciphertext
to incrementally removes the ability for certain user identifiers to decrypt. To avoid the need to iterate over an
exponential number of user identifiers (which would require an exponential number of hybrids), we take advantage of
the fact that the number of users that the adversary can register in the security game is always polynomially-bounded
(since the adversary is polynomially-bounded). This means we can partition the space of user identifiers G7 D), into
polynomially-many disjoint subsets by hashing them into a polynomial-size set. By picking this set to be large enough
(but still polynomial in the total number of registered user identifiers), we can ensure that all of the registered user
identifiers gid are mapped onto distinct values under the hash function; this in turn allows us to prove security using
a hybrid argument that analyzes one hash value at a time (of which there are at most a polynomial number). We now
define our sequence of hybrid experiments. Each experiment is parameterized by an (implicit) security parameter A, a
bit b € {0, 1}, and an adversary A. We let B4 be an upper bound on the running time of adversary A (and thus, the
number of unique user identifiers gid that the adversary might choose). Since A is efficient, we can bound By < 2*/2.
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. Hybflez This is the real security game where the challenger encrypts message ;. We recall the main steps here:

- Setup phase: In the setup phase, the adversary A sends the slot count 1 to the challenger.® The challenger
then samples the global parameters gpp = hk « FB.Setup(1%, L) which is sent to the adversary. The
challenger also initializes a counter ctr = 0 and an (empty) dictionary D = @ to keep track of key-generation
queries.

— Query phase: The challenger responds to the adversary’s queries as follows:

» Key-generation query: When algorithm A makes a key-generation query, the challenger starts
by incrementing the counter ctr = ctr + 1. It then samples r, < {0,1}” and sets (pk,sk) =
NCE.KeyGen(1%;r¢,). The challenger sets the public key to be pk,, = pk and responds with
(ctr, pkg,)- It defines skt = retr and adds the mapping ctr +— (i, pk,, sketr) to D.

» Corruption query: If the adversary makes a corruption query on an index 1 < ctr* < ctr, the
challenger looks up the entry (i’, pk’, sk’) « D[ctr*] and replies to A with sk’.

ctr ctr>

— Challenge phase: In the challenge phase, the adversary specifies a set of authorities Sene € AU and
a challenge policy (Senc, C) where C: 25 . — {0,1} is a monotone Boolean circuit, and two messages
Ho» 117 € {0, 1}, For each slot i € [L] and authority aid € Senc, the adversary also specifies a tuple
(Ciaids 8id; aigs PK; 4i)- The challenger sets up the public keys pk; ,i4 as follows:

x If ¢jaid € {1,...,ctr}, the challenger looks up the entry D[c;.iq] = (i’,aid’, pk/,sk’). If i = i’ and
aid = aid’, the challenger sets pk; ;4 = pk’. Otherwise, the challenger aborts with output 0.

» If ¢jaid = L, then the challenger sets pk; ;4 = pkj g-

The challenger computes the master public key for each authority aid € Senc as

mpk,;q = FB.Hash(hk, (gidl,aid’ Pkl,aid)s cees (gidL,aid: pkL,aid))-

The challenger then constructs the challenge ciphertext by constructing the obfuscated program
C" «— iO(Embed[gpp, Senc. {(aid, mpk_;4) }aideSunes C> ,u;;]).

It responds to A with the ciphertext ct = C’.
— Post-challenge query phase: Same as the pre-challenge query phase.

— Output phase: At the end of the game, the adversary outputs a bit " € {0, 1}, which is also the output of
the experiment.
. Hybib): Same as Hybffa)l, except during the setup phase, the challenger samples a universal hash function
H & Hg where R = B'fﬂ. During the challenge phase, the challenger aborts if there exists (i, aid) # (i,aid")
where gid, iy # gid; ¢ and H(gid,; ,;q) = H(gid; /')

. Hybg? for j € [0, B?ﬂ]: Same as Hybgb), except in the challenge phase, the challenger constructs the challenge
ciphertext as
ct = C" « iO(1%, Embed’ [hk, Senc, {(aid, mpk,ig) }aideseer Co 15, H1)

where Embed} is defined as follows:

®Later on in the security game, the adversary needs to specify a public key for each slot i € [L]. For this reason, the number of slots an efficient
adversary can choose is ultimately going to be polynomially-bounded. Thus, without loss of generality, we still require the adversary provide the
number of slots in unary rather than binary.

63



Constants: Hash key hk, set Senc, master public keys {(aid, mpk,;4) }aides.... @ monotone Boolean circuit
C: 25 — {0,1}, amessage y € {0,1}*, and a hash function H: GI' D, — [B?ﬂ]

Inputs: A decryption set S C Senc and for each aid € S, a secret key sk,ig and a helper decryption key
hSkaid-

1. For each aid € S, let mpk,;y = haid, Skaid = Taid, and hskaiq = (faid, 8id;4> PKaig> Taid)-

2. Output p if the following checks pass:

- C(S) =1

There exists gid* = gid,;4 for all aid € S.
FB.Verify (hk, haid, Sind, { (iaid, (gid™, pk,i4), Taid) taides) = 1 where Sing = {iaid | aid € S}.
H(gid*) > j.
For each aid € S, pk,q = k., where let (pk’.,, sk/.) = NCE.KeyGen(1%;r4iq).

If any of the checks fail, output L.

Figure 2: Program Embed} [hk, Senc, {(aid, mpk_;4) }aides.... C. 1 H].

(b)
2.(Ba)?’
where Bot is the program that outputs L on all inputs. Note that as usual, the program is padded to the

maximum size of any program that appears in the proof of Theorem 7.11.

. Hyb:abg 4 Same as Hyb except the challenger computes the challenge ciphertext as C’ « iO(1%, Bot),

As usual, for an adversary A, we write Hyb(®) (A) to denote the output distribution of an execution of Hyb®) with
adversary A. We now analyze each adjacent pair of hybrid distributions.

Lemma 7.12. For all adversaries A, Pr[HybEeba)](ﬂ) =1]<2- Pr[Hybiw (A) =1].
Proof. By universality of Hg, for any pair of distinct user identifiers gid, # gid, € {0, 1}*, we have

. . 1 1
Pr[H(gid,) = H(gid,)] < R
B
A
Since the total number of user identifiers appearing in the challenge phase can be bounded by the running time of the
adversary B4, we can union bound the probability of any collision by

)t :
B 2 By 2 2
Lemma 7.13. Suppose iO is secure. Then for all efficient adversaries A and all b € {0, 1}, there exists a negligible
function negl(-) such that for all A € N,
| Pr[Hyb{”) (A) = 1] - Pr[Hyb?) (A) = 1]| = negl (1)
r[Hyb, r[Hyb, negl(4).

Proof. By construction, these hybrids only differ in the distribution of the challenge ciphertext. In Hybgb), the
challenge ciphertext is an obfuscation of Embed whereas in Hybg’%), it is an obfuscation of the program Embed,. By
construction, the Embed; program introduces an additional check that H(gid*) > 0, which is always satisfied. Thus,

these programs are functionally equivalent, so indistinguishability follows by iO security. O
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Lemma 7.14. Suppose iO is secure, IIrg satisfies computational function hiding and statistical function binding, Ilcss is
adaptively secure, and lNce is simulatable, Then for all efficient adversaries A, allb € {0,1}, and all j € [Bzﬂ], there
exists a negligible function negl(-) such that for all A € N,

|Pr[Hyb{" | (A) = 1] - Pr[Hyb") (A) = 1] = negl(A).

To prove Lemma 7.14, we will define a sequence of intermediate hybrids. We defer this to Section 7.3.1.

Lemma 7.15. Suppose iO is secure. Then for all efficient adversaries A and all b € {0, 1}, there exists a negligible
function negl(-) such that for all A € N,

| Pr[Hyb ”B> (A) = 1] - Pr[Hyb®) (A) = 1]] = negl(A).

ran

Proof. By construction, these hybrids only differ in the distribution of the challenge ciphertext. In Hyb(b;2 , the

challenge ciphertext is an obfuscation of the program Embedi;; whereas in Hyb( ) it is an obfuscation of Bot. By
construction, Embed’ will output something other than 1 only if H(gid") > B%. However, since the range of H
is [B |, this check is never satisfied. As such, Embed},, always outputs L. Thus, these programs are functionally
equ1valent and the lemma follows via iO security. . O

(A) = 1] = Pr[Hyb?) (A) = 1].

(0)
Lemma 7.16. For all adversaries A, Pr[Hyb rand

rand

Proof. By definition, the challenger’s behavior in these two experiments is independent of the bit b. As such, the
output distributions of the experiments are identically distributed. O

Since B = poly(A), Theorem 7.11 now follows by combining Lemmas 7.12 to 7.16. O

7.3.1 Proof of Lemma 7.14

In the section, we show that hybrids Hybg,bjl1 to Hybg’bj) from the proof of Theorem 7.11 are computationally
indistinguishable. To do so, we introduce a sequence of intermediate hybrids:

. |Hyb( ): Same as Hyb
for the predicate

2,j-1> €xcept the challenger defines the unique-block-selection (Definition 7.3) function f;

1 H(gid)=j
0 otherwise.

g =gn,;((gid, pk)) = { (7.1)

for the hash function H € Hp sampled in Hybib). Then, it defines the hash key to be hk « SetupBinding (1%, L, f9)-
. iHybﬁﬁ): Same as iHybﬁ.’b), except during the challenge phase, the challenger computes
(shy,..., shis...|) < CSS.Share(l’l, C,1).
Next, for each aid € Senc, if there exists a unique index i, , where H(gxd a|d) = j, then set
Ctaid «— NCE.Encrypt(pkf’aid,shaid).

Otherwise, set ctyjg = L. Note that if an index i:id exists, then it is necessarily unique (otherwise, there is

a collision in H and the challenger halts the experiment). Finally, the challenger constructs the challenge
ciphertext as

ct =C" « iO(Embed’ [gpp, Senc, {(aid, mpky;g) baidesene Cs Hy H. { (aid, ctaia) Faides,,, ])

where Embed}’ is defined as follows:
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Constants: Hash key hk, set Senc, master public keys {(aid, mpk,;4) }aides..., @ monotone Boolean circuit
C: 2% — {0,1}, a message ;1 € {0,1}*, a hash function H: GT D, — [B?ﬂ], and ciphertexts ct,jq for
each aid € Sepc

Inputs: A decryption set S C Senc and for each aid € S, a secret key sk,ig and a helper decryption key
hSkaid-

1. For each aid € S, let mpk_,y = haid, Skaid = raid, and hskaiq = (iaid, gid,;4 PKoig» Taid)-
2. Output p if the following checks pass:
- C(S)=1.
There exists gid* = gid,;4 for all aid € S.
FB.Verify (hk, haid, Sind, { (faid> (gid”, pkyig), aid) Yaides) = 1. where Sing = {iaid | aid € S}.
H(gid") > j.
If H(gid*) = j, then for all aid € S, check that the following conditions hold:

= (pkyig» Skaid) = NCE.KeyGen(l’l;raid);
x CSS.Recon(C, S, {(aid, sh,id) }aides) = 1 where shaig «— NCE.Decrypt(skaid, Ctaid)-

For each aid € S, pk,q = k., where let (pk’.,, sk/.) = NCE.KeyGen(1%;r4iq).

If any of the checks fail, output L.

Figure 3: Program Embed}'[hk, Senc, { (aid, mpk;4) YaideS.ne» Cs s H, {(aid, ctaid) YaideSon ]-

. |Hyb( ). Same as |Hyb( ), except the challenger answers the key-generation queries using simulated keys.
In the challenge phase, the challenger uses simulated ciphertexts for the uncorrupted keys. Specifically, the
challenger in this experiment behaves as follows:

— Setup phase: Same as in iHybﬁ.,bl).
— Query phase: The challenger responds to the adversary’s queries as follows:

» Key-generation query: When algorithm A makes a key-generation query, the challenger starts by
incrementing the counter ctr «— ctr + 1. It then computes (pk,, Ctetr, tdeer) < NCE.CTSim(1%) and
responds with (ctr, pk,,,). The challenger then adds the mapping ctr — (i, pke,, Ctetr, tdetr, L) to the
dictionary D.

ctr>

+ Corruption query: If the adversary makes a corruption query on an index 1 < ctr* < ctr, the
challenger looks up the entry (i’, pk’, ct’, td’, sk’) = D[ctr*]. If sk” # L, then it returns sk’. Otherwise,
the challenge computes r’ « NCE.RSim(td’,0), and updates the mapping ctr > (i’, pk’, ct’, td’, r’)
in D. The challenger replies with sk’ = r’.
— Challenge phase: During the challenge phase, for each aid € Senc, the challenger proceeds as follows:
» If the index i* g €xists, and Cit aid € [ctr], the challenger looks up the entry (i, pk ct*, td*, sk*) =
Dlcit aid]- If sk =1 (ie, the adversary specified an uncorrupted key for index i}, ,), the challenger

sets ctyq = ct®. If sk # L (i.e., the adversary corrupted the key), then the challenger computes
ctaig <= NCE.Encrypt(pk;. ;4> Shaid) exactly as in iHbe(.ﬁ).

= Otherwise, if the index i, exists, but Cit aid & [ctr] (i.e., the adversary chose the key for index i} ),
then the challenger computes ctaig «— NCE Encrypt(pk;. ,iq> Shaid) exactly as in iHybjﬁ).

i*,aid>
Finally, if no such index i}, exists, the challenger sets ctyjg = L asin iHybj.ﬁ). The rest of the challenge
phase proceeds as in iHybﬁ.,bl).
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— Post-challenge query phase: Same as the pre-challenge query phase, except when responding to
corruption queries, the challenger uses the following modified procedure:

+ Corruption query: If the adversary makes a corruption query on an index 1 < ctr* < ctr, the
challenger looks up the entry (i, pk/, ct’, td’, sk”) = D[ctr*]. If sk’ # L, return sk’. Otherwise, if
there exists i d such that ctr* = =Ci aid and H(gld a,d) = j, compute r’ « NCE.RSim(td’, shaiq). If

not, compute r’ «— NCE. RSlm(td’ 0). In either Case update the mapping ctr — (i, pk’, ct’, td’, ') in
D and reply with sk’ = 7.

. iHybﬁ.? : Same as iHybﬁ.,b) , except during the challenge phase, the challenger uses a secret sharing of 0 instead.
Namely, in the challenge phase, the challenger now samples (shy, .. .,shs,.|) < CSS.Share(lA, C,0).

. |Hyb§b) Same as |Hbe( ), except the challenger answers the key-generation queries according to the real
scheme (instead of simulating them). Specifically, the challenger in this experiment proceeds as follows:

. TN )
— Setup phase: Same as in |Hybj,3 .

— Pre-challenge query phase: The challenger answers the queries exactly as in Hybffa)l. Namely, it
proceeds as follows:

« Key-generation query: When algorithm A makes a key-generation query, the challenger starts
by incrementing the counter ctr = ctr + 1. It then samples r, < {0,1}” and sets (pk,sk) =
NCE.KeyGen(1%; rr). The challenger sets the public key to be pky, = pk and responds with
(ctr, pky,). It defines skt = 7ot and adds the mapping ctr +— (i, pke,, sketr) to D.

» Corruption query: If the adversary makes a corruption query on an index 1 < ctr* < ctr, the
challenger looks up the entry (i, pk’, sk’) < D[ctr*] and replies to A with sk’.

) « CSS.Share(1%,C, 0),
Next, for each aid € Senc, if there exists a unique index i, where H(gld a|d) = j, then it sets

ctr

— Challenge phase: As in iHyb(b) the challenger now computes. (shy,...,shs

encl

ctaig < NCE.Encrypt(pk;. 54> Shaid)-
Otherwise, set ct,ig = L. Finally, the challenger constructs the challenge ciphertext as
ct = C" « i0O(Embed’ [gpp, Senc, { (aid, mpk,ig) Yaidesee Cs Hy» H, { (aid, ctaia) Faides,, ])-
— Post-challenge query phase: Same as the pre-challenge query phase.

. |Hyb( ). Same as |Hyb( ), except the challenger no longer computes the ciphertexts ct,jq. Instead, it generates
the challenge mphertext as

ct=C" « iO(Embed} [hk> Sencs {(aid> mpkaid)}aidESenc, C, /1;; H])
where Embed’ is the program from Fig. 2.

Lemma 7.17. Suppose Il is computationally function-hiding. Then for all efficient adversaries A, bits b € {0, 1}, and
J € [B%], there exists a negligible function negl(-) such that for all A € N,

| Pr[Hyby”) | (A) = 1] - Pr[iHyb") (A) = 1]| = negl(4).

(b)

Proof. The only difference between Hybg’bj)_1 and iHybﬁ.z) is the challenger samples hk in “normal” mode in Hyb, i1

and in binding mode in iHyb(b) The claim thus follows by the function hiding property of IIfg. Formally, suppose

there exists an efficient adversary A such that that can distinguish Hyb( ]) and 1Hyb( ) with non- negligible advantage
e. We use A to construct an adversary B that breaks function hiding of ITrg with the same advantage:
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1. Algorithm 8B starts by running algorithm A. Algorithm A outputs the number of slots L € N.

2. Algorithm 8B samples a universal hash function H <~ Hg, and outputs the message length L and challenge
function f;. It receives a hash key hk from the challenger.

3. Algorithm B sets crs = hk and gives crs to A.

4. Algorithm 8B simulates the rest of Hybé,bj)_1 and iHyb](.,lZ)) exactly as prescribed. At the end of the game, adversary
A outputs a bit b’ € {0, 1}, which 8 also outputs.

By construction, if hk « FB.Setup(1%,L), then algorithm B perfectly simulates Hybéz.)_1 for A. Likewise, if

hk « FB.SetupBinding(l’l,L,fg), algorithm B perfectly simulates iHyb%) for A. Thus, algorithm B succeeds
with the same advantage ¢, and the claim follows. m|

Lemma 7.18. Suppose iO is secure, IInce and Ilcss are correct, and g is statistically function-binding. Then for all
efficient adversaries A, bitsb € {0,1}, and j € [Bzﬂ], there exists a negligible function negl(-) such that for allA € N,

| Pr[iHyb ") (A) = 1] - Pr[iHyb\") (A) = 1] = negl(4).

Proof. Recall the difference between these two hybrids is the use of program Embed’; and Embed’’. We will argue that
with all but negligible probability, these programs are functionally equivalent. Observe that Embed}- only performs
the following additional checks when H(gid*) = j:

* (pkaid’ skaid) = KeyGen(1/1§raid)-
+ CSS.Recon(C, S, {(aid, sh,id) }aides) = 1 where shaig <= NCE.Decrypt(skaid, Ctaid)-

Let %, {(aid, sk;d, hSk;d)}aideS* be an arbitrary input to these two programs. Since Embed}’ is the same as Embed}
with additional abort conditions, it must be the case that if Embed} (5%, {(aid, sk:id, hsk:id)}ajdgs*) = 1, then
Embed}'(S*, {(aid, sk,4, hsk’, ) Yaides:) = L.
Thus, consider some input where Embed}(S*, {(aid, sk};y, hsk}, ) taides:) = pj. First, we parse skyy = ry, and
hskl., = (17,4 gid", Pk 4 7+ ;) and consider two cases:
« Suppose for all aid € S*, there exists a public key associated with some gid,,; where H(gid,,4) = j and moreover,
the associated public key in the challenge phase satisfies pki*_d,aid = pk’;,. In this case, the ciphertext ctajq is

computed as ctaig < Encrypt(pk’,,, shaiq), where (shy, ..., shs, |) < CSS.Share(1%,C, 1). Since (pkig> SK2g)
are in the support of NCE.KeyGen, by perfect correctness of IInce,

NCE.Decrypt(sk,y, ctaid) = shaiq.

Since C(S*) = 1 (otherwise, Embed; would already output L), by perfect correctness of Ilcss, we have that
CSS.Recon(C, S*, {shaid }aides*) = 1. Thus, the additional checks of Embed}' pass and so

Embed}(S*, {(aid, sk,4, hsk’, ) Yaides) = Embed}'(S*, {(aid, sk, 4, hsk’, ;) Yaides-)-

« Otherwise, suppose there exists some aid € S* where the above condition does not hold. From the check in
Hybib), the function H is injective on the user identifiers selected by the adversary. Thus, for every aid in
Senc, it must be the case that fy({(aid, gid; ,i4, PK; 4iq) }aides...) = L or there exists a key pk;. ,;4 aggregated in
the challenge to some gid,;; where H(gid,;4) = j. If IInce is function binding, in the former case, there does
not exist a valid opening to h,jq (with overwhelming probability over the choice of the hash key hk), and in
the latter case, the only possible opening is to pk;. ,;;- Thus, such an aid existing only occurs when hk is not
function binding on f ;, which occurs with negligible probability.
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Taking together, we can see that Embed’, Embed}' are functionally equivalent with all but negligible probability. This
hybrid then follows from iO security. O

Lemma 7.19. Suppose Ilnce is simulatable. Then for all efficient adversaries A, bitsb € {0,1}, and j € [B?ﬂ], there
exists a negligible function negl(-) such that for all A € N,

| Pr[iHyb ) (A) = 1] - Pr[iHyb ) (A) = 1]| = negl().

Proof. To show this, we introduce a sequence of sub-hybrids, where we incrementally replace key-generation queries
answered using the real encryption algorithm be be answered using the simulated one.

. HbeCE( /); Same as |Hyb( ), except when ctr < ctr’, the challenger samples keys as in |Hyb< ) . Specifically,

ctr’

the challenger initializes two dictionaries D, D’. We now give the differences relative to |Hyb§.bl).

— Query phase: The challenger responds to the adversary’s queries as follows:

+ Key-generation query: When algorithm A makes a key-generation query, the challenger starts by
incrementing the counter ctr = ctr+1. If ctr < ctr’ it computes (pk,,,, ctey, tde,) <= NCE.CTSim(14),
adds ctr — (i, pk ). Other-

. o (b)
wise, the challenger proceeds as in iHyb i1

ctr>

Cter, tdegr, skeyr = L) to the dictionary D', and responds with (ctr, pk

ctr ctr

» Corruption query: If the adversary makes a corruption query on an index 1 < ctr® < min(ctr, ctr’),
the challenger looks up the entry (i’, pk’, ct’, td’, sk’) « D’[ctr*]. If sk’ # L, return sk’. Otherwise,
the challenge computes r’ « RSim(td’,0), sets sk’ = r’ (and updates the entry D’[ctr*] accordingly)
and then returns sk’. If ctr* > ctr’, the challenger proceed as iHyb(.b)

— Challenge Phase: The challenge phase proceeds as in |Hyb( ), except for each aid € Senc, if i, | exists, and
Cit_aid € [min(ctr, ctr’)], the challenger looks up the entry (1 pk*, ct*, td*, sk™) = D’ [ctr*]. Ifsk = 1,set

cta;id = ct”. Otherwise, compute ctsig <= NCE.Encrypt(pk;. ,i4, shaid). If no such i, | exists, set ctajg = L.

i*,aid>

— Post-Challenge Query Phase: Same as the pre-challenge query phase, except:

» Corruption query: If the adversary makes a corruption query on an index 1 < ctr® < min(ctr, ctr’),
the challenger looks up the entry (i, pk/, ct’, td’, sk/) = D’[ctr*]. If sk’ # L, return sk’. Otherwise, if
there exists L such that ctr* = ¢; : paids compute r’ « RSim(td’, sh,ig). If not or ctr > ctr’, compute
r’ « RSim(td’, 0). In either case, set sk’ = r’ and return sk’ (and update the entry D’ [ctr*].

Claim 7.20. SupposeIlnce is simulatable. Then for all efficient adversaries A, bitsb € {0,1}, j € [Bzﬂ], andctr’ € [Q4],

where Q # is a bound on the number of queries the adversary makes, there exists a negligible function negl(-) such that
forall A e N,

|Pr[HybNCE'>” (A) = 1] - Pr[HybNCEL) (A) = 1] = negl().

ctr’ ctr’

Proof. Suppose that there exists an efficient adversary A that can distinguish these two experiments with non-
negligible probability e. We use A to construct an adversary 8 that breaks simulation security of IIycg with the same
advantage:

1. Setup phase: Algorithm B receives the challenge public key pk*, and runs A. The challenger simulates the
(b.j)

ctr'—1°

setup phase exactly as in HybNCE
2. Query phase: The challenger responds to the adversary’s queries as follows:

« Key-generation query: When algorithm A makes a key-generation query, the challenger starts by
incrementing the counter ctr « ctr+ 1. If ctr = ctr’, respond with (ctr’, pk*). Otherwise, it proceeds as in
HybNCE(>/

ctr’'-1°
« Corruption query: If the adversary makes a corruption query on an index ctr’, algorithm 8B makes a
query on message m* = 0 to its challenger. The challenger responds with (ct*, r*). Algorithm B returns
r* to A. Otherwise, algorithm 8B proceeds as in HbeCE(b’] )

ctr'—1°
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3. Challenge Phase: The challenge phase proceeds exactly as in HbeCEctrJ—)l’ except for each aid € Senc, if i,

exists and ¢;_aiq = ctr’ and has not yet been corrupted, algorithm B queries the challenger on the message
m* = sh,iq. The challenger responds with (ct*, r*). Algorithm B sets ctaiq = ct*. Otherwise, it sets ct,iq as in
HybNCE}/)

ctr'—1°

4. Post-challenge query phase: Same as the pre-challenge query phase, except:

« Corruption query: If the adversary makes a corruption query on index ctr’ and ctr’ refers to a public
key that is associated with the challenge ciphertext (i.e., chosen by the adversary) and has not yet been
corrupted, algorithm B returns the corresponding r*. If ctr’ was not included in the ciphertext, then 8

queries the challenger on message m* = 0 and receives (ct*, r*). Algorithm 8 responds with r*. For other
(0.)

ctr'—1°

indices, algorithm 8B proceeds as in HybNCE

We argue that when b = 0, this is exactly HbeCEéfr’,j)1 and when b = 1, this is exactly HbeCEU”) To see this, we
consider a few cases.

« Suppose ctr’ was never corrupted. In this case, algorithm A only receives pk* which corresponds exactly to
the output of KeyGen or CTSim when b = 0 or b = 1. This is how the public key is generated in HbeCEEf’r’,]_)l
and HbeCE(b]) respectively.

t s b

« Suppose index ctr’ was corrupted in a pre-challenge query. In this case, when b = 1, algorithm B receives
(ct*,r*) generated from RSim(td, 0), exactly as in HybNCE
used in KeyGen, which is distributed according to HybNCE

itbrj ) When b = 0, the value r* is the randomness

(b.))
ctr’—1°
« Suppose index ctr’ was corrupted in a post-challenge query. Here, either ctr’ is in the ciphertext, in which case

when b = 1, algorithm B receives (ct*,r*) generated from RSim(td, sh,iq), exactly as in HbeCE(b]) When

ctr’

b = 0, this ciphertext component is an honest encryption of sh,;q, as in HbeCEéfr’,j_)l. On the other hand, when

ctr’ is not in the ciphertext, the execution and analysis is identical to pre-challenge queries. O

Completing the proof. Let Q4 be a bound on the number of key generation queries adversary ‘A makes. By

construction, hybrids HbeCE(b]) and HbeCE(Qb]) are identical to |Hyb( ) and |Hyb( respectively. Since Q # is
polynomially bounded, Lemma 7.19 follows by a hybrid argument. O

Lemma 7.21. Suppose Icss is secure. Then for all efficient admissible adversaries A, bitsb € {0,1}, and j € [Bzﬂ],
there exists a negligible function negl(-) such that for all A € N,

| Pr[iHyb!") (A) = 1] - Pr[iHyb") (A) = 1]| = negl(1).

Proof. Suppose that there exists an efficient adversary A that can distinguish these two experiments with non-
negligible probability . We use A to construct an adversary 8 that breaks adaptive security of Ilcss with the same
advantage:

1. Setup phase: Algorithm B starts running A and simulates an execution of iHybﬁ.’bz). Algorithm B implements
the setup phase exactly as described in iHyb;.jbz).

2. Query Phase: B proceeds exactly as iHybj.’bz).

3. Challenge Phase: B proceeds as in iHybﬁ.]bZ), except when generating the shares, algorithm 8 queries the
challenger on the circuit C and the challenge secrets sy = 1 and s; = 0. Then, for each aid € Senc, if i; 4 exists, and
Cir_aid € [ctr], algorithm B looks up (i, pk™, ct*, td*, sk*) = D[ctr*]. If sk* = L, it sets ct,jq = ct*. Otherwise,
algorithm 8 submits the index aid to the challenger and receives the share sh,;q. Finally, algorithm 8 computes
ctaig <= NCE.Encrypt(pk;. ;4> Shaid). If no such i, , exists, algorithm B sets ctaig = L.

i*,aid>
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4. Post-challenge query phase: Algorithm 8 proceeds as iHybﬁ.]bz), except when answering corruption queries,
it proceeds as follows:

« Corruption query: If the adversary makes a corruption query on an index 1 < ctr* < ctr, the challenger
looks up the entry (i’, pk’, ct’, td’, sk’) = D[ctr*]. If sk” # L, return sk’. Otherwise, if there exists i
such that ctr® = ¢;» ,id, algorithm B submits the index aid to the challenger. The challenger replies with
sh,iq and algorithm B computes r’ « RSim(td’, sh,iq). If the index i"., does not exist, then algorithm 8
computes r’ « RSim(td’,0). In either case, algorithm B sets sk’ = r’ (and updates the entry in D). It
replies to A with sk’.

5. Output phase: At the end of the experiment, algorithm A outputs a bit b’ € {0, 1}, which algorithm 8 also
outputs.

By construction, algorithm 8 only queries the challenger for shares on indices aid where i, exists. By construction,
this corresponds to indices where the associated user identifier gid” is registered to a particular (corrupted) attribute.
Since A is admissible, the set of attributes associated with any user identifier gid cannot satisfy policy C. As such,
algorithm B is an admissible CSS adversary. By construction, we see that depending on whether the shares are of the

value sy = 0 or s; = 1, algorithm 8B either perfectly simulates an execution of iHybﬁ.bz) or iHbe@, as required. O

Lemma 7.22. Suppose IInce is simulatable. Then, for all efficient adversaries A, bitsb € {0,1}, and j € [B?ﬂ], there
exists a negligible function negl(-) such that forallA € N,

| Pr[iHyb %) (A) = 1] - Pr[iHyb ") (A) = 1]] = negl().
Proof. Follows from a similar argument as the proof of Lemma 7.19. O

Lemma 7.23. Suppose iO is secure, IInce and Ilcss are correct, and FB is statistically function-binding. Then, for all
efficient adversaries A, bits b € {0,1}, and j € [Bzﬂ], there exists a negligible function negl(-) such that for all A € N,

| Pr[iHyb ") (A) = 1] - Pr[iHyb{? (A) = 1]| = negl(A).

Proof. This follows from a similar argument as the proof of Lemma 7.18. However, since {(aid, sh,iq) }aides.,. is a
secret sharing of 0, by perfect correctness of Ilcss, CSS.Recon will never return 1, and so Embed’; will always return
1 when H(gid") = j. O

Lemma 7.24. Suppose Ilrg is computationally function-hiding. Then for all efficient adversaries A, bits b € {0,1}, and
jE€ [B?ﬂ], there exists a negligible function negl(-) such that for all A € N,

| Pr[iHyb') (#A) = 1] - Pr[Hyb{") (#A) = 1]| = negl(}).

Proof. This follows from a similar argument as the proof of Lemma 7.17. O
Combining Lemmas 7.17 to 7.19 and 7.21 to 7.24, we conclude Lemma 7.14 holds. O
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A Semi-Malicious Security to Full Security

In this section, we describe a simple compiler to generically lift a multi-authority registered ABE scheme with
semi-malicious security (Definition 4.9) to one that satisfies the standard security notion (Definition 4.6). Recall that
in the semi-malicious security game, the adversary is required to provide the key-generation randomness for the keys
it chooses in the security game. The idea is to simply have users attach a non-interactive zero-knowledge (NIZK)
proof of knowledge of the key-generation randomness to its public key. In the security proof, the reduction algorithm
extracts the key-generation randomness and relies on security of the underlying semi-malicious scheme.

Simulation-sound extractable NIZKs. We start by recalling the formal definition of a simulation-sound extractable
NIZK argument [BFM88, FLS90, Sah99, DDO"01].

Definition A.1 (Simulation-Sound Extractable NIZK). Let R: {0,1}" x {0,1}* — {0, 1} be an NP relation (where
n =n(A) and h = h(A) are polynomials). A simulation-sound extractable NIZK for R is a tuple of efficient algorithms
IInizk = (CRSGen, Prove, Verify) with the following syntax:

« CRSGen(1%) — crs: On input the security parameter A, the common reference string generation algorithm
outputs a common reference string crs.

«+ Prove(crs,x,w) — m: On input a common reference string crs, a statement x € {0,1}", and a witness
w € {0, 1}", the prover algorithm outputs a proof .

« Verify(crs,x, 1) — b: On input a common reference string crs, a statement x € {0,1}", and a proof x, the
verification algorithm outputs a bit b € {0, 1}.

Moreover, we require ITyzk satisfy the following properties:
« Completeness: For all 1 € N, statements x € {0, 1}", witnesses w € {0, 1} where R(x, w) = 1, it holds that

A
Pr [Verify(crs, x,m)=1: crs < CRSGen(17) ] =1.

7 < Prove(crs, x, w)

« Perfect soundness: For all adversaries A and all 1 € N,

A
Pr [Verify(crs,x, T)=1Ax¢L: crs <= CRSGen(17) ]

(x, ) — A}, crs)

« Computational zero-knowledge: There exists an efficient simulator S = (S;, S2) such that for all efficient
adversaries A, there exists a negligible function negl(-) such that for all A € N,

Pr [ﬂo"(crs"")(crs) =1:crs « CRSGen(lA)]—Pr [ﬂOI(Sts"")(crs) =1: (crs,stg) « Sl(ll)] ’ = negl(A),

where the oracles Oy and O; are defined as follows:

— Op(crs, x,w): On input a common reference string crs, a statement x € {0, 1}", and a witness w € {0, 1}h,
output Prove(crs, x, w) if R(x, w) = 1. Otherwise, if R(x, w) = 0, output L.

— O (sts, x,w): On input the simulation state st g, a statement x € {0,1}", and a witness w € {0, 1}", output
Sy (sts, x) if R(x, w) = 1. Otherwise, if R(x, w) = 0, output L.
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« Simulation-sound extractability: There exists an efficient extraction algorithm & such that for all efficient
adversaries A, there exists a negligible function negl(-) such that for all A € N,

(crs, stg) «— Sy (14)
Pr | Verify(crs,x, 1) = 1A R(x,w) =0 A (x, 1) € Q: (x,7) «— A6 (crs) | = negl(A),
w «— E(stgs, x, )

where S = (81, S») is the zero-knowledge simulator (from the computational zero-knowledge requirement)
and Q is the set of queries x and simulated outputs 7 made by A to the S; oracle.

Constructions of simulation-sound extractable NIZKs. A number of works [CHK03, GOS06, GOS12, LPWW20]
have shown how to construct NIZKs for general NP languages from standard bilinear map assumptions (e.g., the
subgroup decision assumption in composite-order pairing groups or the k-linear assumption in prime-order pairing
groups). Moreover, we can achieve simulation-sound extractability via standard compilers (based on public-key
encryption and one-time signatures [Sah99, DDO*01]).

Compiling semi-malicious security to full security. We now describe our compiler to lift a semi-malicious
multi-authority registered ABE scheme into a fully secure multi-authority registered ABE scheme.

Construction A.2 (Semi-Malicious Multi-Authority Registered ABE to Full Security). Let IIsp = (SM.GlobalSetup,
SM.KeyGen, SM.Aggregate, SMEncrypt, SM.Decrypt) be a semi-maliciously secure slotted multi-authority registered
ABE scheme on authority identifier space AU = {AU,}, user identifier space GID = {GID,}, and policy space
® = {®,}. Let IInjzk = (CRSGen, Prove, Verify) be a simulation-sound extractable NIZK for the relation

R((gpp, pk, i), (sk,r)) =1 ifand only if (pk,sk) = SM.KeyGen(gpp,i;r).

Let S = (81, 82) be the associated zero-knowledge simulator and & be the extractor (see Definition A.1). We construct
a slotted multi-authority registered ABE scheme Il ma-rase = (GlobalSetup, KeyGen, IsValid, Aggregate, Encrypt,
Decrypt) with authority identity space AU, user identifier space GI D, and policy space ® as follows:

« GlobalSetup(1%, 1¥): On input the security parameter A and the slot bound L, the setup algorithm initializes
the underlying semi-malicious scheme and generates the common reference string for the NIZK:

— Sample (SM.gpp, SM.gep) < SM.GlobalSetup(1%, 1).
— Sample crs < CRSGen(1%).
Output gpp = (SM.gpp, crs) and gep = SM.gep.

« KeyGen(gpp,i): On input the global public parameters gpp = (SM.gpp, crs), a slot index i € [L], the key-
generation algorithm runs the underlying semi-malicious key generation algorithm and then provides a NIZK
proof that the key is well-formed:

- Let p be a bound on the number of bits of randomness taken by SM.KeyGen(SM.gpp, -). Sample r <
{0,1}” and (SM.pk, SM.sk) = SM.KeyGen(SM.gpp, i; 7).

— Construct a proof 7 « Prove(crs, (SM.gpp, SM.pk, i), (SM.sk,r)).
Output the public key pk = (SM.pk, ) and the secret key sk = SM.sk.

« IsValid(gpp, i, pk): On input the global public parameters gpp = (SM.gpp, crs), the slot index i € [L], and a
public key pk, the validity checking algorithm outputs Verify(crs, (SM.gpp, SM.pk, i), ).

« Aggregate(gpp, (gid;, pky), ..., (gid;, pk;)): On input the global public parameters gpp = (SM.gpp, crs) and a
collection of pairs (gid;, pk;) for i € [L], the aggregation algorithm simply runs the underlying semi-malicious
aggregation algorithm. In more detail, it computes and outputs

(mpk, hsky, ..., hsky) = SM.Aggregate(SM.gpp, (gid;, SM.pk;), ..., (gid;, SM.pk;)).
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+ Encrypt(gep, (Senc ¢), {(aid, mpk,;4) }aides... #): On input the encryption parameters gep = SM.gep, the policy
(Senc, ¢), a collection of authority public keys mpk_;4, and a message y, the encryption algorithm output

ct < SM.Encrypt(SM.gep, (Senc, ), {(aid, mpk,;y) YaideSane> H)-

« Decrypt(gpp, S, i, {(aid, skaid, hskaid) }aides, ct): On input the global public parameters gpp = (SM.gpp, crs), a
set of authorities S, an index i € [L], and a collection of secret keys sk,iq and helper decryption keys hsky;q for
aid € S, and a ciphertext ct, the decryption algorithm outputs

m «— SM.Decrypt(SM.gpp, S, i, { (aid, skajd, hskaid) }aides, ct).

Theorem A.3 (Completeness, Correctness, and Compactness). IfIInizk is complete, then Construction A.2 is complete.
Moreover, if llsy satisfies correctness and compactness, and Ilnizk satisfies perfect soundness, then Construction A.2 is
correct and compact.

Proof. We show each property individually. Completeness follows by completeness of the NIZK IlInjzk while correct-
ness and compactness are directly inherited from the underlying semi-malicious scheme.

« Completeness: By construction IsValid(gpp, i, (SM.pk, 7)) simply checks that
Verify(crs, (SM.gpp, SM.pk, i), 1) = 1,

where 7 = Prove(crs, (SM.gpp, SM.pk, i), (SM, sk, 7)) and (SM.pk,SM.sk) = SM.KeyGen(SM.gpp, i;r). By
construction of the relation R, we have R((SM.gpp, SM.pk, i), (SM, sk, r))
from perfect completeness of IInjzk.

1. Completeness now follows

« Correctness: Observe that the output of Aggregate, Encrypt, and Decrypt are exactly the same as the
underlying semi-malicious scheme. Moreover, by perfect soundness of IIyjzk, every public key pk where
IsValid(gpp, i, pk) is in the support of KeyGen(gpp, i) (and thus, the support of SM.KeyGen(SM.gpp, i)). Cor-
rectness now by correctness of the underlying semi-malicious scheme.

« Compactness: Since the global encryption parameters and the master public keys are exactly the same as the
underlying semi-malicious scheme, this follows from compactness of the underlying scheme. O

Theorem A.4 (Security). Suppose Isy is a semi-maliciously-secure multi-authority registered ABE scheme and Iz
is a simulation-sound extractable NIZK. Then Construction A.2 is a secure multi-authority registered ABE scheme.

Proof. To argue security of our slotted multi-authority registered ABE scheme, we define a sequence of hybrid

experiments. Each experiment is parameterized by an implicit security parameter A, a bit b € {0, 1}, and an adversary
A:

. Hyb(()b>: This is the standard multi-authority ABE security experiment. We recall the main steps here:

— Setup phase: On input the security parameter 1%, adversary A sends the slot count 1 to the challenger.
The challenger samples gpp and gep according to the specification of the real setup algorithm. Specifically,
it samples (SM.gpp, SM.gep) < SM.GlobalSetup (14, 1*) and crs « CRSGen(1%). The challenger sends
gpp = (SM.gpp, crs) and gep = SM.gep to the adversary. The challenger also initializes a counter ctr « 0,
a dictionary D, a set of honest authorities H « @, and a set of tuples C « 2.

— Pre-challenge query phase: Adversary A can now issue the following queries:

» Key-generation query: In a key-generation query, the adversary specifies a slot index i € [L].
The challenger responds by incrementing the counter ctr « ctr + 1, sampling ret, < {0,1}”, and
computing

(SM.pke,, SM.sketr) = SM.KeyGen(SM.gpp, i; 7ctr)
Tetr < Prove(crs, (SM.pk,, SM.gpp, i), (SM.skctr, Tetr)) -

= (ctr, (SM.pk,, 7ctr)) to A. In addition, the challenger adds the mapping
Tetr), SM.sketr) to the dictionary D.

It replies with pk,
ctr — (i, (SM.pk

ctr

ctr>
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» Key-corruption query: In a key-corruption query, the adversary specifies an index 1 < ¢ < ctr. In
response, the challenger looks up the tuple (i’, pk’, sk") = D[¢] and replies to A with sk’.

— Challenge phase: In the challenge phase, the adversary specifies a challenge policy (Senc, ¢*) and two mes-
sages i, fy € M. For each aid € Senc and slot i € [L], the adversary specifies a tuple (¢; aid, 8id; 4igs PK; 4iq)-
The challenger responds by constructing pki’aid = SM.pki’aid, Ti aid as follows:

* If ¢jaid € {1,...,ctr}, then the challenger looks up (i, aid’, pk’, sk’) = D[c; 4] and sets pk; ;4 = pk’.
The challenger adds (i, aid) to C if the adversary issued a key-corruption query on index c; ,iq-

« If ¢j 4id = L, then the challenger adds (i, aid) to C

= In both cases, the challenger then checks that IsValid(gpp, i, pk; ,;4) = 1. Specifically, the challenger
checks that Verify(crs, (SM.pki,aid, SM.gpp, i), i aid) = 1. If not, the challenger halts with output 0.

The challenger computes (mpk_;4, hskyaid, - . ., hskp aid) < SM.Aggregate(SM.gpp, {(i, SM.pk; .i¢) }ie[L])
for all aid € Senc and replies with the ciphertext ct* < Encrypt(gep, (Senc; ") {mpkyi4 FaideSenes 45)-

- Post-challenge query phase: Adversary A can now issue the following queries:

+ Key-corruption query: Same as in the pre-challenge query phase. If the adversary corrupts a key
with index c; 5ig and the adversary specified c; ,iq in the challenge phase, then the challenger adds
(i, aid) to the corruption set C.
— Output phase: At the end of the experiment, algorithm A outputs a bit b’ € {0, 1}, which is the output
of the experiment.

. Hybib): In this experiment, except the challenger uses a simulated CRS in the global parameters and simulated
proofs when answering key-generation queries. The specific changes are as follows:

— Setup phase: Same as Hyb(()b), except the challenger now samples (crs,sts) « S;(1*), where S =
(81, 8,) is the simulator associated with ITyzk.

— Pre-challenge query phase:

» Key-generation query: When algorithm A makes a key-generation query, the challenger replaces
the proof with a simulated one. Specifically, it now computes 7., < Sz (sts, (SM.pk,,, SM.gpp,i)).

. Hybgb): Same as Hybib) , except in the challenge phase, the challenger aborts if the adversary A produces a
key that is valid (as determined by the IsValid function), but the extraction algorithm fails to produce the key-
generation randomness associated with the provided key. Specifically, the challenger performs the additional
check in the challenge phase:

— Challenge phase: In addition to checking that Verify(crs, (SM.pk; ,i4, SM.gpp, i), 7i 2id) = 1, the chal-
lenger additionally checks that either

+ SM.KeyGen(SM.gpp, i;7iaid) = (SM.pk SM.skaiq) where

i,aid>
(SM.skaid, Tiaid) < E(sts, (SM.pk; ,iq SM.gpP, i), i aid)

* (SM.pk; 4igs Tiaid) = (SM.pkeyy, o Tetr, ,iq) fOT sOme ctriaig € [ctr].

If either check fails, the challenger aborts with output 0.

Lemma A.5. Suppose IINizk satisfies computational zero knowledge. Then, for all efficient adversaries A and all
b € {0, 1}, there exists a negligible function negl(-) such that for all A € N,

|Pr[Hyb'” (A) = 1] - Pr[Hyb"” (A) = 1] < negl(2).
Proof. Suppose there exists an adversary A which can distinguish between Hyb(()b) and Hybib) with non-negligible

probability. We use A to construct an adversary 8 that breaks computational zero knowledge with the same
advantage:
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« At the beginning of the game, algorithm B receives a common reference string crs, and has access to a prover
oracle O(-, -).

« Algorithm 8 starts running A and simulates an execution of the multi-authority registered ABE security game
as follows:

- Setup Phase: Same as Expéb), except algorithm B uses crs received from the challenger when constructing
the global parameters gpp.
— Pre-challenge query phase:

+ Key-generation query: Same as Hyb(()b), except algorithm B generates the proof ., by querying
its oracle. Namely, algorithm B computes 7ct, <— O((SM.pk,, SM.gpp, i), (SM.skctr, 7etr)).

+ Key-corruption query: Algorithm 5 responds to key-corruption queries exactly as described in
Hyb{" and Hyb!"
yby ’ and Hyb,™.

— Challenge phase: Algorithm B implements the challenge phase exactly as described in Hyb(()b) and
Hyb?.
- Post-challenge query phase: Algorithm 8 responds to post-challenge queries exactly as described in
Hyb{" and Hyb!"
yb,’ and Hyb,"™".
— Output phase: At the end of the game, algorithm A outputs a bit b’ € {0, 1}, which 8 also outputs.

By construction, if the CRS is generated using CRSGen and the oracle is implemented by Prove(crs, -, -), then algorithm

B perfectly simulates Hyb(()b). If the CRS and the proofs are simulated, then B perfectly simulates Hybib). The claim
follows. O

Lemma A.6. Suppose IINizk satisfies simulation-sound extractability. Then, for all efficient adversaries A and all
b € {0, 1}, there exists a negligible function negl(-) such that for all A € N,

|Pr[Hyb\” (A) = 1] - Pr[Hyb\" (A) = 1]| = negl(A).

Proof. We define an intermediate sequence of hybrid experiments. Let Senc = {aidy, ..., aid|s,, |} be the challenge set
of authorities. Then, we define an intermediate experiment as follows:

. Hybiyb()i*’a*): Same as Hybib) except the challenger implements the challenge phase as follows:

— Challenge phase: For slots where i < i* or where (i = i* and aid = aid, for some a < a*), the challenger
additionally checks that either

+ SM.KeyGen(SM.gpp, i; i aid) = (SM.pk; ,i4, SM.skaiq) where
(SM.skaid Tiaid) < E(sts, (SM.pk; ,iq» SM.gpPp; ), 7Ti aid)

= (SM.pk; 4ig Tiaid) = (SM.pk
If either check fails, then the challenger halts with output 0.

ctriad® Tetr; q) fOr some ctr;qig € [ctr].

Observe that Hybibg1 D is identical to Hybib) and Hybib()L ISenc|+1) is identical to Hybéb). Now we show that adjacent

experiments are computationally indistinguishable as long as IInjzk is simulation-sound extractable. Suppose there
1) and Hybib()i*’a*) with non-negligible probability.
We use A to construct an adversary for the simulation-sound extractability game:

exists an adversary A which can distinguish between Hybib()i*

- On input the security parameter 1* and the common reference string crs, algorithm B starts simulating an
execution of Hybib). In the setup phase, it uses crs to simulate the public parameters gpp.

« When answering key-generation queries, algorithm 5 uses oracle access to Sz (sts, -) to simulate the proof .

Everything else is simulated according to the specification of Hybgb) .
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« In the challenge phase, let aid” = aid,. After A outputs its challenge tuples (c; aig*» 8id;+ igrs PK;« 4ig7)» Parse

Pk« aigr = SM.pK;« 4iq» i+ aig* and output the statement (SM.pk;. 4+ SM.gpp, i*) along with the proof 7;« 5i+).

By construction, algorithm 8B perfectly simulates an execution of Hybib()i* -1 and Hybih()i* ) for algorithm A. Next,

the only difference between the two experiments is the additional check for index i = i* and a = a” in Hybib()i* @)

Thus, if the outputs of this experiment are different, then A must have produced a public key SM.pk;. ;4 and a proof
T+ aig* such that the following three conditions all hold:

+ SM.pk;. ,iq+ Was not the result of a prior key-generation query;

i*,ai

* (SM.pk;: ig» SM.skaia) # SM.KeyGen(SM.gpp, i*; rj» aiq*), where

(SM.skaid, T+ aid*) < E(sts, (SM.pk;. 4ige» SM.gpp, i*), T aig);

« Verify(crs, (SM.pk;: .4+, SM.gpp, i), 7jx aig*) = 1.

This means B breaks simulation-sound extractability of IInjzk and the claim holds. Finally, since there are |Senc|

i;b()i*_lalsencl) and Hybi,b()l.*’l) are identical. The claim now follows by a

hybrid argument. O

authorities (i.e., a € [|Senc|]), experiments Hyb

Lemma A.7. Suppose Ilgy is a semi-maliciously-secure multi-authority registered ABE scheme. Then, for all efficient
and admissible adversaries A, there exists a negligible function negl(-) such that for all A € N,

|Pr[Hyb\" (A) = 1] - Pr[Hyb\” (A) = 1]| = negl(}).

Proof. Suppose there exists an efficient algorithm A that can distinguish between experiments Hybgo) and Hybgl)
with non-negligible advantage. We use A to construct an efficient algorithm $ that achieves the same advantage:

- Setup phase: On input the security parameter 14, algorithm 8 starts running A on the same security parameter.
Algorithm A outputs the number of slots 1, which algorithm B forwards to the challenger. The challenger
responds with SM.gpp and SM.gep. Algorithm B samples (crs, sts) < S;(1%) and sets gpp = (SM.gpp, crs)
and gep = SM.gep. It gives gpp and gep to A. In addition, algorithm B also initializes an empty dictionary Q.

« Pre-challenge query phase: Algorithm 8B responds to queries as follows:

- Key-generation query: After algorithm A outputs an index i, algorithm B makes a key-generation
query to its challenger. The challenger responds with a pair (ctr, SM.pk;). Algorithm 8B runs m; «
S, (sts, (SM.gpp, SM.pk;, 1)), and adds the mapping (SM.pk;, 7;) = ctr to Q. Algorithm B replies to A
with (ctr, (SM.pk;, 1;)).

- Key-corruption query: When A makes a key-corruption query on a counter value c, algorithm B makes

a key-corruption query on the same counter c. The challenger responds with SM.sk, which algorithm 8
forwards to A.

- Challenge phase: In the challenge phase, the adversary specifies a policy (Senc, ¢*) and two messages
Hg» 1y € M. In addition, for each aid € Senc and slot i € [L], the adversary specifies a tuple (c; aid, 8id; 4ig» pk:f’aid).
Algorithm 8B forwards the policy (Senc, ¢*) and challenge messages i, 4] to its challenger. It constructs the
challenge tuples for each aid € Senc and slot i € [L] as follows:

— If ciaid € [ctr], algorithm B simply forwards (c; aid, gid

ctriad and 7 5iq = Tetr, 4 fOr some ctr,ig € [ctr], then algorithm B forwards
SM.pk; ,i4) to C.

iaid> PKj 4ig) to its challenger.
- If ¢;aig = L, algorithm B parses pk
1. If SM.pk; iy = SM.pk

the tuple (ctr; 44, gid

i ai ; aid> Tiaid). We consider two possibilities:

i,aid>
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2. Otherwise, algorithm B runs (SM.sk; aid, 7iaid) < E(sts, (SM.gpp, SM.pk; 44, 1), 7i aid) - If

SM.KeyGen(SM.gpp, i;7iaid) # (SM.pK; 4ig» SM.ski aid),

i,aid>

then algorithm B aborts with output 0. Otherwise it gives the tuple (L, 7;,i4, gid
its challenger.

SM.pk; ,iq) to

i,aid>

The challenger responds with a challenge ciphertext ct*, which 8 forwards to A.

« Post-challenge query phase: Algorithm B responds to post-challenge queries using the same procedure as
in the pre-challenge query phase.

« Output phase: At the end of the game, algorithm A outputs a bit b’ € {0, 1}, which B also outputs.

By construction, algorithm B perfectly simulates an execution of the semi-malicious multi-authority registered ABE
security game. Since algorithm B corrupts the same set of keys as A, it is admissible whenever A is admissible. As
such, if ct” is an encryption of yg, then algorithm B perfectly simulates an execution of Hyb(o), whereas if ct* is an

encryption of 4}, then algorithm 8 perfectly simulates an execution of Hybgl). The claim follows. O

Theorem A.4 now follows from Lemmas A.5 to A.7. O

B Lifting a Slotted to an Unslotted Scheme (Unbounded)

In this section, we give a simplified version of the transformation from Section 6 that supports an unbounded
number of users (i.e., this transformation can be applied to our iO construction from Construction 7.6 to obtain a
multi-authority registered ABE scheme that supports an unbounded number of users). Since our iO scheme does not
require public keys to be generated with respect to a particular slot, and decryption correctness holds regardless of
which “slots” a particular user identifier are registered to between authorities, we can omit the use of cover-free sets
in the transformation below. For this reason, this transformation also preserves the succinct decryption property in
the underlying scheme.

Construction B.1 (Slotted Multi-Authority Registered ABE to Unslotted Scheme). Let A be a security parameter.
Let L = L(A) be the number of users, AU = { AU} en be a set of authority identifiers, and GI D = {GI D)} ren
be a set of global user identifiers where |GID,| < 2*. We use the following conventions and primitives in our
construction:

« Without loss of generality, we assume that the bound on the number of users L = 2¢ is a power of two. Rounding
the bound to the next power of two incurs at most a factor of 2 overhead.

« Let AU = {AU)} be a set of authority identifiers where AU, = AU, x [0,£]. Next, let Ilrape =
(sRABE.GlobalSetup, sSRABE.KeyGen, sRABE.IsValid, SRABE.Aggregate, sSRABE.Encrypt, sSRABE.Decrypt) be a
slotted multi-authority registered ABE scheme with authority identifiers AU’ and global identifier space G D.
For ease of exposition, we will assume that IIsrage supports polynomial-size Boolean circuits.

+ The multi-authority registered ABE scheme will internally maintain ¢ + 1 slotted ABE schemes, where the
k™ scheme is a slotted scheme that will “support” 2F users. The slotted scheme will have authority identifier
universe AU’ = AU x [0, £].

« Each authority contains auxiliary data aux,ig = (ctraid, Do,aid> D1,aid» mpk,;q) Which contains the following data:

— A counter ctr,jq that keeps track of the number of registered users in the system.

— A dictionary Dy ,i4 that maps global identifiers gid to a counter ctr (indicating the number of registered
users at the time user gid registered).

- A dictionary Dj,iq that maps a counter value ctr to the corresponding set of public keys and helper
decryption keys (gid, {(k, pky, hski) }xeqo.e1)-
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- The current master public key mpk,;4 = (ctr, mpk,, ..., mpk,).

If aux = 1, we parse it as (ctr, Dy, Dy, mpk) where ctr = 0, Dy, D; = @, and mpk = (0,L,...,L). This
corresponds to a fresh scheme with no registered users.

« The master public keys mpk,;, associated with each authority will take the form of (ctr, mpk,, ... mpk,), where
ctr is the total number of users registered to this authority, and each mpk, is a master public key of the
underlying slotted scheme I raBE.-

+ Helper decryption keys hskaiqgiq Will take the form of (ctr, hsky, .. . hsk,), where ctr is a counter (indicating
the number of registered users at the time user gid registered) and each hskg is a helper decryption key for the
underlying slotted scheme I rapE.-

We now construct a multi-authority registered ABE scheme IIya-rase = (GlobalSetup, KeyGen, RegPK, UpdateKey,
Encrypt, Decrypt) as follows:

« Setup(1%,L): On input the security parameter A, and a bound on the number of users L = 2¢, the setup algorithm
runs the setup algorithm for the slotted scheme:

SRABE.gpp « sRABE.GlobalSetup(1*, 1%).
Then, it samples “dummy” public keys for each slot j € [L] and k € [0, ¢]:
(pk;,k,sk;)k) <« sRABE.KeyGen(sRABE.gpp, j).
It outputs the global public parameters
gpp = (sSRABE.gpp, {pk/ i }je[Llkefos])-

« KeyGen(gpp, gid): On input the common reference string gpp = sRABE.gpp and a user identifier gid, the
key-generation algorithm generates several public/secret key-pairs for the underlying scheme. Specifically,
for k € [0,¢], it generates (pk,sk;) < sRABE.KeyGen(sRABE.gpp). Output pk = {(k, pky)}re[or) and
sk = {(k, ski) }ke[o.e1-

« RegPK(gpp, auxaid, gid, pk): On input the common reference string gpp = (sRABE.gpp, {pk},k}je[L],ke[O,l])’
the auxiliary data aux = (ctr, Dy, D1, mpk), a user identifier gid and a public key pk = ({(k, pk;) }xe[o,]), the
registration algorithm proceeds as follows:

— For each k € [0, ¢], check that sSRABE.IsValid(sRABE.gpp, pk;) = 1. Otherwise, the algorithm halts and
outputs the current auxiliary data aux and master public key mpk.

— If Dg[gid] # L, the algorithm halts and outputs the current auxiliary data aux and master public key mpk.
Otherwise, update Dy [gid] = ctr.

— For k* € [0,¢], check if ctr + 1 = 0 mod 2¥". If so, registration algorithm performs the following update
procedure:

« Fori € [ctr — 2K + 1, ctr], look up (gid;, {(pk; . hskix)}kefoe]) = Doli], and set
pki = pk;;- and gid; = gid;.
Otherwise set
pk; = pki, and gid;, =0.

+ Compute the aggregated parameters

(mpky, {(i, hsk; ) }ier)) = SRABE.Aggregate(sRABE.gpp, (gid}, pk}), ..., (gidj, pk)).

*

ctr,

« For each i € [ctr — 2K + 1, ctr], update hsk; - = hsk i in D1. Finally, update mpk; = mpk;
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— Finally, the registration algorithm increments ctr = ctr + 1 and outputs the new master public key
mpk = (ctr, mpk,, ... mpk,) and updated auxiliary data aux = (ctr, Dy, Dy, mpk).

« UpdateKey(gpp, auxaid, gid): On input the global public parameters gpp, the auxiliary data for an authority
auXaid = (Ctraux, Do, D1, mpk), and a user identifier gid, the update algorithm looks up ctrgiq = Do[gid]. It then
looks up (gid, {(pky., hski}re[o,e]) = D1lctrgiq]. The update algorithm outputs (ctrgg, hsko, . .., hsky).

+ Encrypt(gpp, (Senc, ¢), {(aid, mpk,;4) }aides...» #): On input the global parameters gpp, a set of authorities Senc, a
policy ¢, the master public keys mpk;4 = (ctraid, mpk,q o, - - -, mpk,iq ), and a message p € M, the encryption
algorithm generates a new authority set

Senc = {(aid, k) | aid € Senc, k € [0, €]},

and constructs the extended policy ¢’ by substituting each appearance of attribute aid in the policy ¢ with the
clause (\/ke[o,fj (aid, k)). It then computes

ct’ « sRABE.Encrypt(gpp, (Sene @), {((aid, k), MpKaiq )} (aidk) €St 1)-

It outputs the ciphertext (ct’, {ctraid }aides,,.)-

Decrypt(S, {(skaid, hskaidgid) }aides, ct): On input the attribute set S C Senc, a collection of secret keys skaig =
(gid, {skaidk }ke[o,r]), a collection of helper keys

hskaid = (ctraidgid> hskaid,gido, - - - » hskaidgid.¢),
and a ciphertext ct = (ct’, {ctraid }aides.,. ), the decryption algorithm proceeds as follows:
— For each aid € §, let k,q be the index of the most significant bit where ctr,iq and ctr,jqgiq differ.
— If hskaid gid kg = L, abort and output L.
Otherwise, output sSRABE.Decrypt({skaid k., hSKaid k. Jaides, ct’).

The correctness and security analysis follow analogously to that of Construction 6.4 (see Section 6).

C Function-Binding Hash Functions for Unique Block Selection

In this section, we show how to construct a function-binding hash function (Definition 7.2) for the unique-block-
selection predicate (Definition 7.3) we need in Construction 7.6. Our construction uses leveled homomorphic
encryption in a similar way as constructions of somewhere statistically binding hash functions [HW15] and function-
binding hash functions for disjunctions of block-wise predicates [FWW23]. We start by recalling the notion of leveled
homomorphic encryption we use.

Definition C.1 (Leveled Homomorphic Encryption). A leveled homomorphic encryption (LHE) scheme [Gen09]
with message space M = {M,} is a tuple IT| ¢ = (KeyGen, Encrypt, Decrypt, Eval) with the following syntax:

. KeyGen(1%,1Y) — (pk,sk): On input the security parameter A and a depth bound L, the key-generation
algorithm outputs a public/secret key-pair (pk, sk).

« Encrypt(pk, m) — ct: On input a public key pk and a message m € M, the encryption algorithm outputs a
ciphertext ct.

« Decrypt(sk,ct) — m/L: On input a secret key sk and a ciphertext ct, the decryption algorithm outputs a
message m or L in case of decryption error.

« Eval(pk, C,ct) — ct’: On input a public key pk, a Boolean circuit C: M, — M}, the evaluation algorithm
outputs a ciphertext ct’. This algorithm is deterministic.
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Moreover, we require IT| iy satisfy the following properties:

« Correctness: For all A,L € N and x € M, and Boolean circuits C: M — M of depth at most L:

(pk, sk) « KeyGen(14, 1)
Pr | Decrypt(sk, ct’) = C(x) : ct « Encrypt(pk, x) =1.
ct’” « Eval(pk, C, ct)

« Compactness: There exists a polynomial pgy, such that for all A, L € N, all (pk, sk) « KeyGen(l’l, 11), all
inputs x € M, ciphertexts ct «— Encrypt(pk, x) and circuits C of depth < L,

|Eva|(pk, C; Ct)l < pEva|(/L L, |C(x)|)

« Semantic security: For a bit b € {0, 1} and an adversary A, we define the semantic security game as follows:

1. On input the security parameter 1%, the adversary A outputs a depth bound 1%,

2. The challenger samples (pk, sk) < KeyGen(1%, 1%) and replies to A with pk.

3. The adversary A outputs two messages mo, m; € M. The challenger responds with ct « Encrypt(pk, my).
4. The adversary outputs a bit b’ € {0, 1}, which is the output of the experiment.

We say the encryption scheme is semantically secure if for all efficient adversaries A, there exists a negligible
function negl(-) such that for all A € N,

[Pr[b" =1|b=0] —Pr[b’ =1]|b=1]| = negl(A).

+ Polylogarithmic decryption depth: There exists a polynomial ppecryp: Such that for all A,L € N and
all (pk, sk) in the support of KeyGen(1%,1%), the decryption circuit computing Decrypt(sk, -) has depth <
Pecrypt(log A, log L).

Binary tree notation. Similar to [FWW23], we use a Merkle-tree like structure [Mer89] in our construction. First,
a Merkle tree of depth ¢ is a complete binary tree with 2¢ leaf nodes. We say the leaf nodes are at level 0 and the root
node is at level £. We associate each leaf node with an arbitrary fixed-length value. The values of internal nodes in
levels k € [£] are obtained by applying a two-to-one hash function to the two values associated with its child nodes.
We index the nodes by a pair (k, i) € [0, £] x [1,2/7F], where k denotes the level and i denotes the node index within
the level. Under our conventions, the node (k, i) is the parent node of (k — 1,2i — 1) and (k — 1, 2i).

It is often helpful to refer to structured collections of nodes, such as paths or sub-trees. For a leaf node at index i,
let path(i) be the set of nodes along the path from leaf i to the root. For a set of leaves S, we define ST(S) to denote
the union of all paths associated with the leaves in S. A node’s sibling sib(k, i) is defined to be the (unique) node with
the same parent ((k,i + 1) when i = 1 mod 2 and (k, i — 1) otherwise). Finally, we use dangling(S) or dangling(i) to
denote the set of siblings of ST(S) or path(i) respectively.

Construction C.2 (Function-Binding Hash). Let A be a security parameter. Without loss of generality, we assume that
the maximum number of blocks N is always a power of two. We construct a function-binding hash with block length
Lok € poly(A) for the class of family of unique-block-selection functions (Definition 7.3) induced by polynomial-size
predicates (of size at most s = s(1)). We define the following building blocks and conventions:

« LetII g = (LHE.KeyGen, LHE.Encrypt, LHE.Decrypt, LHE.Eval) be aleveled homomorphic encryption scheme.
Our construction will require encrypting messages of the following form:

— The first type of messages is a pair (c, x;), where ¢ € {0, 1,2} and x; € {0, 1}%k,

— The second type of messages consists of a secret key for the IT ¢ scheme.

We take the message space of IT| g to be sufficiently large enough to encrypt both types of messages.
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« For a block x; € {0, l}f;lk, let Cy,(g) be the universal circuit that takes as input the describe of a predicate
g: {0, 1}%x — {0,1} and outputs

(Lxi)  g(x)=1

(0,0%%)  otherwise.

Cxi (g) = {

Let dy be the depth of the universal circuit Cy, for evaluating circuits of size at most s = s(4). Note that
dp = poly(s) € poly(4).

+ Let Crerge.alcto, ct1](sk) be a circuit (parameterized by depth d) that takes as input an LHE secret key sk
(supporting depth d computation) and first computes

(cg, x9) = LHE.Decrypt(sk, ctg)
(e1,x1) = LHE.Decrypt(sk, cty).

Then it outputs

(,xg) c=1Ac;=0
(,x;1) ¢=0Ac;=1
(0,0%%) ¢g=0Ac; =0

(2,0%)  otherwise.

cmerge,d [cto, ct1](sk) =

« For k € [f], we recursively define di to be the depth of the circuit Crerge,q;_, [cto, ct1](sk). Note that dy is
defined as above. Since IT g supports polylogarithmic-depth decryption, the circuit Crerge,d,_, [Cto, ct1] can be
implemented in ppecrypt(log 4, log dx_1) + O(1) depth, meaning we can write dj = poly(4,logk).

We now construct the function-binding hash function ITgg = (Setup, SetupBinding, Hash, Open, Verify) as follows:

« Setup(1*, N): On input the security parameter A and a bound N = 2¢ on the number of inputs, the setup
algorithm samples encryption keys (pky, skx) < LHE.Setup (1%, 1%) for each k € [0, £]. Then, it computes the
ciphertext cty «— LHE.Encrypt(pk,, g1 ), where g, is the function that outputs 0 on all inputs. For each k € [£],
compute cty < LHE.Encrypt(pk,, L). Finally, it outputs hk = {(k, pky, ct) }re[o,e]-

« SetupBinding(1%, N, g): On input the security parameter A, a bound N = 2¢ on the number of inputs, and
a predicate g, the setup algorithm samples encryption keys (pky,skx) < LHE.Setup (1%, 1%) for each k €
[0, ¢]. Then, it computes the ciphertext cty < LHE.Encrypt(pk,, g). For each k € [¢], it computes cty «
LHE.Encrypt(pky, ski_1). Finally, it outputs hk = {(k, pky, cti) }refo,r]-

+ Hash(hk,x): On input a hash key hk = {(k, pky, ct) }xe[o,r] and an input x = (x3, ..., x,) for n < N, the hash
algorithm constructs a Merkle tree (on N nodes). First, it associates a ciphertext with each of the N leaf nodes:

- If i < n, set ct;p = LHE.Eval(pk, Cy,, cto).
- If i > n, set ct;p = LHE.Encrypt(pk,, (0, 0%ic); 0’1) using fixed randomness 0%,

Then, for each k € [£] and i € [2°7¥], the hash algorithm computes the value of each internal node (k, i) as
follows:
cty; = LHE-EVal(Pkk, Cmerge,dk,l [Ctk—l,Zi—l» Ctk—1,2i1> Ctk)- (C-l)

The output is the value of the root note h = (ct,1, n).

« Open(hk, x,i): On input the hash key hk and an input x = (xy, ..., x,), the prover constructs the Merkle tree
as in Hash. Then it outputs the opening 7; as the values of the nodes in dangling(i).

« Verify(hk, h, S, {(i, x;, 7;) }ies): On input the hash key hk, the hash h = (ct*, n), a set of indices S C [n], and the
values x; and openings 7; for each index i € S, the verification algorithm proceeds as follows for each i € S:

- Compute the leaf node ct; o = LHE.Eval(pk,, Cy,, cto).
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— Next, it parses 7; to be the value of the the nodes in dangling(i). For each k € [¢], it finds the sibling of
the previous level’s node in dangling(i), and recomputes path(i) using Eq. (C.1). Whenever there exists
an index i’ where path(i) intersects dangling(i’), the verification algorithm checks that the associated
values match.

This proceeds until it computes the value ct;; associated with the root node. The verification algorithm outputs
1if ct* = ctyy and outputs 0 otherwise.

Theorem C.3 (Correctness). Construction C.2 is correct.

Proof. By construction, the Open and Verify algorithms compute path(i) on the same inputs and using the same
procedure. Since these are deterministic algorithm, they will always produce the same root, so correctness holds. O

Theorem C.4 (Computational Function Hiding). Suppose II g is semantically secure. Then Construction C.2 satisfies
computational function hiding.

Proof. We start by defining a modified Setup,, algorithm indexed by k" € [£]:

+ Setupy, (1%, N, g) On input the security parameter A and a bound N = 2¢ on the number of inputs, the setup
algorithm samples encryption keys (pk;, skx) < LHE.Setup(1%, 1%) for each k € [0, ¢]. Then, it computes the
ciphertext cty < LHE.Encrypt(pk,, g) For each k € [k’], it computes ct; < LHE.Encrypt(pky, ski_;). Other-
wise, for k € [k’ +1,£], it computes cty < LHE.Encrypt(pk,, 1). Finally, it outputs hk = {(k, pky, cti) }xe[o,]-

We will argue through a sequence of hybrids that the hash keys output by Setup;.,_; and Setup,., are computationally
indistinguishable for all k¢’ € [¢]. Since the hash key output by Setup, is exactly SetupBinding, function hiding
follows. More formally, we define a series of hybrids as follows:

. Hyb](f,’): This is the computational function hiding game, where the challenger samples the hash key hk using
Setup,, instead of SetupBinding. Formally, the experiment proceeds as follows:

1. On input the security parameter 1%, algorithm A outputs the number of blocks N € N (in binary) and a
predicate function g.

2. The challenger samples hky « Setup(lA, N), hk; « Setupk,(l’l, N, g) and gives hk; to A.
3. Algorithm A outputs a bit b” € {0, 1}, which is also the output of the experiment.

Lemma C.5. Suppose Iy is semantically secure. Then for all efficient adversaries A, there exists a negligible function
negl(-) such that forall A € N

Pr[Hyb\” (A) = 1] - Pr[Hyb\" (A) = 1]| = negl(}).
Proof. Assume there exists an efficient adversary A which has with non-negligible advantage ¢ in Hyb(()b). We use A
to construct a new adversary B that breaks semantic security of IT; ¢ with the same advantage:

« On input the security parameter 1%, algorithm B starts by sending the depth parameter 1% to the challenger.
The challenger replies with the public key pkj.

« Algorithm 8 begins running A on the same security parameter. Algorithm A sends a length parameter N and
a predicate g.

« Algorithm B chooses g, and g as its challenge messages and receives a challenge ciphertext ct*.
« Algorithm B constructs hk as in Setup (1%, N), but sets pk, = pk* and ct, = ct*. It gives hk to A.

+ At the end of the game, algorithm A outputs a bit b’ € {0, 1}, which B also outputs.
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By construction, if ct* is an encryption of g, , then hk is generated according to the specification of Setup, whereas
if ct™ is an encryption of g, then hk is generated according to the specification of Setup,. Note that since ct; is an
encryption of L (and not sko) in both Setup and Setup,, algorithm B can perfectly simulate Hyb(()b). Thus, algorithm
8 breaks semantic security with the same advantage as A, which proves the claim. O

Lemma C.6. Suppose I1 e is semantically secure. Then for allk’ € [¢], allb € {0, 1}, and all efficient adversaries A,
there exists a negligible function negl(-) such that for all A € N,

Pr[Hyb(” (A) = 1] - Pr[Hyb\" (A) = 1]| = negl(A).

Proof. This follows from a similar argument as the proof of Lemma C.5. Assume there exists an efficient adversary A
that can distinguish Hyb,(:,’z1 from Hyb;f,’) with non-negligible advantage . We use A to construct a new adversary

B that breaks semantic security of I g with the same advantage:

- On input the security parameter 1%, algorithm 8 starts by sending the depth parameter 1% to the challenger.
The challenger replies with the public key pkj,.

+ Algorithm B starts running A on the same security parameter. Algorithm A sends a length parameter N and
a predicate g.

« Algorithm B samples (pk;._;,skp—1) < LHE.Setup(1%, 19 1), and sends challenge messages L and skj_; to
the challenger. The challenger replies with a ciphertext ct*.

« Algorithm B constructs hkg according to the specification of Setup(1*, N) and hk; according to the specification
of Setup,._, (1%, N, g) except it substitutes pk;,_;, pk;, and ct* received from the previous steps in place of
pky _1, pkys and ctyr, respectively. Finally, it forwards hk; to A.

« At the end of the game, algorithm A outputs a bit b’ € {0, 1}, which B also outputs.

By construction, if ct* is an encryption of L, then hk; is generated according to the specification of Setup,,_,, whereas
if ct* is an encryption of skys_1, then hk; is generated according to the specification of Setup,.,. As before, note that
since ctys 41 is an encryption of L (and not sky/) in both Setup,.,_; and Setup,., so algorithm B can perfectly simulate
these hybrids. Thus, algorithm 8 breaks semantic security with the same advantage as A, which proves the claim. O

Combining Lemmas C.5 and C.6, we conclude Construction C.2 satisfies computational function hiding. O

Theorem C.7 (Statistical Function Binding). Suppose IT g satisfies perfect correctness. Then Construction C.2 satisfies
statistical function binding.

Proof. Our construction is in fact perfectly function binding. To reason about this, we first show the following
invariant:

Lemma C.8. Let g be any predicate (of circuit size at most s = s(A)) and suppose the hash key is sampled as hk «
SetupBinding(1%, N, g) for some N = 2¢. Take any inputx = (x1,...,x,) wheren < N and let h = Hash(hk, x). Let
{(i,x], m}) }ies be a collection of values and openings for an arbitrary subset of leaf nodes S C [n]. Suppose moreover that

Verify(hk, S, {(i, x}, ) }ies) = 1.

Recall that each proof 7} contains the values of the nodes in dangling(i). This is sufficient to compute path(i). Then, the
following invariant holds for all of the nodes along ST(S)":

+ Let (k,i) be an arbitrary node in ST(S). Then, the associated value cty; is an encryption of (c*,x*), where the
following properties hold:

1. If¢* = 0, then there are no leaf nodes x; where g(x;) = 1.

7Recall that ST(S) denotes the union of all paths from the nodes in S to the root.
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2. Ifc* = 1, there is at most one leaf node x; in the sub-tree rooted at (k, i) where g(x;) = 1. In addition:
(a) If such an x; exists, then x; = x™.
(b) If the sub-tree rooted at (k, i) is complete, such an x; exists.

3. If¢* = 2 and the sub-tree rooted at (k, i) is complete, there are at least two leaf nodes x, xj» where j # j* and
g9(x;) =1=g(xy).

Proof. We argue that this invariant holds for the nodes in ST(S) inductively (from the leaves to the root):

+ Base case: Suppose k = 0. Recall that for a leaf node x;, this hash is computed by homomorphically evaluating
Cx; on ctg, where cto an encryption of the function g. By definition of g, this produces an encryption of (1, x;)
when g(x;) = 1 and an encryption of (0, L) otherwise. Since this is the only leaf node in this sub-tree, the
invariant holds.

« Inductive step: Consider an arbitrary node (k, i) € ST(S). We consider two cases:

— Suppose both child nodes of (k, i) are in ST(S). First, we can apply our invariant to the ciphertexts
associated with these two child nodes, ctx_12i—1, Ctx—1,2;- By construction, from Eq. (C.1), the value cty; is
obtained by homomorphically evaluating Crerge,d;_, [Ctk—1,2i-1, Ctx—1,2:] on ctg. By perfect correctness of
IT; e, this will decrypt to some pair of values (cg, x9) and (c1, x1) respectively. We consider the following
sub-cases:

» Suppose ¢y = ¢; = 0. From the induction hypothesis (Condition 1), this means (k — 1,2i — 1) and
(k — 1, 2i) have no leaves which satisfy predicate g. Since these are the only children of (k, i), it
follows that (k, i) also has no such leaves that satisfy g. In this case, Cmerge,d;_, [Cti—1,2i-1, Ctk—1,2i]
outputs (0, 0%k). Correspondingly, the induction invariant is preserved.

« Suppose ¢ = 1 and ¢; = 0. In this case, Crmerge,d,_, [Ctk—1,2i-1, Ctk—1,2:] outputs (1,xp). We argue that
this satisfies the induction invariant. By the induction hypothesis (Conditions 1 and 2), the node
(k —1,2i — 1) has at most one child which satisfies g while the node (k — 1, 2i) has none. This means
(k,i) also has at most one child that satisfies the predicate, which satisfies Condition 2. We now
consider the additional property:

- If the sub-tree rooted at (k, i) contains a leaf x; that satisfies the predicate g, then it must be
contained in the sub-tree rooted at (k — 1, 2i — 1). By the induction hypothesis (Condition 2a),
this means x; = xo, so Condition 2a continues to hold.

- Next, suppose the sub-tree rooted at (k, i) is complete. This also means the sub-tree rooted at
(k —1,2i — 1) is also complete, so Condition 2b continues to hold.

» Suppose ¢y = 0 and ¢; = 1. This proceeds analogous to the previous case.

« Finally, suppose that either ¢y = 2, ¢; = 2, or ¢o = ¢; = 1. In this case, Cnerge,d;._, [cte—12i-1, Cti—1.2:]
outputs (2, 0%k). If the sub-tree rooted at (k, i) is not complete, then Condition 3 holds vacuously.
Consider the case where the sub-tree rooted at (k, i) is complete. This means that the sub-trees
rooted at (k —1,2i — 1) and (k — 1, 2i) are also complete. By the induction hypothesis, this means that
either there are at least two leaves which satisfy g in one of the sub-trees (applying Condition 3 of
the induction invariant when ¢y = 2 or ¢; = 2) or there is exactly one such leaf node in each sub-tree
(applying Condition 2b to both sub-trees when ¢y = ¢; = 1). In either case, there are at least two leaf
nodes in the sub-tree rooted at (k, i) that satisfy the predicate, and the claim holds.

— Suppose that only one child of (k, i) is in ST(S). By construction, this means the sub-tree rooted at
(k,i) cannot be complete. Without loss of generality, suppose (k — 1,2i — 1) € ST(S). This means
(k — 1,2i) € dangling(S). In this case, we simply apply our induction invariant to (k — 1,2i — 1).
As in the previous case, let (cg,xo) be the decryption of ctr_12;—1, and let (c*,x*) be the output of
Crmerge,dy_; [Ctk—1,2i-1, Ctk—1,2i]. We consider two sub-cases:

= Suppose ¢y = 0. By the induction hypothesis, there are no leaves x; in the sub-tree rooted at
(k —1,2i — 1) such that g(x;) = 1. Since (k — 1, 2i) is a dangling node, the only leaves of (k, i) in
ST(S) are the leaves in the sub-tree rooted at (k — 1, 2i — 1). Thus, we conclude there are no leaves in
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the sub-tree rooted at (k, i) where g(x;) = 1. This satisfies the induction invariant whether ¢* = 0 or
¢t =1

« Suppose ¢y = 1. By the induction hypothesis, there is at most one leaf x; in the sub-tree rooted at
(k —1,2i - 1) where g(x;) = 1. By construction of Crerge, if ¢ = 1, then ¢* > 1. Since (k - 1,2i — 1)
is a dangling node and has no leaves in the sub-tree rooted at ST(S), we again conclude that there is
at most one leaf in the sub-tree rooted at (k, i) where g(x;) = 1. Moreover, note that if the sub-tree
rooted at (k — 1, 2i — 1) contains such a leaf node x;, then by our induction hypothesis (Condition 2a),
we have xy = x;. By construction of Crerge, if ¢* = 1, then it will also be the case that x* = x¢ = x;, as
required. O

Corollary C.9. Suppose the hash key is sampled as hk « SetupBinding(1*, N, g) for some N = 2¢. Take any input
X = (x1,...,x,) wheren < N and let h = (ct*,n) = Hash(hk,x). Then, the ciphertext ct* is an encryption of (c*, x*)
where

e ¥ =0 l_fg(xj) = Oforallj € [n],
+ ¢* =1 if there exists a unique index j € [n] where g(x;) = 1 and moreover x; = x*; and
« ¢* =1 ifthereexist j # j € [n] where g(x;) =1 = g(xj).

Proof. This follows by applying Lemma C.8 to the set of “real” openings {(i, x;, Open(hk, X, i)) };e[n]. By correctness
(Theorem C.3), this is a verifying set of openings, so we can apply our invariant to ct,; = ct*. O

Now that we have established this invariant, we will show the contrapositive of the statistical function binding
statement. Namely, take any hk « SetupBinding(l’l, N, g), any input x = (x1,...x,) where n < N, and let h =
(ct*,n) = Hash(hk, x). Take set of input/opening pairs {(i, x], 7}) };es such that Verify(hk, h, S, {(i, x], 7]) }ies) = 1.
We now show that we can always find an extension x’ = (x],...,x;,) where x] = x for all i € S and for which
f3(x) = f;(x’). For notational convenience, let x°, x' € {0, 1}/ be arbitrary values where g(x°) = 0 and g(x') = 1. In
addition, let pk’ be an arbitrary fixed public key. We consider the following cases based on the number of indices
i € [n] where g(x;) = 1:

+ Suppose |{i € [n] : g(x;) = 1}| = 0. In this case f;(x) = L. By Corollary C.9, we conclude ct* is an encryption
of the pair (0, x;). Since {(i, x], ]) };es verifies with respect to the same root h, we can appeal to Lemma C.8 to
conclude that for all i € S, g(x]) = 0. Thus, we can define the extension x’ = (x7, ... x;,) where

xf ie€eS
x] =4 C.2
{x‘) igs. €2

Since g(x}) = 0 = g(x°), we conclude that fo(x') = L, making this a satisfying extension.

« Suppose |{i € [n] : g(x;) = 1}| = 1. Let i* € [n] be the unique index for which g(x;<) = 1. Then, by definition,
f¢(x) = x;+. By Corollary C.9, the ciphertext ct* is also an encryption of (1, x;+). Since {(i, x], }) };es verifies
with respect to the same root h, we can appeal to Lemma C.8 to conclude that there is at most one index i’ € S
where x}, where g(x},) = 1. We consider the two possibilities:

— Suppose that g(x;) = 0 for all i € S. By Lemma C.8, we conclude that S # [n]; specifically if S = [n], then
the root node of ST(S) is a complete tree in which case Lemma C.8 stipulates that there is exactly one leaf
node x}, where g(x},) = 1. Now take i” € [n] to be the smallest index in [n] \ S. We define our extension
x' = (x],...,x;) as

x; i€S
.X'; = 4 Xj* i=i"

x°  otherwise.

By construction, f;(x") = x;+, as required.
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- Suppose there exists exactly one index i’ € S where g(x;,) = 1. From Condition 2a of Lemma C.8, this
manes ct* is an encryption of (1,x},). As argued above, ct” is also an encryption of (1, x;+). Since Iy is
perfectly correct, this means x;+ = x},. Thus, we can define the extension x" = (x7,...x;,) as in Eq. (C.2).
By construction, this satisfies fg(x’) = xi*, = x;=, as required.

« Suppose |[{i € [n] : g(x;) = 1}| > 1. By definition, this means f;(x) = L. By Corollary C.9, this means ct* is an
encryption of the form (2, x*). We again consider the number of indices i € S for which g(x}) = 1:

- Suppose for all i € S, we have g(x]) = 0. In this case, we can again take x" as in Eq. (C.2) to be our
extension. In this case f;(x") = L. Technically, x" does not contain any blocks which satisfy the predicate
whereas x contains more than two blocks. However, the behavior of f; is the same in these two cases.

- Suppose there is exactly one index i’ € S where g(x;},) = 1. Similar to above, we can appeal to Lemma C.8
to conclude that S # [n] (if S = [n], then Lemma C.8 implies that ct* is an encryption of the form (1, x*)).
As such, we can define our extension x’ = (x7,...,x},) as

, x; i€S§
X = 1 .
x!  otherwise.

By construction, this means f;(x") = L, as required.

- Suppose there are at least two indices i # i’ € S where g(x}) = 1 = g(x},). Then, we can again take x" as
in Eq. (C.2) to be our extension. By construction, this means fy(x’) = 0, as required. O

Theorem C.10 (Succinctness). Suppose I, yg is compact and has polylogarithmic decryption depth. Then Construc-
tion C.2 is succinct.

Proof. Recall the hash consists of an encryption of a tuple (c, x;) of length &, + log N which supports a computation
of depth d; < poly(4,log ¢). Since i = poly(4), compactness of IT| 4 allows us to bound the size of the ciphertext
by poly(4,log N). Next, each opening contains up to log N ciphertexts. As argued above, each ciphertext has size
poly(4,log N), so the overall opening has size poly(A,log N), as required. O
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