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Abstract. This project examines the prospect of using AI-generated 
feedback as suggestions to expedite and enhance human instructors’ feed-
back provision. In particular, we focus on understanding the teaching 
assistants’ perspectives on the quality of AI-generated feedback and how 
they may or may not utilize AI feedback in their own workflows. We 
situate our work in a foundational college Economics class, which has 
frequent short essay assignments. We developed an LLM-powered feed-
back engine that generates feedback on students’ essays based on grading 
rubrics used by the teaching assistants (TAs). To ensure that TAs can 
meaningfully critique and engage with the AI feedback, we had them 
complete their regular grading jobs. For a randomly selected set of essays 
that they had graded, we used our feedback engine to generate feedback 
and displayed the feedback as in-text comments in a Word document. We 
then performed think-aloud studies with 5 TAs over 20 1-h sessions to 
have them evaluate the AI feedback, c ontrast the AI feedback with their
handwritten feedback, and share how they envision using the AI feedback
if they were offered as suggestions. The study highlights the importance
of providing detailed rubrics for AI to generate high-quality feedback for
knowledge-intensive essays. TAs considered that using AI feedback as
suggestions during their grading could expedite grading, enhance consis-
tency, and improve overall feedback quality. We discuss the importance
of decomposing the feedback generation task into steps and presenting
intermediate results, in order for TAs to use the AI feedback.

Keywords: Automated feedback generation · Large-language mo dels ·
Human-AI partnership

1 Introduction 

Extensive research has shown that feedback is important for learning [4, 9,10,12, 
16], yet high quailty feedback requires expertise and efforts to write [24,25]. Since 
the rise of generative AI, research communities around AI and Education have 
explored using large language models (LLMs) to generate tutoring responses and
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feedback. A number of studies showed promising results that when instructed 
well, LLMs can generate high quality feedback that is similar to human feedback
[5,11,14,29]. However, many studies observe problems in LLM feedback such as 
they can be too general [14], cannot capture nuanced differences in students’
answers [11,14,28], hallucinate and make mistakes [14]. In this work, we aim 
to address the question: Even when AI feedback is imperfect, can it be used as
suggestions to expedite and enhance human instructors’ feedback provision?

This work aims to address key gaps in our understanding of LLMs’ capabil-
ities in generating effective feedback. First, prior work on LLM-based feedback 
generation has primarily focused on single-turn, single-rubric evaluations of short 
answers in s ubjects such as math and programming. Several studies have exam-
ined using LLMs to generate tutoring moves for math problems [11,22,27,29], 
while others have examined their use in providing feedback to human tutors 
on tutoring strategies, such as encouraging praise [15,32]. Some research has 
investigated feedback generation for longer texts, including essays for English
learners [7,28] and project reports [14]. However, these studies primarily assess 
language features, with limited exploration of LLMs’ effectiveness in evaluating 
knowledge accuracy in longer essays. To address this gap, this work examines 
LLM-generated feedback for knowledge-intensive essays in a college-level intro-
ductory economics class, where students write essays to explain economic con-
cepts and phenomena. Second, existing approaches have focused on developing
techniques and pipelines to align LLM-generated feedback with human feed-
back using quantitative metrics such as accuracy, recall, and linguistic overlap
[2,17]. In contrast, this study investigates the potential for human-AI collabora-
tion, exploring whether AI-generated feedback – despite its imperfections – can 
enhance instructors’ grading experiences. Third, generating feedback for a whole 
essay presents unique challenges beyond short-answer evaluation, particularly in 
the context of human-AI interaction. P rior research has shown that instruc-
tors prefer to critically review AI-generated content before using it, and seek to
understand the rationale behind the AI-generated content [20]. This work also 
examines the UI challenges of visualizing AI-generated feedback within essays,
aiming to enhance usability and instructor trust.

We conducted our study in a college-level Introduction to Economics 
(ECON101) course. It has frequent short-essay assignments, such as “identify an 
economic phenomenon involving market failure and analyze the market failure 
in it”. We consider these as knowledge-intensive essays, as they require students 
to demonstrate a precise understanding of economic concepts through their writ-
ing. These assignments also have well-defined rubrics, e.g., “correctly explain the
definition of market failure: the market fails to allocate an efficient quantity with-
out government intervention.” Extensive prior research has shown that rubrics
improve feedback quality [25,33], a finding that also holds when using LLMs to
generate feedback [14,27– 29,32]. Given this, we chose this course –ECON101– 
with well-established rubrics to examine an ideal scenario: When detailed rubrics 
are provided, how d oes LLM provide feedback on a knowledge-intensive essay?

We propose a feedback engine that decomposes the feedback-generation task 
into three subtasks. For each rubric, the feedback engine follows these steps: 1)
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AI identifies sentences in the essay relevant to the rubric; 2) AI makes a judgment 
on whether the essay satisfies this rubric; 3) AI generates a feedback message 
to guide the student toward achieving the rubric without explicitly providing 
the correct answer. We conducted the study in Fall 2024 in ECON101, where 
teaching assistants (TAs) provided feedback on students’ essays. To create an 
authentic environment for TAs to critically compare their feedback with the AI’s 
feedback, we first asked TAs to complete their grading tasks as usual. After grad-
ing, we invited them to participate in think-aloud sessions where they reviewed
AI-generated feedback on the same set of graded essays. During these sessions,
TAs compared their feedback with the AI’s and reflected on whether they would
incorporate AI-generated suggestions into their workflow. The study spanned 4
writing assignments, with 5 TAs participating in a total of 20 one-hour sessions.

Through this study, we aimed to answer the following research questions: 1) 
How do TAs perceive the differences between AI-generated feedback and their 
own feedback? 2) What are the prospects of using AI-generated feedback as 
suggestions in the TA grading process? Specifically, can AI feedback be helpful
and how should it be presented to enhance grading effectiveness?

Here is a summary of our findings: 1) AI feedback exhibits more characteris-
tics of effective feedback than human feedback, including the use of praise, expla-
nations, and guiding questions. 2) AI-generated feedback aligns more closely with 
the rubrics, which can be a double-edged sword– it ensures consistency but may 
be misleading when the AI applies the rubric too rigidly. 3) AI feedback can be 
overly fragmented due to rubric-based structuring. This may overlook the need 
for holistic evaluations that could better support students’ learning. However, 
for knowledge-intensive essays, AI cannot generate accurate feedback without 
detailed rubrics. 4) Despite its errors, TAs found AI mistakes easy to correct,
especially when intermediate AI outputs–such as in-text highlights–were visu-
alized. TAs responded positively to a human-AI collaborative approach, where
AI-generated feedback serves as suggestions. They viewed this approach as a way
to expedite grading, enhance consistency, and improve overall feedback quality.

2 Related Work 

2.1 Existing Work on Evaluating A I Feedback

Recent work has shown the potential of using AI to generate feedback compa-
rable to that of human experts’ [2, 7,17]. Researchers showed that AI-generated 
feedback could have higher coherence than human-crafted ones [5], and main-
tains objectivity [1] across large volumes of evaluations. However, these objective 
metrics lack insights from both the experts and the students. Jia et al. explored 
students’ and teachers’ perspectives on AI feedback. They found limitations in
AI feedback including hallucination and vague content, and suggested the irre-
placeable nature of human feedback [14]. In this project, we aim to explore 
the potential for human-AI collaboration in providing feedback, and investigate
whether AI-generated feedback can assist with the process despite its limitations.
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2.2 Capabilities of LLMs in Mo dular Tasks

Recent work has shown the capacity of LLMs in a wide range of modular natu-
ral language tasks. They demonstrated strong ability in retrieving relevant con-
tent and p roducing highly fluent text. Moreover, with advanced prompting tech-
niques like Chain-of-Thought (CoT) [30], LLMs show notable reasoning abilities 
and produce rational decisions [6]. However, LLMs are limited by their lack of 
domain-specific knowledge. And even worse, when they lack relevant knowledge, 
instead of expressing uncertainty or declining to respond, they often generate
inaccurate content, leading to hallucinations, especially for complex tasks [18]. 
One approach to mitigate hallucinations is to improve AI explainability [13,21]. 
Researchers developed algorithms leveraging explainability to improve truthful-
ness in generations [19]. Other work showed that exposing the source of the 
generated text helps the users better identify hallucinations [26]. In this work, 
instead of using LLM to perform a single-turn, end-to-end feedback generation, 
we decompose the task into such modular sub-tasks that LLM has shown high 
performance on and are easy to validate. T o better support users in evaluating
the generated content, we present the results from all the intermediate steps.

3 Method  

3.1 Tasks 

We conducted our study in a college-level Introduction to Economics (ECON101) 
course, which has frequent knowledge-intensive essay assignments requiring a 
precise understanding of economic concepts. These assignments also have well-
defined rubrics. Additionally, the course instructors provided historical feedback 
in response to each rubric, which is a feedback message. And it is suggested to
provide to the students, if the student doesn’t meet this rubric.

3.2 Feedback Generation and Visualization

Instead of adopting an end-to-end generation for feedback, we decomposed the 
task and developed an LLM-powered pipeline, as shown in Fig. 1. Specifically, 
the pipeline generates a piece of feedback for each rubric separately. To improve 
the localization of each feedback, we adopted the idea of Chain-of-Thought [30] 
and structured the process into three steps. First, we requested the AI model to 
identify the most relevant sentences in the student’s essay that indicate whether 
the response meets or misses the rubric. These sentences serve a s evidence for
the subsequent judgment. Next, based on this judgment, the model generates
feedback while explicitly providing a rationale.

To better understand the preferable form of AI assistance, we explored two 
sets of AI-assisted feedback paradigms. In one variant, AI is only used to make 
judgments, which are used to retrieve the historic feedback. In the other vari-
ant, the feedback is generated entirely by AI. To produce feedback aligned with
high-quality feedback guidelines, we specified the suggestions by Patchan et al.



396 X. Lu et al.

Fig. 1. The feedback generation is decomposed into steps. With the relevant sentences 
for each rubric identified in (a), AI makes judgments on whether each rubric is met 
(b). Then the relevant sentences and judgments are used to generate feedback (c). 
Additionally, if the rubric is missed, historic feedback is retriev ed from a set of feedback
designed by instructors. The feedback and relevant information will be shown as in-text
comments in a Word document (d).

[ 25] in the system prompt for feedback generation. Specifically, it is specified to 
(1) use specific and localized language in all feedback; (2) provide praise when 
the student meets the rubrics; and (3) if the student doesn’t meet the r ubrics,
pinpoint the student’s mistake and pose guiding questions without revealing the
answer. Additionally, following the suggestion of few-shot learning [3], exam-
ples of high-quality feedback created by the instructor were also provided. All 
the feedback was generated by GPT-4o with a temperature of 0.05 to enhance
consistency.1

To visualize the feedback, we developed a Word plugin to integrate the gen-
erated feedback as in-text comments on a document. To improve the AI explain-
ability of the feedback, the plugin highlighted the relevant sentences identified
by AI in the generation. As shown in Fig. 2, each comment includes the following 
information – the corresponding rubric item, AI judgment, the historic feedback, 
and the AI feedbac k. This is to help users better identify hallucinations.

3.3 Study Design 

We conducted the study in Fall 2024 in ECON101, where TAs provided feedback 
to students’ essays. The study is IRB-approved. To create an authentic environ-
ment for TAs to critically compare their feedback with the AI’s feedback, we first 
asked them to complete their grading tasks as usual. After grading, we invited 
the TAs to participate in think-aloud sessions where they reviewed AI-generated
feedback on the same set of graded essays. During these sessions, TAs compared
their feedback with the AI’s and reflected on whether they would incorporate

1 https://github.com/UM-Lifelong-Learning-Lab/AIED2025-Exploring-LLM-
Generated-Feedback-for-Economics-Essay. 
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Fig. 2. AI-generated feedback is shown as in-text comments on a Word document, 
added to the most relevant sentences in the student essay. Each comment contains the
rubric, the AI judgment, the AI feedback, and the historic feedback.

AI-generated suggestions into their workflow. The study spanned four writing 
assignments, with five TAs participating in a total of 20 one-hour sessions. Par-
ticipants were compensated with a $25 Gift Card for each study session.

Procedure. After getting participants’ consent, we gave an introduction on 
how the AI feedback and historic feedback were generated. We explained that 
the feedback is generated based on the highlight and the AI judgment. Then 
participants were presented with a randomly selected set of essays they had
graded, with AI feedback as in-text comments in a Word document as shown in
Fig. 2. Participants were asked to evaluate the AI feedback, and contrast the AI 
feedback with their own feedback on the same essay. We also specifically asked
about how they envision using the AI feedback if provided as they graded.

Data Analysis Methods. The recordings were transcribed, de-identified, and 
analyzed with affinity diagram [23]. Two authors interpreted the transcripts, 
iteratively grouped their notes, and identified key emerging themes.

4 Findings 

4.1 RQ1: How Do TAs Perceive the Differences Between 
AI-Generated Feedbac k and Their Own Feedback?

AI Feedback Exhibits More Characteristics of Effective Feedback, 
Such as Pro viding Praise, Using Guiding Questions and Explanations.
First, AI provides more positive feedback (praises), which is often neglected by 
the TAs. Many participants mentioned that they would directly incorporate the 
positive feedback during grading. P5 said, “I would definitely add that (positive) 
comment just as it is.” In contrast, TAs often do not prioritize leaving posi-
tive comments given time constraints in grading. As P2 explained, “Honestly,
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I was grading so many of these. If I had time I would have liked to put in nice 
comments, so I would have definitely used AI’s positive comments.” 

Second, participants value AI feedback for using guiding questions as scaf-
folds. Many TAs agreed on the importance of providing scaffolds in their feedback 
when students had an opportunity to revise their work. For instance, P5 found 
the guiding questions helpful for “push[ing] the students in a certain direction 
where they’re already kind of like on that page.” At the same time, they found 
it challenging to craft guiding questions on their own. As P2 said, “the hardest 
part is not giving them the answer, but also leading them in the right direction.” 

Third, AI feedback often contained explanations of the students’ mistakes. 
For example, when the student mistook fish, which is a rival good, to be non-rival, 
the TA’s f eedback was, “Fish is rival instead of non-rival”. The historic feedback
was also generic: “Discuss the concepts of rivalry in the context of the news
article”, while the AI feedback provides a detailed rationale that “... tuna, as a
finite resource, is rival because one person’s consumption reduces availability for
others.” P5 preferred the AI feedback, stating “I feel like overall, this comment
is probably better than the comment I left ... It gives a good explanation as to
why (the student was wrong).”

AI Feedback Is More Personalized to Students’ Responses in Compar-
ison to the Historic Feedback. For example, when the student mentioned 
that the nearby communities are the “third party”, and needed to further analyze 
the involuntary nature of the nearby communities, AI feedback says, “Consider 
explaining how the communities near the factories are involuntarily affected by 
pollution.” On the contrary, the historic feedback provided by the instructors is 
designed to be more generic and may not apply to all students. As P2 s aid, “We
had (historical) comments that we could use... Even those I’d like to tweak a
little bit for the specific essays.” Below is an example contrasting the difference
between the AI and the historic feedback.

Rubric: “Explain that the third party in the negative externality is invol-
untarily affected.” 
Student response: “In economics, we call this a negative externality; 
the social costs are not taken on by the producers or consumers but by 
society.” 
AI Feedback: “How might the impact on individuals differ if they were 
voluntary participants in the marke t? Consider how the concept of choice
plays into the definition of negative externalities.”
Historic Feedback: “Revisit the definition of an externality and consider
how those affected are economically reflected in the market.”

When presented with both the AI feedback and the historic feedback above, 
P4 preferred the AI feedback because it is more personalized to the student’s 
problem saying “I like that (the AI feedback) uses the word ‘voluntary’ here, 
because that’s kind of the direction you’re trying to point them in... (The historic
feedback) is just talking about the 3rd party which the student already discusses.”
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AI-Generated Feedback Aligns More Closely with the Rubrics, Which 
Can Be a Double-Edged Sword–It Ensures Consistency but May Be
Misleading When the AI Applies the Rubric Too Rigidly. Participants 
appreciated that the AI feedback was better aligned with the rubrics and more 
fine-grained since the feedback engine generates one feedback message per rubric 
item, while the TAs might give a combined feedback for several rubric items. 
However, this brings about t he trade-off that AI feedback could be misleading
when the rubrics are not well written. We will describe scenarios where AI tends
to make mistakes.

First, participants found that AI frequently made mistakes on assessing stu-
dents’ definitions of specialized economic terms, when the definitions were not 
provided in the rubric. For example, on the rubric item “Correctly use the 
terms quantity demanded vs. demand”, AI often misjudged responses because
it doesn’t have the expert knowledge to differentiate “quantity demanded” and
“demand”.

Second, AI can be very strict about a rubric item and may reject alternative 
ways of writing that also satisfy the rubric criterion. For example, a decrease in 
demand can also be expressed as “a demand curve shifts leftwards” or “a demand 
curve shifts downwards” or “a reduction in the consumers’ willingness to pay for 
the good”. Both P4 and P5 noted that some students implicitly conveyed the
intended idea in their writing without explicitly using the language in the rubric,
yet AI marked them incorrect.

Third, TAs and AI had different requirements for the depth of explanation in 
the students’ writing. For example, for the rubric item “Explain the change from 
nonbinding to binding price floor”, the student correctly stated that the policy 
posed a binding minimum wage, which was marked as correct by AI. However, P1 
expected a deeper explanation, “The binding minimum wage. That’s good. But 
I also wanted them to describe the difference between binding and non-binding.” 

Lastly, participants found that AI could be too stringent by focusing on
unnecessary details in the rubric. When a rubric consists of multiple components,
TAs can better identify and prioritize key ideas, whereas AI may lose focus during
evaluation and flag minor points that are peripheral to the core concepts.

TAs’ Feedback Is More Holistic, Extending Beyond the Rubrics 
to Consider Broader Asp ects of Student Understanding and Writ-
ing Quality. While AI-generated feedback typically targets individual rubric 
items, TAs adopt a more holistic approach. They do not treat each rubric item 
in isolation; rather, they sometimes synthesize multiple rubrics and focus on 
overarching aspects such as conceptual understanding and the flow of ideas. For 
example, P2 said they would com bine AI-generated feedback for two different
rubric items to create a comprehensive feedback message. Here, we summarize
the key considerations TAs took into account when handwriting their feedback.

First, TAs shared that there were cases in which students might be struggling 
with deeper conceptual issues that go beyond merely missing a single rubric. In
such cases, they found the AI feedback focusing on a single rubric to be insuffi-
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cient. As P4 mentions, “I feel like a more specific comment (than the AI feedback 
or historic feedback) was needed, just because the student was so wrong.” For 
instance, one rubric item instructs students to “Mention that automation and 
labor are substitutes for consumption”, prompting the student to use economic 
terms to analyze how changes in automation affect the labor market. The cor-
responding AI feedback suggested “To strengthen your argument, mention that 
automation and labor are substitutes in consumption. This will help explain why 
firms might switch to automation when labor costs increase.” However, the stu-
dent’s essay showed no recognition of the relationship between automation and 
labor, indicating a more fundamental misunderstanding rather than omission of 
terminology. Because the AI’s suggestion did not address this deeper conceptual 
gap, the TA found it inadequate. As P4 explained: “So I don’t think this comment 
really helps the student understand what’s going on here. I would ... try to guide 
them in a way to talk about how the demand for automation is shifting... I like 
that the AI mentioned that they should explain that they’re s ubstitutes. That’s
important. But this (understanding the relationship) part is also important.”

Second, some rubrics do not apply to all the essays, and some students’
mistakes are not covered by the rubrics. For example, the students are required
to explain why the “third party” in the negative externalities don’t have a say in
the market. However, some students identified animals or the environment as the
third party, making it unnecessary to explain why these parties lack a voice in
the markets. Since these nuances are challenging to fully capture within rubrics,
AI feedback that relies strictly on rubrics often fails to identify such edge cases.

Third, the TAs would also evaluate and provide additional feedback on the 
flow, conciseness and clarity of the essay, which are not required by the rubrics. 
For example, P2 advised a student to connect their solutions to the described 
scenario. P5 flagged a confusing sentence in the essay. P2, P3 and P4 all left
additional comments on where the student could be more succinct.

Fourth, TAs would emphasize what they want the student to learn when 
they provide feedback, and make sure that the feedback can be addressed by 
the content taught in the class. As P3 remarked, AI feedback didn’t catch the 
student analysis being out of scope. P3 said “They were using concepts that 
weren’t necessarily relevant to the scope of the assignment. But it’s hard to kind 
of know that unless you know what’s being taught in class already.” P5 also 
considered content covered in prior assignments when offering feedback, saying
“The students did not have to (elaborate on) [a rubric], because at this point in
the semester, I think they’re able to identify that.”

4.2 RQ2: What Are the Prospects of Using AI-Generated Feedback 
as Suggestions in the TA Grading Process? Ho w Should It Be
Presented to Enhance Grading Effectiveness?

Highlighting the Relevant Texts for Each Piece of AI Feedback Could
Speed up Reading and Assessments. Participants shared that the AI high-
lights in the Word document helped them more rapidly identify key ideas in 
students’ responses and thus sped up both reading and evaluation. As P4 said,
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“Figure[ing] out what the AI picked up... I think that would be faster than me 
having to read carefully through the essay twice.”. Similarly, P3 noted that high-
lighting helps them understand the students’ essays, and ensures important con-
cepts are not overlooked. They said, “So I think with AI it’s able to parse it out a 
little further to reduce the amount of time to help me understand. If I missed that 
they’re getting the concept because they said it later on, it [AI highlight] would 
help me point that out and see that.” Participants found the h ighlights especially
useful when specific terms or evidence were required by the rubric, as they could
confirm the presence of these terms at a glance. For example, P2 mentioned,
“I sometimes feel like, I’m looking for specific points that they’re hitting. And
the AI highlights those specific points... So I definitely think it would help save
time.”

AI Feedback Could Save TAs’ Time Constructing Feedback. Partic-
ipants found it challenging to construct meaningful feedback for each student. 
For example, P4 said, “The main time is writing those comments cause you gotta 
write them individually for everyone.” P2 further emphasized the difficulty in 
posing guiding questions in the feedback, “The hardest part is not giving them 
the answer, but also leading them in the right direction, because you can’t be too 
explicit.” Participants shared that having AI feedback could facilitate their feed-
back writing. P4 said, “I think it’s hard for me to write those comments because
they can get a little bit wordy, but for the AI to do it, it’s quick and it’s easy and
I think that’s really good to use.”. When participants found AI feedback that
they could directly adopt, they applauded that it would save a lot of time.

AI Feedback Could Improve Consistency in G rading Within One TA.
Several participants worried about the fairness of their own grading. As P1 
explained, “I also worry about consistency. Like, if I take 1 point off for one 
student here. Did I take off 2 points for another student?”. P5 also mentioned 
the same concern, wondering whether they might “grade certain students harsher 
than others (unintentionally).” We did observe an inconsistency in TAs’ grading 
when the student responses implied the correct idea but were imprecise. For 
example, for the rubric item, “Mention that automation and labor are substitutes 
for consumption”, P4 was okay with one student using the word “alternatives” in 
one session, but decided to deduct points in a different session. In such uncertain 
scenarios, participants often wanted a second opinion. P2 noted, “Sometimes 
we’ll have questions like, is this acceptable? ... So it’s nice to have something to 
consult.” Several participants considered AI feedback to help them verify their
evaluation, e.g., P2 said, “It’s just like having another set of eyes on the paper.”

Moreover, several participants shared that the AI feedback made them think
a little harder about the rubrics. For instance, both P4 and P5 realized they
had overlooked certain rubric criteria in their evaluations, which the AI had
identified. P5 commented after reading the AI feedback for several students:
“I’m reading through these (AI) comments. And I’m like, Wow, I feel like I’m
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not catching a lot of things.”. Consequently, they found AI feedback “helpful to 
have standardization within your own section”.

AI Feedback Could Help Standardize Grading Among TAs. Although 
instructors developed the rubrics and held regular staff meetings throughout 
the semester to help TAs learn and apply them consistently, TAs still observed 
inconsistency in their application and expressed concerns about this issue. P5 
said “I think something that we are always concerned about is that one [TA] is 
grading too leniently versus other [TA] that’s grading harshly.” Both P1 and 
P2 noticed that they were more lenient on certain rubrics than other TAs. One 
main source of inconsistencies lies in the varying interpretations of the rubrics. 
Some rubrics defined aspects that students should address, and there remains 
flexibility in the detailedness and depth of analysis. For example, one rubric 
item requires “a thoughtful and well-reasoned solution”, whic h leaves significant
discretion to TAs. P5 expected a thorough explanation of why a solution would
be effective, whereas P2 found that a correctly named potential solution was
sufficient. Moreover, even when the idea is specified in the rubric, the judgment
on students’ alternative ways to express the idea also leads to inconsistency.
Participants envision that AI feedback could help build consistency in grading
among TAs.

Concern About Over-Relying on AI Assistance. Participants are aware 
of potential AI mistakes. They also shared concerns about missing key points 
and making mistakes if they fully rely on AI. For example, P3 found reading 
AI feedback in the middle of reading the student’s essay distracting, and P4 
shared concerns about overlooking sentences that were not highlighted. Almost 
all participants mentioned that to ensure all the important points were covered 
and all the errors were caught, t hey would read the essay and make their own
judgment first, before they read and evaluate the AI judgment and feedback.
As P5 said, “You don’t want to like over-rely on it (AI), in case something is
inconsistent.”

5 Discussion, Limitation and Design Implications 

Our study highlights both the strengths and limitations of AI-generated feed-
back. While AI feedback offers benefits such as stronger alignment with rubrics 
and detailed, personalized explanations, it may contain errors and ineffective 
messages. Using AI feedback as a supplementary tool to enhance TAs’ grading 
processes shows significant promise. In this section, we discuss three key consid-
erations when designing human-AI collaborative systems to support the process:
1) Establish clearly written rubrics; 2) Use highlights to increase transparency on
how feedback is generated; 3) Provide intermediate outputs on each AI subtask,
so that users can decide which outcomes to consume.
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Establish Clearly Written Rubrics. Our study highlights the importance of 
rubrics for AI to generate high quality feedback. We found that further expla-
nation and clarification are needed b eyond the original rubrics TAs use for the
LLM to make accurate evaluations, in line with [31]. We provide tips in Table 1 
on elaborating rubrics to make them more understandable by LLMs.

Table 1. Suggestions for elaborating rubrics in order for LLMs to generate accurate 
feedback that is aligned with expectations for knowledge-intensive essays

Good rubric example Bad rubric example 

Explain the domain-specific 

knowledge 

The student demonstrated an understanding of the 

Law of Demand, that is, as the price of the good 

increases, the quantity demanded by the good or 

service decreases 

The student correctly used the 

terms quantity 

supplied/demanded vs. 

supply/demand 

Include acceptable 

alternatives 

The student demonstrated that farmers demand 

water, or analyze the influence on farmers as 

consumers of water 

The student stated that with tax 

on automation, the demand for 

labor increases 

Specify the expected depth 

of the explanation 

The student explained why deadweight loss exists 

and mention it is quite large given that the 

Government purchased the excess 

Explain the concept of artificially 

scarce goods conceptually 

Negative behaviors should 

be explicity called 

The student did not use long direct quotes (more 

than 1 sentence in one quote) from the article 

Direct in-text references are 

present 

Use Highlights to Increase Transparency on How Feedback is Gen-
erated. Many participants shared that even when AI makes mistakes in deter-
mining whether a rubric item is satisfied, the highlighted sentences in the essay 
made it easy for them to understand and correct AI’s judgment. For example, 
P4 said, “even if it’s sometimes incorrect, that’s what you can check ... I think 
that’s the easiest part for us to get.” After grading 2 essays, P4 found a pat-
tern in what rubric AI might make mistakes. They would be more careful and 
mainly relied on their own judgments. On the other hand, they appreciate AI
for providing detailed and personalized feedback and giving more praise, as well
as guiding questions, which are time-consuming for the TAs to write themselves.
Our findings indicate that highlighting the sentences used for the AI outputs is
an effective way to visualized the AI’s rationales without requiring users to read
additional explanatory text.

Provide Intermediate Outputs on Each AI Subtask, So That Users 
Can Decide Which Outcomes to Consume. Our findings showed that the 
three-step feedback engine was effective in generating high quality feedback for 
knowledge-intensive essays. For each rubric, the three steps include 1) identify 
relevant sentences in the essay for this rubric; 2) make a judgment on whether 
this rubric is satisfied or not; 3) generate a feedback message. This decomposi-
tion of the feedback generation task gives users the flexibility to decide whether 
they should take the AI results. For example, AI might make mistakes on the
second step, i.e., evaluating whether the rubric is satisfied. With the highlighted
sentence, the user can locate the mistake more easily and flip the judgment. AI
might also generate suboptimal feedback, e.g., revealing the correct answer. With
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the highlighted sentences and the suggested historic and AI feedback, users can 
decide to either use the historic feedback, write their own feedback, or combine 
both feedback to craft a better message. Our findings suggest that participants 
were aware of AI’s potential hallucinations and inaccuracies, and the visibil-
ity of intermediate outputs helped them better evaluate the correctness of AI
suggestions.

In this work, we concentrated on knowledge-intensive essays. Such essay 
assignments are widely adopted in STEM courses to support student learning in 
v arious domains, including Materials Science and Engineering, Organic Chem-
istry, Introductory Statistics, etc. [8] Our work looks into the TA’s perspective 
and highlights the promising prospects of AI-generated feedback. TAs found AI 
feedback more detailed and aligned with the rubrics, while they usually adopt a 
more wholistic approach. Future work could explore whether such point-to-point 
feedback is preferable. Moreover, as our findings s how positive prospects of AI
feedback, future work could further investigate how feedback created with AI
feedback as suggestions would impact students’ learning outcomes.

6 Conclusion 

This study aims to examine the prospect of using AI-generated feedback as sug-
gestions to expedite and enhance human instructors’ feedback provision. We 
performed the study in a college-level introductory economics class, which often 
assigns knowledge-intensive essays, where students need to demonstrate a precise 
understanding of economic concepts in their writing. Despite providing detailed 
and clearly-written rubrics, and using a carefully designed feedback engine, there 
are inevitable hallucinations, mistakes, and ineffectiveness in AI feedback. This 
study argues for a future where AI feedback can be provided as suggestions 
during human instructors’ grading and feedback provision process. Participants 
responded positively to the use of AI suggestions and perceived them to accel-
erate grading and enhance feedbac k quality. Moreover, we highlight the impor-
tance of providing detailed and comprehensive rubrics when using AI to provide
feedback on knowledge-intensive essays.
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