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Abstract

Reinforcement Learning (RL) problem with general utility is a powerful decision
making framework that covers standard RL with cumulative cost, exploration
problems, and demonstration learning. Existing works on RL with general utility
do not consider the robustness under environmental perturbation, which is important
to adapt RL system in the real-world environment that differs from the training
environment. To train a robust policy, we propose a robust RL framework with
general utility, which subsumes many existing RL frameworks including RL,
robust RL, RL with general utility, constrained RL, robust constrained RL, pure
exploration, robust entropy regularized RL, etc. Then we focus on popular convex
utility functions, with which our proposed learning framework is a challenging
nonconvex-nonconcave minimax optimization problem, and design a two-phase
stochastic policy gradient type algorithm and obtain its sample complexity result for
gradient convergence. Furthermore, for convex utility on a widely used polyhedral
ambiguity set, we design an algorithm and obtain its convergence rate to a global
optimal solution.

1 Introduction

Reinforcement learning (RL) is an important decision-making framework [41] aiming to find the
optimal policy that minimizes accumulative cost, which is also a linear utility function of occupancy
measure. Recent works have extended standard RL to more general utility functions to account for a
variety of practical needs, including risk-sensitive applications [22, 8, 52], exploration maximization
[18, 54, 51, 13, 6], and safety constraints [54, 51, 13]. There are provably convergent algorithms to
solve RL with general utility [54, 55, 6]. However, these works study RL with general utility in a
fixed environment, which may fail in many applications where the policy is trained in a simulation
environment but implemented in a different real-world environment [37, 56].

To make the policy robust to such environmental change, robust RL has been proposed to find the
optimal robust policy under the worst possible environment [36, 20, 48, 45, 14]. However, all the
existing robust RL works restrict to linear utility function to our knowledge. Therefore, we aim to
answer the following research question:

Q: Can we train a robust policy for RL with general utility and obtain convergence results?

1.1 Our Contributions

We affirmatively answer this question by proposing robust RL with general utility, the first learning
framework that obtains a robust policy for general utility in the worst possible environment. It
is formulated as a minimax optimization problem mingecg max¢cz f(Ag,¢) Where f is the utility
function and Mg ¢ is the occupancy measure under the policy parameter § € © and the environmental
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transition kernel parameter £ € =. Our robust RL with general utility is a combination of its two
important special cases, namely, RL with general utility [54] (formulated as mingeg f(Ag,¢) where
the environmental parameter ¢ is fixed) and robust RL [36] where f is restricted to linear utility
function. This new learning framework also covers many other existing RL frameworks including
constrained RL [2] and robust constrained RL [43] with safety critical applications such as healthcare
and unmanned drones, entropy regularized RL [10] and its robust extension [32] which help agents
learn from human demonstration, pure exploration [18] with application to explore an environment
with sparse reward signals and its robust extension, etc. These examples use convex utility functions
f, which is the focus of this paper. See Section 2.1 for details of these examples.

Then, we focus on designing provably convergent algorithms for our new proposed learning frame-
work with the widely used convex utility function f. In this case, our objective ming maxe f(Ag¢) is
still a highly challenging nonconvex-nonconcave minimax optimization problem. Hence, we have
to utilize the structure and properties of Ag ¢ to design algorithms and obtain convergence results.
To elaborate, we design a projected stochastic gradient descent ascent algorithm with two phases.
Interestingly, the first phase targeted at the objective function f obtains a stationary point of a different

envelope function. Hence, we add a second phase targeted at a corrected objective f to converge to
a near-stationary solution of the original objective f. The convergence analysis is non-trivial with
two novel techniques. First, we have proved a projected gradient dominance property (Proposition
4) that is much stronger than the existing one on convex utility, with less assumptions, no bias term
and applicability to more general parameterized policy. Second, in the convergence analysis of the

second phase, we obtain convergence to a global Nash equilibrium (thus a stationary point) of fby
Proposition 4, which is close to a stationary point of f by proving that V¢ f(Ag¢) = Ve f(Age).

Furthermore, with convex utility function f and the widely used s-rectangular polyhedral ambiguity
set = (including the popular L' and L° ambiguity sets), we design an alternative algorithm which
converges to a global optimal solution of this nonconvex-nonconcave optimization problem
at a sublinear rate O(1/K) (Theorem 3). This is much more challenging than global convergence
for convex RL (that is, RL with convex utility function and fixed &) [54, 51, 6] and for robust RL
with linear utility satisfying Bellman equation [36, 20, 45, 15, 25], so we need novel algorithm
design and novel techniques. First, we prove that arg max, f(\g,¢) can be obtained in the finite
set of vertices V' (E) (Proposition 6). This is intuitive if f()g..) is a convex function but in many
applications, only f(\) is convex. To solve this challenge, we prove a novel local invertibility
property of Ag. (Proposition 5) by checking Bellman equation of )y ¢ state by state in two cases.
Then we prove Proposition 6 using a novel state-by-state extension from an optimal non-vertex &
to an optimal vertex . Second, the major difficulty to design our algorithm is to find a descent
direction of I'(#) := max¢ f(Ag,¢). We select the near-optimal vertices £ € = C V(E) that may
affect the optimization progress I'(6;+1) — I'(y), and find the descent direction with provably large
descent for all the corresponding functions { (g, ¢)}ecz, (Proposition 7) via convex optimization.
Third, by Proposition 6, the global convergence measure Ay, := I'(f,) — miny I'(6) at each iteration
k either is O(1/k)-close to optimal (I'(f;) < O(1/k)) or enjoys large descent (Eq. (26)), so we
prove the convergence in 3 cases: O(1/K)-optimal final 0, iterate Eq. (26) from 6, or from a
O(1/k)-optimal intermediate 6y,

1.2 Related Works

RL with General Utility. Standard RL aims to optimize over the accumulated reward/cost [21, 41].
Some early operation research works focus on other non-linear objectives such as variance-penalized
MDPs [12], risk-sensitive objectives [22, 8, 52], entropy exploration [18], constrained RL [2, 1, 35]
and learning from demonstration [39, 3].

[54] proposes RL with general utilities to cover the above applications and applies variational policy
gradient method that provably converges to the global optimal solution for convex utility. [55]
proposes a variance reduced policy gradient algorithm which requires O(e~3) samples to achieve
an e-stationary policy for general utility and O(e~2) samples to achieve an e-global optimal policy
for convex utility and overparameterized policy. [51] provides a meta-algorithm to solve the convex
MDP problem as a min-max game between a policy player and a cost player who produces rewards
that the policy player must maximize. They further show that any method-solving problems under the
standard RL settings can be used to solve the more general convex MDP problem. [27] obtains policy



gradient theorem for RL with general utilities. [6] proposes a simpler single-loop parameter-free
normalized policy gradient algorithm with recursive momentum variance reduction. This algorithm

requires O(e %) samples to achieve e-stationary policy in general and 6(6_2) samples to achieve

e-global optimal policy for convex utility. For large finite state action spaces, it requires O(e~*)
samples to achieve e-stationary policy via linear function approximation of the occupancy measure.
[53] proposes decentralized multi-agent RL with general utilities. [13] shows that convex RL is a
subclass of multi-agent mean-field games.

Robust RL. Robust RL is designed to learn a policy that is robust to perturbation of environmental
factors. Usually robust RL is NP-hard [45], but becomes tractable for ambiguity sets that is (s, a)-
rectangular [36, 20, 45, 44, 29, 56] or s-rectangular [45, 42, 23, 26]. Methods to solve robust
RL include value iteration [36, 20, 45, 15, 25], policy iteration [20, 4, 24] and policy gradient
[29, 44, 56, 42, 26, 17, 28].

2 Robust Reinforcement Learning with General Utility

Notations. The space of probability distribution on a space & is denoted as A, If X is finite, we
denote its cardinality as |X|. || - ||, denotes p-norm of vectors and || - || = || - ||2 by default.

Reinforcement Learning with General Utility. Reinforcement Learning (RL) with general utility is
an emerging learning framework [54, 55, 6], specified by a tuple (S, A, p, f, p, ), with finite state
space S, finite action space .A, transition kernel pe € (AS)S*4 parameterized by ¢ € = (Z C R%=
is convex and compact), discount factor v € (0, 1), general utility function f : AS*4 — R and the
distribution p € A of the initial state so. At time ¢, given the environmental state s;, the agent takes
action a; ~ 7g(-|s¢) based on a policy g € (A“)S parameterized by § € © (O C R% is convex).
Then the environment transitions to state s;41 ~ p¢(-|s¢, a:). The occupancy measure Ag ¢ € AS*A
at (s,a) €S x A is defined below.

—+oo
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where P, ., denotes the probability measure of the Markov chain {s;, a; }+>0 induced by policy 7,
transition kernel p, and the initial distribution p. The aim of the agent is to find the optimal policy g
that solves mingeco f(Xg,¢) given fixed transition kernel p,. Here, f(Ag,¢) can be seen as the overall
cost of selecting policy 7y in the environment p¢, and there are many examples of the utility function
f covering a variety of applications (See Section 2.1). However, existing works on RL with general
utility assume a fixed environmental transition kernel p¢, which may fail in many applications where
the policy is deployed in a real-world environment different from the simulation environment for
training. To obtain a policy that is robust to such environmental change, we propose a new learning
framework called robust RL with General Utility as follows.

Our Proposed Robust RL with General Utility. The goal of our proposed robust RL with general
utility is to find an optimal robust policy under the worst possible environmental parameter £ from an
ambiguity set =, as formulated by the following minimax optimization problem with general utility
function f.

i A 2
min max JICYRIE ()

In practice, the distance between the real-world environment (for deployment) and simulation

environment (for training) is assumed to be bounded. Therefore, = is usually set as a neighborhood
around the nominal kernel ¢ estimated from the simulation environment, i.e. Z = {¢ € R :

o~

d(&,&) < dp} with distance measure d and the distance upper bound dy > 0.

2.1 Examples of Our Robust RL with General Utility

Example 1: RL with General Utility.

When = = {fA } for a fixed environmental parameter §A, our proposed robust RL with general utility (2)
reduces to (non-robust) RL with general utility mingceo f(A 9‘2), as introduced above.



Example 2: Robust Constrained RL and Its Special Cases.

Robust constrained RL [38, 43, 40] is an emerging learning framework where an agent should
obey safety conditions in all possible real-world environments, which is important in safety critical
applications such as healthcare and unmanned aerial vehicle [43]. For math formulation, denote
0 M el5) as cost functions S x A — R. At time ¢, the agent receives performance-related

cost ¢(%)(s;, a;) and safety-related costs {c(*) (s, a;)}£< . Define value functions Vo(,]? and robust

k)

value functions V( as follows.

vk o (B X ®) (s, a)\ A= v® k=01,....K. 3
0,& 95 Z SG Qésa) ) I?EaEX 0,6 5 Ly ) ()

Then robust constrained RL is formulated as the following constrained policy optimization problem.

gnm V(O), s.t. V(k) <mforallk=1,..., K, (@]
<O

where 75, € R is the safety threshold, and Ve( ) < 73, means that the safety constraints Vg(? < T
holds for any environmental parameter £ € =.

Proposition 1. The robust constrained RL problem (4) is a special case of our proposed robust RL
with general utility (2) using the following convex utility function f.

{<c(0)7,\>7 if <c(k),)\>§7';~C forallk=1,..., K
+ oo, otherwise '

f) = 5)

After removing the safety constraints, robust constrained RL reduces to an important special case
called robust RL (formulated as mingceg ) MaXges (¢ Xg¢) with linear utility function f(\) =

(¢©) X)) [36]. Furthermore, when = {f } for fixed 5 robust constrained RL and robust RL reduce
to constmmed RL [2] and RL [41] respectively. All these examples are important special cases of our
proposed robust RL with general utility based on Proposition 1.

Example 3: Robust Entropy Regularized RL and Its Special Cases.
Robust entropy regularized RL is also an important RL framework with application to imitation learn-
ing and inverse reinforcement learning which help agents learn from human experts’ demonstration
[32, 33], and is formulated as the following minimax optimization problem.

min max [No.e(s, a) '“Z Xoe(s o(:9)]], (6)

00 te=
s,a

where c is a cost function, Ag ¢(s) = >, Ag.¢(s, a) is the state occupancy measure, and H[my(-|s)] =
— > . To(als)log s (als) is the entropy regularizer (with coefficient y# > 0) which encourages the
agent to explore more states and actions and helps to prevent early convergence to sub-optimal
policies.

Proposition 2. The robust entropy regularized RL problem (6) is a special case of our proposed
robust RL with general utility (2) using the following convex utility function f.

A
Z)\s a [ c(s,a —I—/otlogZ (j’(j)a/) ) @)

When p = 0, robust entropy regularized RL (6) reduces to robust RL [36]. When ¢ = 0 but p >AO,
robust entropy regularized RL reduces to robust pure exploration. Furthermore, when = = {{},
robust entropy regularized RL, robust RL and robust pure exploration reduce to entropy regularized
RL [10], RL [41] and pure exploration [18] respectively. All these examples are important special
cases of our proposed robust RL with general utility based on Proposition 2.

2.2 Gradients for Our Robust RL with General Utility

Theorem 1. The gradients of the objective function (2) for our proposed robust RL with general
utility can be computed as follows.

= _0f(Nae)
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We make the following standard assumptions which are also used in RL with general utility [55, 6].

Assumption 1. There exist constants lry, Ly, lp., Ly, > 0 such that for all s,s" € S, a € A,
0,0 € ©and £,&' € E, we have

IV logmo(als)| < Crys  [1V0log mar(als) — Vologma(als)]| < Ly, I8 — 6]
[Velogpe(s'|s,a)[| < by, [[Velogper(s']s,a) — Ve log pe(s']s, a)l| < Ly €' — €.

Assumption 2. There exist constants Iy, Ly > 0 such that for all \,\' € AS*A, |[VAxf(\)| < Ix
and [V f(N) = Vaf(N)[| < L[N = Al

Proposition 3. Under Assumptions 1 and 2, the gradients (8) and (9) satisfy the following bounds
forany 6,0’ € © and £,&' € =.

‘r ¢
196/ Qo)ll < o= s IVef o)l < lei= 250 10)
Vo f(Norer) — Vaf(Noe)ll < Looll0 — 0| + Locllg" — €|, (11)
IVef(Norer) = Vef(Moo)ll < Leoll0 — 01l + Le ell€" — €], (12)
2 VIA(LA+E \/ISHA) L 0 Lrg Lo/ |S|
where Lg g : (1:,”2 + 97;2, Lg¢ = 7(917%3(10\ +203+/|S||Al), Le g =
p§\/|A<Lk+eM/\sHA> Vo VISI(La+20V/ISIIAD | ea(Lpe+£;1S])
a=° Lee:= =7 T

In practice, the exact gradients (8) and (9) are unavailable and can only be estimated via stochastic
samples. We refer the details to Appendix C as those largely follow [6].

Define the following projected gradients with stepsizes b, a > 0, which have been used to measure
convergence of algorithms to stationary points of optimization [30, 5, 47] and RL problems [49, 46,
34].

G (0,¢):= [e proje (0—bVef(Mae))], GO(6,¢):= [PYOJ (E+aVef(Noe))—¢] (13)

3 Gradient Convergence for Convex Utility

Assumption 3. The utility function f(\) is convex.

Robust RL with convex utility functions f subsumes many important special cases, including robust
constrained RL, robust entropy regularized RL, constrained RL, robust RL, RL, pure exploration,
etc., as shown in Examples 2 and 3 in Section 2.1.

Partially inspired by the gradient descent ascent (GDA) algorithm [31] for nonconvex-concave
minimax optimization, we design the projected stochastic GDA algorithm (Algorithm 1) with two
phases to solve robust RL with convex utility. The first phase (called original phase) can be seen as
projected stochastic GDA algorithm on the original objective function f. Specifically, in the k-th the
outer loop with fixed &g, the inner loop applies 7" projected stochastic gradient descent steps (14) to
obtain 6, which converges to the global solution of ®(¢;) := mingee f(Ag¢, ) as f is convex. Then,
we update &, using the projected stochastic gradient ascent step (15). However, the output £ of the

first phase only converges to a stationary point of the following the envelope function ® '.
(€)= max [2(¢)) — Leelle’ — €]1°] (18)

To converge to a stationary point of f, we add the second phase (called corrected phase) which
applies projected stochastic GDA to the following corrected objective.

min max f(0,8) == f(Noe) —

19)

'"The convergence rate of || V®(£)|| is proved in [31] when f(Xg.¢) is a convex function of 6, and will be
proved in Appendix N.2 for our Theorem 2 when f () is convex.



Algorithm 1 Projected Stochastic Gradient Descent Ascent Algorithm For Convex Utility

Ju—

Hyperparameters: K, T, K', T', o, 3, a, b, L¢ ¢, {mf\k), H/(\k), mék), Hék)}izl.
Initialize: &, € =, 6y, 0K € O.
# Begin original phase to solve the original optimization problem (2)
for Iterations k = 0,1,..., K — 1 do
Initialize 8y o < 6p.
for Inner stepst =0,1,...,7 — 1 do
Obtain g,(jt) ~Vaf(Xg,,.c.) by Algorithm 3 with hyperparameters mg\l), H)(\l), mél), Hél).
Apply the following projected stochastic policy gradient descent step.

»

AN A

Ok,t+1 = PIOjg (9;67,5 — ag,(f)). (14)

. end for
9: Assign Gk — kaT.
10:  Obtain ¢ ~ Vv : : 2 7@ @) (2
: 9 = Ve f(Noye,) by Algorithm 3 with hyperparameters my ™, Hy™, m;", H.™.
11:  Apply the following projected stochastic gradient descent step.

€1 = projz (& + Bg.Y). (15)

12: end for _
13: Obtain & from {&;,} 7" uniformly at random.
# Begin corrected phase to solve the corrected optimization problem (19)
14: for Iterationsk = K, K +1,..., K + K' — 1do
15:  Initialize &0 < &.
16:  for Inner steps t = 0,1,...,7" — 1 do
17: Obtain g,(f’t)zV5 f (X, ¢,.,) by Algorithm 3 with hyperparameters mg\g), H ;3), mf’), H 5(3).
18: Apply the following projected stochastic gradient ascent step.

Ek,t+1 = Projz [fk:,t + a(gff,z —2L¢ ¢ (&kt — f))] (16)

19:  end for
20: Assign & < gk,T’-
21:  Obtain g,(f) ~ Vo f(Ne, e, ) by Algorithm 3 with hyperparameters mgfl), H/(\4), m((f), H é4).
22:  Apply the following projected stochastic gradient descent step.
011 = proje (6x — bg\”). (17)

23: end for ~
24: Output: (0;,&;) where k is obtained from {K, K +1,..., K + K’ — 1} uniformly at random.

The convergence analysis of Algorithm 1 is challenging largely because f(\g,¢) is only a convex
function of Mg ¢ not of 6. To tackle this challenge for non-robust convex RL with fixed &, [54]
assumed that a global Lipschitz continuous inverse mapping from Ag ¢ to 6 exists. [55, 6] relaxed
this assumption to the following assumption of local inverse mapping, which covers the popular
direct policy parameterization mg(als) = 6, [6] and softmax policy parameterization 7g(als) =

exp(es,a) el
S exp(0..0) (see Proposition 8 for the proof).

Assumption 4 (Local Invertibility of A. ¢). There exists constants {5-1 > 0 and 6 € (0,1) such that
for any fixed 0 € © and £ € =, the occupancy measure (1) satisfies:

1. There exists sets Up e C © and Vy, . C AS*A that contain 0 and Ao,¢ respectively, such that
Ao i Up e — Va, . Is abijection. Its inverse denoted as )\e_é is )-1-Lipscthiz.

2. There exists at least one optimal policy 6*(§) € arg ming cg f(No ¢) such that for any 6 € [0, 0],
(]. — 5))\975 + 5)\9*(5)’5 S V)‘B,i'

Proposition 4 (Projected Gradient Dominance for Convex Utility). Under Assumptions 1-4, the
utility function f satisfies the following gradient dominance property for any 6 € © and £ € =.

o) = min fhore) <[V20-1 (BLos +1) + 8] IGE (9.9 (20)



Remark: Proposition 4 indicates that the function f(\. ¢) is projected gradient dominant for convex
utility function f, which is important in the convergence analysis of Algorithm 1. Our Proposition
4 is stronger than Lemma E.7 of [6], a similar gradient dominance property for convex RL which
requires assumption of positive definite Fisher information matrix, involves bias in the error term and
focuses on unconstrained optimization with softmax parameterized policy (a special of our general
parameterized policy with constrained variable § € O).

Technical Novelty. In our proof, to tackle the constraint # € © which is more challenging than the
unconstrained case © = RISl in [55, 6], we apply Assumption 4 to 6’ := 6 — ﬁGéf) (0, &) not to the

obvious choice #, which yields 65 € © for any § € [0, 8] such that Ag; ¢ = (1—0) g/ +Xg-(¢).¢ €
Vo.e- Then

(4) (#4)
Vof(hare) T(05—0') > [Vof(Nore) —Vof (Moe)+GS(8,6)]  (6:-8") > —0[81GY (8,61,

where (i) uses the projection property (05—6') " [Gg’) (0,£)—Vof(XNo,e)] < 0and (i) uses ||§5—0'|] <
O(6). The above bound implies Eq. (20) since f is convex and ¢y-Lipscthiz.
Assumption 5. = is convex and compact with diameter D= := max¢ ¢rc= || — &|| > 0.

Assumption 5 holds for the commonly used direct kernel parameterization p¢(s'|s, a) = £(s, a, s")
(forall s,s’" € Sand a € A)[42, 28, 26, 17] and = defined a compact neighborhood around a nominal

transition kernel parameter &.

We show the gradient convergence result of Algorithm 1 by the following theorem and demonstrate

the gradient convergence by the experiments in Appendix A.
Theorem 2 (Gradient Convergence for Convex Utility). Suppose Assumptions 1-5 hold. For any
precision ) < € < 48%5’5 l:\/ig)\—l (Le_’g + 4L) + 69}, we can always find proper hyperparameter

values of Algorithm I (see Egs. (127)-(150) in Appendix N.6 for these hyperparamter values) such

that the algorithm output (05, &) is an e-close to a stationary point, that is, E[HGgg) (07, &) |17 < €2
and IE[HGELE) (07, &) |1] < € with projected gradients Gl(f) and G¥ defined in Eq. (13). The number
of required stochastic samples is O [%] .

Proof Sketch of Theorem 2 and Technical Novelty. Inspired by Appendix D of [31], E from

the first phase satisfies IE||V<T>(§~)H2 — 0 (see Appendix N.2). Then, &, := & 7+ from the inner
update (16) of the second phase converges to the unique maximizer (denoted as &) of the L¢ ¢-

concave function f(@k, ) as T" — o0 (see Appendix N.3). This means the update step (17) is
approximately projected gradient descent for mingcg \Tl(@) which yields the convergence rate of
E [||G,()9) (67, &7)|1?] (see Appendix N.4).

However, the biggest challenge is to obtain the convergence rate of E[||G © (67, &) 1?] (see Appendix
N.5), which corre~sponds to V¢ f while the second corrected phase aims at the corrected objective f

To show thé}f Yff(@k, &) ~ Ygf(%, &1), note that ng(ek, &) — ng;((gk, &) = —2L575(f;€ -9
and that V®(§) = 2L¢ ¢[£*(€) — £] ~ 0 (already proved) where £*(§) is the unique maximizer
of ®(¢') — Le¢|
show &, ~ £*(§). Note that (6, &) is an approximate Nash equilibrium of f, i.e., { ~ & =

arg maxg .z f(0k, §) (proved above) and 0y, ~ arg ming g f(0, &) (derived below).

& — §~H2, a strongly concave function of ¢’ in Eq. (18). Hence, it suffices to

. . (@)
E(f (00, &) — min F(#',60)] = Elf Qo,.e.) — min fOore,)] < OEIGE 0,9)])) < 0(e),
where (i) uses Propogition 4. Hence, based on the property of Nash equilibrium, we have &, ~

arg max (&) = £*(€) where ¥(£) := mingeo f(6,€) = (€) — Le ¢l — &I
4 Global Convergence on Polyhedral Ambiguity Set

This section aims to obtain a global optimal policy * that minimizes the robust utility I'(6) Lef
maxeez f(Ag,¢). This maximization is challenging for convex utility f. In contrast, global conver-



gence results have been obtained without such challenge in some important special cases, including
convex RL with fixed £ [54, 51, 6] and robust RL where linear utility f is amenable to both mingcg
and max¢ez [36, 45, 42, 23, 26]. Fortunately, we will show that by using the popular s-rectangular
polyhedral ambiguity set =, arg max, = f(Ag ¢ ) always exists among the finitely many vertices of =.

4.1 S-rectangular Polyhedral Ambiguity Set

In this subsection, we will introduce the popular s-rectangular polyhedral ambiguity set, and derive
its important propositions for designing globally converged algorithm.

Fhe global convergence is generally NP-hard, even for the important special case called robust RL
with linear utility, [45]. A common practice to make the problem tractable is to use direct kernel
parameterization pe(s'|s, a) = (s, a, s") [42, 28, 26, 17] and assume the ambiguity set = to satisfy
some certain rectangularity conditions, such as s-rectangularity defined below [45, 42, 23, 26].

Assumption 6. We use direct kernel parameterization and assume that = is s-rectangular, i.e.,
E = XeesZs = {€ € (AS)S*A  £(s,-,) € By, Vs € S}, a Cartesian product of Z, C (AS)A,
Proposition 5 (Local Invertibility of g .). Suppose Assumption 6 holds and = is a convex set. For
any 0 € ©, &,&, € Zand § € [0, 1], define the following kernel parameters &5 € (AS)S*A,

arbitrary as long as &5(s, a,-) € AS, if Ag.g,(8)=MNa,e,(5)=0
§s(s,a,8") = € SXge, (8)€1(s,a, 8 )+ (1—8)Na g, (5)E0(5, a, 8") otherwise , (2D
6)‘0751 (S)+(1_6))‘97§0 (S) ’

where Mg ¢(s) == >, caMoe(s,a) forany s € S, 0 € © and { € Z. Then {5 € Z and its
corresponding occupancy measure is Mg s = 0Xg ¢, + (1 — 6)Ag.g-

Remark: Proposition 5 indicates that the mapping from § to Ay ¢ is locally invertible for s-
rectangular set =, which is important to solve the aforementioned challenge that convex utility is not
amenable for maxgcz f(Ag,¢). This role is similar to that played by the local invertibility assumption
(Assumption 4) for policy €. To our knowledge, Proposition 5 has never been obtained in the existing
literature.

Assumption 7. Under Assumption 6, for every s € S, = is a polyhedron spanned by a finite set of
vertices V (Zs) ::{gﬁ,f)}ﬁ{;l C=, Le, By = {Z%;l Z/mﬁﬁ,f) $Um >0, Z%;l Uy = 1}.

Polyhedral ambiguity set defined by Assumption 7 includes the widely used s-rectangular L, and

o~

Lo ambiguity sets, defined as Z = {¢£ € (AS)S*A 1 ||&(s,1,:) — &€(5,5,0) ||, < as,Vs € S} for

-~

p € {1, 00} respectively [7, 19, 16], where £ € = is the nominal transition kernel usually obtained
via empirical estimation. On polyhedral ambiguity set, the optimal kernels arg max,cz f (Ag,¢) can
always be obtained at the vertices of =, as shown below.

Proposition 6. Under Assumptions 3, 6 and 7, for any 8 € ©, we have maxeez f(hge) =
maxecy (=) f(Ao,e), where V(Z) = x5V (Es) is the vertex set.

Technical Novelty. Suppose a non-vertex kernel §* € arg max, = f (Xo,¢)/V(Z) is optimal. Since
f is convex, if g ¢~ is a convex combination of )\9751« and )\975“) for some &1, &y € = (corresponding

to &, £(9) respectively in the proof in Appendix I), then &1, & are also optimal. Ideally, if £, € V(2)
or {§ € V(E), the proof is done. However, this is not guaranteed since in Proposition 5 and
Assumption 6, the convex combination coefficients differ among the states s € S. To solve this
challenge, it suffices to find such optimal &; that differs from £* at only one state s such that the
non-vertex £*(s) ¢ V(E;) is replaced with vertex &1(s) € V(Z,). Then we can conduct such
change from non-vertex to vertex for only one state s at a time until the kernel becomes vertex at
every state, while keeping the optimality all the way. To find such &;(s), note that on polyhedral
set =, there always exist &1 (s) € V(Z;) and &y(s) € E; such that the non-vertex point £*(s) is a
convex combination of & (s) and &y(s), while £*(s") = &1(s") = &o(s’) for any s’ # s. Hence, there
exists ¢ € [0, 1] such that {* = & defined by Proposition 5, which implies that Ag ¢ is a convex
combination of )\gygf and )\975(@.



4.2 Globally Converged Algorithm

The original objective (2) is  Algorithm 2 Globally Converged Algorithm for Convex Utility on
equivalent to the minimization Polyhedral Ambiguity Set
problem mingeg I'(0), where

[(0) = maxeev(z) f(No¢) 1: Hyperparameters: K, {oh, €x, B o -
with finite vertex set V(Z) 2: Initialize: 6 € ©.
based on Proposition 6. A nat-  3: for Iterations £ = 0,1,..., K —1do

4:

5

ural choice to solve this min- Calculate )\ek,g,.f(/\ek,f)_ andyef(Aek,f) fo:allf e V(2).
imization problem is the fol- Select near-optimal vertices Zx:={§ € V(E) : f(Ag, ) >

lowing policy update rule (for maxg ev(z) f(Aoy,¢e) — ok}

simplicity we consider theun-  6:  Find d}, € By := {d € R% : ||d|| < 1} such that
constrained policy space © = Ai(dy,) < mingep, Ar(d) + €.

R% as in [55, 6]). (Ay is defined in Eq. (23). One way to solve minge g, Ax(d)

0 — 0, — Bud 22) is to apply projected subgradient method (28) and obtain
ht F Wk dj, € arg maXde{dk,t:ogtST}Ak(d)J

where 3 > 0 is the stepsize ~ 7:  Let dy, := d} /||d}|| and obtain 654, by Eq. (22).

and dj, is a unit descent direc- end for

tion of I'(f ). Subgradient de-  9: Output: (0, i) where {x € argmaxecy (=) f( Aoy ¢)-

scent method seems an obvi-

ous choice for dj which aligns with the direction of a subgradient Vg f(\g, ¢,) where &, €

arg maxecy (z)f(Ag, ). However, the convergence analysis of subgradient descent method [11]

requires the convexity of f(\.¢,) which does not hold in our setting, and the function value is

not monotonically decreasing. To solve these challenges, we design Algorithm 2 which selects

near-optimal vertices =, :={£ € V(Z) : f(Xo,.¢) > maxgcy(z) f(Ng,,er) — o} with a certain

threshold o, > 0 and obtains dj, by solving the convex optimization problem minge g, Ax(d) up to

precision € > 0, where A (d) below denotes effective descent of I'(6y,) along the direction d.

Ar(d) = max (Vof(Noy.¢)'d],d € By :={d e R :||d| <1}. (23)

o %®

Here we only care about the near-optimal vertices in 2, C V' (Z) because for any worse vertices
§ € V(E)/Zk, [(0k,§) < maxe ey (z) f(Na, 1) —0x implies f(Ox11,) < maxe ey (z) f( Aoy er)
for appropriate o, > 0. This means such worse £ can not affect the optimization progress I'(6y) —
I'(0k+1)- Hence, by solving minge g, Ak (d), we can obtain a direction dj, in which all the potentially
effective function values {f(\g, ¢)}¢e=, have uniformly large amount of descent —V f (X, ¢) T di.

To analyze the global convergence of Algorithm 2, we want to guarantee sufficient descent I'(6y,) —
T'(6x11) whenever 0y, is not close to optimal. It suffices to slightly alter Assumption 4 as follows.

Assumption 8. A variant of Assumption 4 holds which replaces the non-robust optimal policy 6*(§)
with a robust optimal policy 6* € argming.g I'(0) and shrinks the range from § € Z 10 § € V(2).

Remark: Assumption 8 is no stronger than Assumption 4 and also covers the popular direct policy
parameterization. Also, Assumption 8 guarantees that from any policy § € ©, there exists a partial

curve {fs : 6 € [0,0]} towards a robust optimal policy 6* such that Ag, ¢ = (1 — 6)Ag ¢ + 0Xg+ ¢, SO
we can utilize convexity of f and obtain the following important sufficient descent property.

Proposition 7 (Sufficient Descent on Polyhedral Ambiguity Set). Under Assumptions 1-3 and 8, at
any 0 € © := R, there exists a unit descent direction d (||d|| = 1) such that

FQoe) = f(Noe o) <[ V2051 Vaf(Noe) Td], VE € E (24)
where 0* € arg ming g I'(0) is given by Assumption 8 and x . := max(z,0) for any x € R.

Remark: d in Proposition 7 is a good descent direction since whenever the function value gap
F(Xa.e) — f(Xo= ¢) > 0, itis dominated by the gradient descent amount —Vg f(Ag.¢) "d > 0. Unlike
existing gradient dominance properties for robust RL [42, 26, 17], f(Ag.¢) — f( Mg+ ¢) < 0is possible
so we use [-]+ to cover all cases. This brings challenge and thus novel techniques to obtain the first
global convergence result of our robust RL with general convex utility as follows.

Theorem 3 (Global Convergence for Convex Utility on Polyhedral Ambiguity Set). Implement

Algorithm 2 with By, = 2,;/2?, o = 4*@{36* and any €, > 0. Then under Assumptions 1-3, 6-8, the




algorithm output O has the following global convergence rate.

D(0x) — min T(0") < v/205-s  max ey + A6

min na K+l (- 1Ly, +2V/20y). (25)

Remark: The convergence rate O(1/K) matches the state-of-the-art of policy gradient type methods
for robust RL [26], while the error term ¢ results from solving the convex optimization problem
minge g, Ai(d) in line 6 of Algorithm 2.

Technical Novelty. Applying Proposition 7 to Algorithm 2 with oy, = 284y, we have

A :=T(0) = min T(0") < [V2lr [ex — Ax(d)]], + 2Bbs. (26)

To overcome the main difficulty caused by [-]; above, we analyze each k-th iteration in 2 cases
Ak(d;c) > 0 and Ak(d;c) < 0. If Ak(d%) > 0, then Ay < \/iﬁ)\—lag + 20ily and thus Apy; <
V20, 1€, + 3Bile; If Ag(d},) < 0, then in Eq. (26) we replace A (d},) with Ag(dy) < Ag(d},) <0
and remove [-]1. This along with F(QkH) —T(0k) < BrAr(dr) + L;’G % (by smoothness) implies

Apg1 <

1
A (9[ } 27
k+2 Ol T 7)
Then we obtain the rate (25) in 3 cases: If A, (d}) < Oforall k =0,1,..., K — 1, iterate Eq. (27)
from Ao; IfAKfl(dKfl) >0, A < \/§€>\—16K + o If AK/,l(dKzfl) > (0 while Ak(dk) <0
forall k = K',..., K — 1, iterate Eq. (27) from Ags < \/56)\—16](/_1 + 3Bk _14p.

Algorithm 2 involves convex optimization problems minge g, A (d), which can be solved via the
following projected subgradient method for¢t =0,1,...,7 — 1.

dit1 < Projp, [drs — aVof(Ng, ¢, )], where & € arg maXges, V@f()\gk’g)—rdk’t. (28)

The best direction dj, € arg max¢ { dk,tIOStST}Ak (d) from the above subgradient method achieves
€} accuracy within T' = (9(6,;2) steps [11], which yields the following complexity result.

Corollary 1. Under the conditions of Theorem 3, for any € > 0, implement Algorithm 2 with K =

80s-1€ 1 (lx-1Lg g + 2v/20y) iterations and T = 3683_1656’2 subgradient descent updates (28)

with stepsize & = 5~ to obtain d}.. Then the output 5 achieves I'(0x ) — mingco I'(0') < e
A—1%

Finally, we can prove that all these Assumptions 1-8 required by our convergence results (Theorems
2 and 3) can be satisfied by the following examples.

Proposition 8. Assumptions 1-8 are all satisfied if we use the following choices:
e Softmax policy parameterization mg(a|s) = %’ where § € © = [—R, R|ISIXIAl for

some constant R > 0 to prevent mg(a|s) from approaching 0.
e Direct kernel parameterization p¢(s'|s,a) = &g 4,5 With s-rectangular Ly or Lo, ambiguity

sets defined as = = {& € (AS)S*A . ||§( 8y1,1) — g(s, S)lp < as, Vs € St forp € {1,00}
respectively, where the fixed nominal kernel € satisfies & (s a,s') > ag, Vs, a,s" to prevent pe(s'|s, a)
from approaching 0.

o The utility function f(\) defined in Eq. (7) for robust entropy regularized RL and its special cases,
within the range A € A = {Xg¢ : 0 € ©,¢ € E} for the domains © and = selected above.

5 Conclusion

In this work, we propose robust RL with general utility, the first learning framework that obtains a
robust policy for RL with general utility. We propose a stochastic policy gradient type algorithm
for convex utilities and obtains its sample complexity result for gradient convergence. Furthermore,
for convex utility on polyhedral ambiguity set, we propose an alternative policy gradient type
algorithm and obtain its global convergence rate. Note that this globally converged algorithm requires
enumeration among many vertices, and thus it is an important future direction to reduce enumeration
by utilizing structural properties. In addition, to extend the results to large or continuous state-action
space is also an interesting direction.
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A Experiments

In this section, we present simulation results of Algorithm 1 for convex utility.

Simulation Setting. We choose S = {1,2,---,S} with S = 10 states and A = {1,2,--- , A}
with A = 5 actions. The discount factor is v = 0.95 and we select uniform distribution as the
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Figure 1: Numerical Experimental Result (the green vertical line denotes the transition from Phase I
to Phase II of Algorithm 1).

initial state distribution p. To optimize the objective function (2), we apply direct parameterization
to policy parameter 0, , = m(als) € © = (A“4)S and transition kernel parameter &, o =

p(s'|s,a) € (AS)S*A. In order to preserve £(:,:,s") € AS, We select nominal kernel £(-, -, s')

, iid . .
as %, where e, '~ N(0,1) for each s’ € S. Then we select sufficiently small radius

r=0.01 < min, 4 &, , o and use the L? ambiguity set Z := {& : [|£(s,,:) — &(s,:,:)|| < 7} (for
transition kernel) such that all £ € = have all positive entries. As for the general utility function f,
we use the following convex entropy function with application to exploration (Example 2.2 of [54]).

mln I?Eaxf (Mo,e) Z Ao.¢(s)log Mg e(s) (29)

where Mg ¢(s) := > ,c4 Ao.c(s,a) denotes the state visitation measure for any s € S, § € © and
ek

Hyperparameters. For Algorithm 1, we use the following hyperparameters obtained from fine-
tuning but not from Theorem 2: K = 200, T' = 25, K’ = 300, 7' = 25, a = 0.002, 8 = 0.001,
a =0.002, b =0.002, Lee = 20, m{"” =15, H" = 100, m{" = 15, HY = 100, m{®) = 15,
HP =100,m =15, HZ = 100,m{" = 10, H{Y = 100,m(3) = 10, H“) 100, m(4) = 10,
H®M =100, m{Y = 10, Hg ) = 100.

Environment. The experiment is implemented on Python 3.8 on AMD EPYC-7313 CPU with
3.00GHz, which costs about 1.5 hours in total.

Results. The numerical result of Algorithm 1 is shown in Figure 1. Here the y-axis is the norm of the

true projected gradient \/||Gz(;9) (O, &) || + ||G‘(f)(9;€7 &k)||? at each outer iteration k of both phases
of Algorithm 1 (separated by the green vertical dashed line), and the x-axis is the sample complexity
(i.e., the total number of generated samples up to iteration k). Figure 1 shows that the projected
gradient decays and converges to a small value, which matches Theorem 2.

B Supporting Lemmas

Lemma 1. Under Assumption 1, forany s,s' € S,a € A, 0,0' € 0, £, £ € E, we have
o (als) — mo(als)| < lx, 10" = Oll,  |per(s']s,a) — pe(s’ls,a)| < L 1€ — €Il (30)
[ Vepe (5|5, a) = Vepe(s'|s, a)|| < [Lyeper(s']s,a) + 5] 1€ —€]I. (D)
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Proof. Based on Assumption 1, the following inequalities holds for all s,s' € S,a € A, 0 € O,
& € =, which by Lagrange mean value theorem directly proves Eq. (30)

IVoma(als)|| < [Velogma(als)|| < bryy [ Vepe(s'ls, a)ll < [[Velogpe(s'ls, a)l < &

Then we prove Eq. (31) as follows.
HVgpg/(sl\s, a) — Vepe(s'|s, a)H
:Hpg (8'|s,a)Velogper(s']s, a) — pe(s']s, a) Ve log pe (s']s, a) H
<pe/(s']s,a)||Velogper (s']s, a) — Ve log pe(s']s, a) |
+ |per(s']s,a) — pe(s']s, a)|HV5 logpg(s'|s,a)H
(i)
<per(s']s,a) Lp [|€ = &l + Ly - Ly 1€ =€l
< [Lpeper (s']s,0) + G ]11€" = €I,
where (i) uses Eq. (30) and Assumption 1. O

Lemma 2. Forany 0 € © and & € E, the occupancy measure \g ¢ defined by Eq. (1) is the unique
solution to the following Bellman equation of A € RISI*IAl,

A’ a) = (1 —=7)p(s") + 'yz )\(s7a)p5(s’|s,a)} mp(d'|s’), s'€S,deA (32

s,a

Therefore, the state occupancy measure \p () := Y, c 4 No.¢(8, a) satisfies
Mog(s,a) = Ao,e(s)mo(als). (33)

Proof. First, we can prove that \g ¢ satisfies Eq. (32) as follows.

+oo
Moe(s',a') = (1=7) Y 7' Prype(s0 = 8,00 = a'|so ~ p)
t=0
+oo
= mo(a'|s') (L =) D AV Prgpe (s¢ = 8’50 ~ p)
t=0
+oo
= 70(@]')(1 = ) [Pry e (50 = 'ls0 ~ ) +7 DV Py (s111 = 5'ls0 ~ )]
t=0

“+o0
= mo(a'[s')(1 =) [p(s) +7 31" D Prypi (51 = 500 = also ~ p)pe(s'ls,a)]

t=0 s,a

= mo(a]s") [ (1 = () +7 Y pes']s,a)

(1= ) 32 Pyt = 5.1 = als ~ )]

t=0

= (A=) +7 D Nae(s,pe(s'ls, @) | o (@|).

s,a

Next, we prove the uniqueness. Suppose A1, o € RISIXI4l satisfies Eq. (32). Then we have

> (s a) = Ai(sa) =) Vﬂe(a/|5')’ > als,a) = Ai(s, a)lpe(s']s, a)
SVZ Z ‘)‘2(87 a) - )\1(S7a)|p§(8/‘8, a)

S’YZ ‘)\2(3,@) - )\1(57a')|7
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which implies that (1 — ) >_, , [A2(s,a@) — A1(s,a)| < 0 and thus Ay = Ay, i.e., the solution to Eq.
(32) is unique.

Finally, we will prove Eq. (33). Note that
Noe(s Z)\@g (s,a) @ (1—79)p (s’)+72)\(s,a)pg(s'|s,a),
acA s,a

where (i) uses Eq. (32). Then Eq. (33) can be proved by substituting the above equality into Eq.
(32). O

Lemma 3. Under Assumption 1, the occupancy measure (1) satisfies the following Lipschitz proper-
ties forany 0,0' € © and £,£' € =

e 6,_A9§H<vag/ — pel|l+|mor — mo| <7€p§\/|~9|ll§’ — &[[+lry /A0 — 9||.
’ s 1—v - 11—~

(34)

Proof. Forany 0,0 € © and £,£’ € E, we have

1o = ol
Z RV = Aoe(s,a)?
2L ror(@ls) Y- (s, @lper (515, @) = Ao, alpe(s']s, )

n <(1 — (') + VZ)‘M(S’ a)pe(s']s, a)) [mgr(a']s") — 7T9(a’|s’)]‘2] 1/2

s,a

zz)\/z "WTG/ /|s Z)\g/ 5/ S, a [pg/(sl|8 a) pg(s’|s a)]
\/Z o (@1s) ZPE (s'ls,a) Ao e/ (5,0) = No(s, )]

s’,a’

‘ 2

‘ 2

S (0= p() +7 3 Aol alpe(s'1s, ) ) o a'ls?) — mo(ar]s)]|

s’ a’

7\/Z< cller — €l
+7\/Z‘Zpg s's,a)[Ngr e (s,a) — Ng.e(s,a) ’ Z lrn |07 — 0]])2

(i)
< vfpg\/ [SIIE =€l +7, DD pe(s'ls, a) Ao er (s,0) = Xoe(s,0)|% + Lry /A0 = 6

e VISIIE = €l + 710 e = Aoell + €xy VA0 = 01,

where (i) uses Eq. (32), (ii) uses triangular inequality, (iii) uses Lemma 1, Y, m¢/ (a’|s")? < 1 and
Yoo l(L=2)p(s") + 922, 4 Aoe(s,a)pe(s’]s,a)] = 1 and (iv) uses Jensen’s inequality. Then Eq.
(34) can be proved by rearranging the above inequality. O

Lemma 4. The distance between any pair of probability vectors x,y € AY on finite space X has
the upper bound that ||z — y|| < /2.

Proof. Denote d = |X| and x;,y; as the j-th entry of «, y respectively. Then
d d

lz =yl <> af + 7 — 2wy, < ay+y; =2
j=1 j=1
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O

Lemma 5. Under Assumptions 1-2, the projected gradients in (13) have the following properties.

1GY (0,6 < [Vaf ool < Lo, 1GS (0,6 < IVef Nog)ll < e, (35)
1
IG5 0, ¢") -G 0.9) < <B + LM) 16’ 36)
1
IGO0, &) — GO0, < Leoll — 0l + (& + Lgyf) e — |- 37)

Proof. The proof for ||Gg9) (0,9)| in Eq. (35) simply follows from the contraction property of
projection as follows.

1 1
G 0,6 = BHH —proje (0 BVaf(Noe)|| < BHG = (0= BVof o)l = VoS (Mol

Then, ||[Vof(Xo,e)|| < £o by Proposition 3. The proof logic for ||G§f)(9, &)|| is the same.
Next, we prove Eq. (36) as follows and the proof of Eq. (37) follows the same logic.

169 ¢") - G109 :ll\proj@[ﬁ’ — BVof(Ae)] — projel8 — BVaf (el

1
BW Ol +11Vaf(Aoe) — Vaf (Ao o)l
(l) 1 / !
<( G+ Loo )10 =01l + Lolle' ~¢, (38)
where (i) uses Proposition 3. O]

Lemma 6. Suppose X C R% is a closed convex set. For any x € R and ©' € X, we have
[ = proj ()] " [z — projx (x)] <0 (39)

Proof. For any § € (0,1], x5 := dz’ + (1 — §)projy(z) belongs to the convex set X" since
a’,projy(x) € X. Then based on the definition of projection we have

0 <[ls — z[* — [|projx (z) — ||
<||zs — proj (x)|* — 2[ws — projy(x)]" [ — projy ()]
=0%||2" — proj ()| — 20[z" — projx («)] " [z — proj (x)].
The above inequality can be rearranged as follows
H

. . 4 :
[ = projx ()] [# = projx ()] < 5’ = projx (@)%,

which proves Eq. (39) as § — +0. O

C Stochastic Gradients

To get the stochastic estimation of the gradients (8) and (9), we first estimate the occupancy measure
(1) as follows.

mx H)\ 1
)\( N, a) =—7 Z Z 'yhll{slh = s, =a}, (40)
i=1 h=0
where 1{-} is an indicator function and 7(*) := {Ti(’\)}?;*l contains m) independent trajectories

PO o (s (Yt = 1,

kernel pe. Then the estimated cost function is ¢ := V f [X(T()‘))].

.,my) of length H) generated from the policy 7y and transition
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Algorithm 3 Obtain Stochastic Gradients at (6, £)

1: Input: z:= (0,{) € Z2:=0 x Z.

2: Hyperparameters: my, Hy, mg, Hg, m¢, He.

3: Generate independent trajectories T( )= {SEA}L), EAh) H* Li= 1,...,my) from 7y, pe.
4: Obtain A\(r™; s, a) for every s,a € S x A by Eq. (40) w1th 7 = {Ti(’\)};i*l.

5: Obtain ¢ := V fIA(7M)].

6: Generate independent trajectories 7(9) {559}2, Eeh) A 20 L= 1,...,myg) from 7y, pe.
7: Obtain g (7). 0, £,2) by Eq. (41) with 7() := {7 9)}’“9

8: Generate independent trajectories T(E) = {355}? , afg}z f§ ! (i=1,...,m¢) from 7y, pe.
9: Obtain g(&) (79,6, £,2) by Eq. (42) with &) := {7837 .

10: Output: g (709 0,£,2) = Vo f(Xoe), 99 (7,0,£,0) = Ve f(Noe).

The stochastic gradients (8) and (9) can be approximated respectively by the following stochastic
sample averaged values known as GPOMDP [50].

1 mg [Hp—1
0
g (r® g ¢ ¢ Z Z yre( Et)v a; ¢ ZVglogmg 5i7))] , (41)
i=1 =
mo H)\ 1
©(r©),6,¢,0) Z[Z v'e(s zt’ gﬁt) nglogps(zh+1|3,€’a§2)]- (42)
h=0
where 7(?) .= {Ti }7,"9 and 7(&) = {7'- } ¢, contain my independent trajectories T(e) =
{sgfg,agiz docb (i = 1,...,mp) and mg 1ndependent trajectories (%) := {s2 7, 55}3 H501 U
{ 55%{ (i =1,...,mg) respectively, both generated from the policy 7y and transition kernel p;.

We summarize the procedure of obtaining the stochastic gradients (8) and (9) in Algorithm 3. These
stochastic gradients approximate the true gradients with the following error bounds.

Proposition 9. Under Assumptions 1 and 2, the stochastic gradients (41) and (42) have the following
error bounds.

Erye 9@ (79.0,6,0) = Vof (Mool
362 1 2 2,.2Hy
< o IS (s 0 )+ +BL+Ho (1 -] @)
Eﬂepg”g ((E 0,€,0) = Vef (o)l
1 2H N 2 2_2H
< g [ ISIAI( -+ )+ A H( )y S —CT

D Proof of Proposition 1

As follows, we slightly rewrite the utility function f defined in Eq. (5), by replacing A with Ag ¢.

(N e), if (B Nge) <mpforallk=1,....K
fQoe) = . :

+ o0, otherwise

Therefore, for any 6§ € O, we have
max(c?, Ag ¢), if (B Nge) <mpforallé eZandk=1,...,K

max f(Ag¢) = =
fe= + 00, otherwise
Recalling the definition of the robust value function (3), i.e., V(k) & maxgez(c®), \g ¢), the

equation above can be rewritten as follows.

(0) P B
maXf(Ag_g) = Vg ’ lf‘/e S Tk forall k = 1,...7K .
tes ’ + oo, otherwise
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Therefore, § € © minimizes maxecz f(Ag,¢) if and only if 0 solves the constrained robust RL
problem (4), as repeated below.

man( ), s.t. Ve(k) <tpforallk=1,... K.
0co

Finally, we will prove that f()) defined in Eq. (5) is a convex function. Note that A, = {\ € ASXA .

(c®) Xy < 73} is a convex set, so A = NK_| Ay is also a convex set. Then for any A\;, \g € AS*XA
and « € [0, 1], we aim to prove that

fladr + (1 = a)ro] < af(M) + (1 —a)f(Xo)- (45)
If either Ay ¢ A or \g ¢ A, then Eq. (45) obviously holds as the right side equals +oc. Otherwise, if

A1, Ag € A, then 61 + (1 — )N\ € A as A is a convex set, and thus Eq. (45) holds with equality as
proved below.

FI6A + (1= 8)Ao] =(c©,6M1 + (1 = 8)Ao)
=5(c 9 A) + (1 = 8)(cD, Ao)
=6f(M) + (1=8)f(Xo)-

E Proof of Proposition 2

The utility function f in Eq. (7) satisfies

/\95(8,(1)
1 SN 7
foe) = g Xoe(s,a)|c { (s,a) +p nga//\a,g(saa')}

()Z [No.e(s,a)c(s,a) —‘r/LZ)\gg s)mg(als)log mg(als)

(”)Z [No.e(s,a)c(s, a)] MZ No.g(5)H[mo(-[5)]]-

where (i) uses Ag¢(s) = Za Mo,e(s,a) and Eq. (33) that Mg ¢(s,a) = Xg¢(s)mg(als), and (ii)
denotes the entropy function that H |7y (-|s)] = — >, me(al|s)logmg(als). The above function is
exactly the minimax objective function (6) of the robust entropy regularized RL.

Finally, we will prove that f()\) defined in Eq. (7) is a convex function. For any \g, \; € AS*“ and
d € [0,1], denote A\s = 01 + (1 — )Xo, As(s) = D, As(s,a) and policy 75(als) = )‘)‘fi‘zs) Then,
the convexity of f can be proved as follows.

6f(M) + (1 =6)f(Xo) = f(As)

:”Z [5)\1(3, a)log A;\is(;;z) + (1 —=0)Ao(s,a)log /\())\f]?s;l) — As(s,a)log )\f\ii;()l)

:MZ [(5)\1(8, a)logm (als) + (1 — 8)Xo(s,a)log mo(als)

— 8 (5, a) + (1 — 8)Ao(s, a)] log 775(a|s)}

m1(als) o(als)
_MSZ; [(w ym1(als) log - il T Dho()moals) log W;’(a'S)}

=1 [OM (KL (13)ms 1)) + (1 = 6)Ao(s)KLlmo(fs) w5 ()] = 0.

F Proof of Proposition 3

The first formula of Eq. (10) can be proved as follows and the second formula can be proved in the
same way.

+oo
Ve f (Aol < E., ve | D7 elst,ar) IZ Ve 10g7re(ah|8h)]
t=0 h=0
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() oo t
D [z - zem]
t=0 h=0
+oo

= U, Z’yt(t+ 1) = ( fre

— 2
— 1—7)
where (i) uses Eq. (41) and (ii) uses ¢(s¢, at) € [0, 1] and Assumption 1.

Define the following V function.

%’E(C) = Eﬂ'ems [Z 7t0(3t7 (lt)
t=0

s~ p]. (46)
For any fixed cost function ¢ : S x A — R, the gradient VyVj ¢(c) can be rewritten as follows.

i +oo t
VoVoe(c) (QEwe,pg [Z Ye(se,ar) Y Volog 7Te(%|5h)]

t=0 h=0

+00 too
=Erg,pe [Z YV g log o (an|sh) Z Yl e(sy, at)]
h=0 t=h

—+oo
= th me,pg(sh = s,ap = alsg ~ p)Vglogmy(als)

h=0 s,a
Sp = S,ap = a)

“+o0
Erg.pe (Z v e(se, ar)
t=h

“+o0
=3 Py e (sn = 8,an = also ~ )V log mo(als)

s,a h=0
—+00
t=0
i) 1
= 5 o) Vo log ) (s, asc) @7

where (i) uses Eq. (5) of [6] and (ii) uses the occupancy measure (1) and defines the following Q
function.

—+oo
Qoe(s,a;¢) :=Ery pe (Z ye(st,at)|so = s,a0 = a) . (48)
t=0
The above Q function has the following upper bound
CmaX
o) < X 49
Qoc(s,aic) < 7 — (49)
where ¢pax = maxs 4 |¢(s, a)| and also satisfies the following Bellman equation.
Qoc(s,a;c) = c(s,a) +7 Z pe(s']s,a)mo(a’|s)Qoe(s',a;c). (50)

s',a’
Therefore, for any 6,6 € ©, £,£" € Z and fixed cost function ¢, we have
max Qg e/ (5,43 €) — Qu,c(5,0:¢)
<ymax Y [per(s']s, 0) = pe(s'ls, a)lmor (a'|5)|Qor ¢ (", o' )
s a’
+ 7y max > pels'ls,a)|mo (@']s") = mo(d']s")]|Qor,er (', a5 )|

s’,a’
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+vmaxzp§ s, a)mo(a|s")|Qo ¢ (5", a5 ) = Qo e(s',ds )

s’ a’

(1) Yemax
Sﬁ({ﬁx lper (-|s,a) — pe(:ls,a)ll1 + max 7o (-] s) — ma(-[s)]|1)

+ymax|Qo g (s, a;¢) — Qoe(s, a; ),
where (i) uses Eq. (49). Rearranging the above inequality yields that
max [ Qe (5, 0:¢) ~ Que(5,0;¢)|

YCmax
< (miae e (1, ) = peCls,a) |+ mae o (1) — mo(CJs) )

<§> YCmax
(1—7)?

where (i) uses Lemma 1. For any 6 € O, £ € = and fixed cost functions ¢, ¢/, we have

7 (Lo ISIIIE" — €Il + £x, LAlll6" — 6]]). (51

(i) =
H‘;laX |Q9,§(57 a; C) Q9 {_—(S ac )| <]E7T9 Pe (Z’Y |C Sty at) - C(St7 at)‘ S0 = S,a0 = a)
@ t=0
<Zv ¢ = oo = M=l (52)
I—v
where (i) uses Eq. (48).
Therefore, Eq. (11) can be proved as follows.
IVof(Xorer) = Vaf(Aoe)l
=[VoVo e [Vaf(Aore)] = VoVoe[Vaf(Aoe)lll
(@ 1
< Ty > e (s,a) = Noe(s,a)||| Vo log mor (als)]]| Qo e[, a; Vaf (Nor.e0)]|

s,a

1
+ i Z)\e,g(& a)||Vologmer (als) — Ve logme(als)|||Qer e [5, a5 Vaf(Nor e)]|
+ a— Z)\gg s,a HVg 10g7‘('9 |||Q9/ 5/ S, a; V)\f(>\9/ 5/)] — Qgé[s,a;ka()\e/’g/)n

+ Eza: Xoe(s,a)||Vologma(als)|||Qo.cls, a; Vaf (Ao e)]—Qo.els, a; Vaf(Xoe)]|

(“) éﬂ'gg)\ Lﬂ'@é)\

2 Z |)\9/’§/ s, a /\9,5(8,0,)} + (1 _7)2 Z)\g@(s,a)HH’ _ 9”

’yf
Z)\agsa A (e ISIIIE" — €Il + £xy | Alll6" — 6]))

=7)?
+ (1€—7 5 ZAeg 5,0)||[Vaf o er) = Vaf(Qoe) |l
(?WHAM' ol + =10~
+ 20 (0, S — 6+ £, AU —01) + 5 o ]
6 by (L + O/ISTAD 1t VISTIE = &l lrg VIANE =81 | Lyl s g
-2 1= -7
+ 25 (0, IS — €l + £, ALY~ 01)
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(©) YLry by /1S o (B TALAONISTAD | L,
<———="——(Lx+20x+/|S||A -
S (a2 VISTAD €~ +( oy )

;) o' =ol,

where (i) uses the gradient (47), (ii) uses Assumptions 1-2 and Eqs. (49), (51) and (52) with
cmax = ||Vaf(Xor e7)|loo replaced by its upper bound £, (iii) uses Assumption 2, (iv) uses Lemma 3

and (v) uses Assumption 1.

The proof of Eq. (12) follows the same logic. To elaborate, V¢ Vj ¢(c) can be derived as follows in a

similar way to the derivation of Eq. (47)

—+oo t
VeVoe(c) =En, pe [Z Yie(si,a) Y Velogpe(snilsn, m]

t=0 h=0

+oo
= Z’yh Z Prype(Sh = 8,an = a, sp41 = 5'|so ~ p)Velogpe(s's, a)

h=0 s,a,s’
“+o0
Erg.pe (Z Y e(se, a0) |50 = S, an = a, Spy1 = s’)
t=h
+oo
=D " D Pryelsn = s,an = also ~ p)pe(s']s, a) Ve log pe(s']s. a)
h=0 s,a,s’
+o0
Erg.pe (c(s, a) + Z,th(st,at) S0 =8,a0 = a, 51 = S/)
t=1

—~

i) 1 / /.
=1 Z Ao.e(8,a)Vepe(s'|s,a)[e(s,a) + YV e(s'; )],

s,a,s’

where (i) uses the occupancy measure (1) and defines the following V function.

‘/9’6(8/; C) = ]E‘Il'g,pg [Z'th(st»at)
t=0

30:3']

The above V function has the following upper bound

Cmax
1—7

where cpax 1= max, . |c(s, a)| and also satisfies the following Bellman equation.

Voe(s;c) = Z 7o (als) {c(s, a) + Zpg(s’|s, a)Vo.e(s'; c)} .

Voe(s,a5c)| <

)

As a result,

max |[Vor,er(s;¢) = Voe(s; 0]
< msaxz |mor (als) — mo(als)| “0(57 a)| + WZpg/(s/‘s, a) |V e (s c)”
a s/
+ 7m3x27r9(a|s) Z ‘p§/(5’|s, a) — pg(s’|s7a)|V9/,5/(s’; c)|
a s’

+ymax y mo(als) Y pe(sls )| Virg (s¢) = Vae(s'io)|
a s’

(@)
<

Cmax
- (ol AINO" = Ol + L |SIIIE" = €lI) + v max [Vyr ¢ (s5¢) = Va.e(sic)l,
where (i) uses Eq. (55) and Lemma 1. Rearranging the above inequality yields that

cIIlaX
max [Vy e (s5¢) = Vo e(sic)| < W(&T@MHI@' — 0l + v IS1I1E" = €l1)-
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Similar to Eq. (52), we have

/ J—
i Vs ) — Vag(si0)] < 15 =0 (58)
S —

Therefore, we can prove Eq. (12) as follows.

IVef(Nogr) = Vef(Noe)ll
:HVEVG’ e[Vaf(Neore)] = VeVoe[Vaf (o]l

S7 Z {/\9/ 5/ S, a )\g,g(s,a)|||V§p5/(s’|s,a)H
1

|VAf /\9/,5')(57(1) + Vo g[8 Vaf Qo)
1
i > Noils,a)||Vepe (s']s,a) — Vepe(s'|s, a)|
IVaf o) (s,a) + Ve er[s's Vaf (Nor o))
+ ﬁ D o5, a)|[Vepe(s'ls, a) || [Vir e s Vaf (Ao e)] = Vaels; Vaf (Ao )|

s,a,s’

1
s 2 deelss)[Vene(s'ls )

(v|Va cls; vAf<Ag,,g,>]—va,g[s;ww,fm +[Vaf Qo e)(5.0) = Vaf Qo) (s,a)])
(it

SllS

1

~e
+ 1_7(8,\+ A ) Z Xo.e(s,a) pgpg/(s’|s,a)+€I2,€]||§’—§H
s,a,s’

8k 14
P D el el ) gy (0 LA — 0+ 15 ST 1)

s,a,s’

l , YNVaf(Norer) = Vaf(Noe)|| o
1 ié,y S;S No.g(s,a)pe (s']s, a) [ H 1=+ H +||[VaFQorer) = Vaf (o)l
(uz)ZE\/SA Ly, + 28]
ps(A | H H)‘9’ o - )‘MH ((1)15))”5 ¢
i f : : L
+ (lj,:;;j (Erel A0 =01+ 7y IS~ €l) + (7 b AQHAQ, ¢~ o
@) by (Lx + O/ISTIA]) Yp /ISIIIE — Ell+Lay TALNO = 0l Oa(Lpe + 6. 1S])
< + g =&l
(1—7)2 -1 (1 )]
Y\l , ,
+ oy (ne AU = 1+ 245 ISIE” = €1)
Crolpe /ALy + O0V/ISTTA])
< (1 _7)3 He - 9”
. (w£§£\/8|(L,\ +205/|S[IA]) N O (Lp +651S |))||£ el
(I—=79)° (1 *v)

where (i) uses the gradient (53) and denotes V f( Ao/ ¢/)(s,a) = 625\’?2'5) as the (s, a)-th element

of Vaf(Xer ¢), (il) uses Veper (s']s, a) = per(s']s, a) Ve log per(8'|s, a), Assumptions 1-2 and Eqs.
(31), (55), (57) and (58) with cmax = [|[Vaf(Aer¢)|loo replaced by its upper bound £y, (iii) uses
Assumptions 2 and (iv) uses Eq. (34).
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G Proof of Proposition 4

Implement one projected gradient step from 6 and obtain §' = projg (0 — BVef(Ase)) = 6 —
BGE;) (0, &) where the projected gradient Gg) (6, &) is defined by Eq. (13). Based on Assumption 4,

for any ¢ € [0, ¢], there exists 65 € © such that Ag, ¢ = (1 — &) Agr ¢ + G+ (¢),c € Vr,- Based on

Assumption 4, for any § € [0, 0], there exists 65 € © such that Ag, ¢ = (1 — 8)Agre + 6Xg-(e)¢ €
V)‘e/,g' Then we have,

(1) (i7)
165 —9/” < g/\—1||)\95’§—)\.9’§” 2(%/\—1‘!/\9*(5)75 —)\QéH < \/555/\—1, 59)
where (i) uses the Ly g-smoothness of f(\. ¢) based on Proposition 3, (ii) uses Lemma 4.

By applying Lemma 6 to X = ©, x = 6 — BV f(Age), 2’ = b5 € O (so projy(z) = ¢ =
60— ﬂG(ﬁe) (6,€)), we obtain that

(05— 0)T1GY(0.€) = Vo f (M)l <O0. (60)
Then on one hand, f(Ag, ¢) has the following lower bound.

(3)
Fase) =f(Nore) + Vofore) (05— 0) — %
(i#)
> f(More) + [Vof (o) — Vof(Roe) + G5 (8,6)] (65— )
(did)
>

165 — &1

Lo
e A
2 HzS ”

L
FOae) = (L0 = 0] + 1165 0,0)11) 105 — /)] = =52 1105 — ']

(iv)
> f(Ae) — V20051 (BLoo + 1) GY(8,6)|| — Loe8263-, 61)

where (i) and (iii) use Lg g-smoothness of f(\. ¢) based on Proposition 3, (ii) uses Eq. (60), and
(iv) uses Lemma 5, ||0; — 0'|| < v/26¢-1 (obtained in the same way as Eq. (59)) and ¢’ — § =
—BG(;) (0,&). On the other hand, f(Ag;,¢) has the following upper bound since f is convex.

FQose) < (1 =08)f(Nore) +f(Ng=(e),e) = (1 = 0) f(Nor ¢) + § min fQore).  (62)

The above two inequalities (61) and (62) imply that

. . 1
f(Xore) — nin (Aorre) Shgi%]? 5 [f(Nore) = F(Xos.e)]

<V205-1 (BLoo +1)[GS(6,€)]. (63)
Finally, we prove Eq. (20) as follows.

©)
FQog) <f(Rore) +Loll0” — 0

(44)

< min f(Aor.¢) + [V2a-1 (Lo +1) + Bt G (6.€)].
where (i) uses Eq. (10) which implies that fy . is £y-Lipschitz, (ii) uses 0 —0= —ﬁG(ﬁe) (0,€) and
Eq. (63).

H Proof of Proposition 5

We will first prove that {5 € =. Note that the s-rectangular ambiguity set = can be expressed as a
Cartesian product of =, for all s € S. Hence, as = is convex, =, is convex for all s € S. Therefore,
forany s € S, &5(s, -, -) € E since it is a convex combination of &y (s, -, ) € 25 and & (s, -, ") € =
defined by Eq. (21), s0 &5 € =.
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Next, we will prove A\g ¢, = dAg ¢, + (1 — ) Agg,. Denote A5 := dAg ¢, + (1 — ) Ag.g,, so the aim
becomes to prove Mg ¢, = As. Based on Lemma 2, it suffices to prove the following equation.

As(s,a') = [(L=7)p(s) +7 > As(s, a)gé(sqs,a)} mo(d|s'), s €S,d €A (64)

s,a

For each s € S, consider the following two cases.

(Case 1): \g ¢, (s) > 0or Agg,(s) > 0.
Note that

/\6(*9’ CL)&;(S, a, S/)
@ I 5/\9,51 (s)gl(svaa S,) + (1 - 5))‘9,& (3)50(87% SI)
~ Do (ea) + (1 =0og (5a)] o () + (1~ 0 Ao, (5
i 6)‘1 7a,+1_5)‘0 7a/
rafals) Ao, () + (1 - g ()] B uaia ol )
(ii)éx\g,gl (s,a)é1(s,a,8") + (1= 8)Noe, (s, a)éo(s,a,s), (65)
where (i) uses Eq. (21) and A5 := dAg ¢, + (1 — ) Ag ¢, , (i) and (iii) use Eq. (33).

(Case 2): Mg g, (s) = Mg, (s) =0.
In this case, As(s) = 0Xg¢, (5)+(1—0) X, (s) = Oand thus As(s,a) = Ng¢,(s,a) = Xog,(s,a) =
0 for any a € A, so Eq. (65) also holds for any choice of £5(s, -, *).

Therefore, we can prove Eq. (64) as follows.
[(1=2)0(s") +7 D" Ns(5 )65/, )| mo(a’ls)

Ll =0l +7 DN (5,0)60(5,0,5) + (1= )hogy (5 0)60 (5. 0,8 mo(al)

=3|(1=)p(s) + 7D Mo, (5, 0)6u (s, a,8") | ma(a'| ")

s,a

+ (1= 8)[(1 =) +7 Y Mg (s, 0)o(s,a,8)  ma(a])
(ii

Zixo.e,(5,) + (1= 8)hog, (5.0) = Aa(s, a),
where (i) uses Eq. (65) and A\s := dXg ¢, + (1 — 0) g ¢, and (ii) applies Lemma 2 to \g ¢, and Ag ¢, .

I Proof of Proposition 6

Fix any 6 € O, and there exists at least one {* € argmaxg =f(Ager). If & € V(E) :=
X sesV(Zs), then this proposition directly holds. Hence, we focus on the case where £* ¢ V(2),
which means £*(so) ¢ V(E,,) for at least one s¢ € S.

Based on Assumption 6-7, there exists a probability vector v := [v1, ..., vz, ] such that £*(so) =

an\fz’l Um0 where we denote &' (s):=¢(s,-,-) € Esforall ¢ € E. Without loss of generality,
We assume 1 = maxi<m<M, Vm (Otherwise we can make this assumption hold by permutating the
elements in each =;.).

For any ¢ > 0, define &;,£(9) € (AS)S*A such that £f (s) = £(9)(s) = £*(s) for any s # s, while
at s = s we define & (so) = £\*) € V(Z,,) and

S

€6)(s0) =¢"(s0) + €l€*(s0) — & (s0)] = [(1+ s — ™ + 3~ (1 + n€ls?,
2

3
U

which implies that

. €94 ¢
e P (66)
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It is easily seen that £§ € = by its definition. Since lim. ,4o[(1 + €)r1(s) — €] = vi(s) =
maxi<m<m, Vm(s) > 0, there exists a sufficiently small e > 0 such that [(1 + €)v1(s) — €, (1 +
)a(s), ..., (L+e€)var,(s)] € [0,1]=+! is a probability vector and thus £(¢) € =. Furthermore, select
arbitrary 0 € [0, 1] if Mg ¢« (50) = Aa¢; (s0) = 0 and the following ¢ otherwise.

5= Ag g0 (50)
€Xg.ex(50) + Ag go (s0) ’

(67)

where \g ¢(s) := >, c 4 Ao.e(s,a) is defined as the state occupancy measure for any s € S, 0 € ©
and £ € =. Then it can be directly verified that £* satisfies the following equality.
arbitrary as long as £* (s, a, ) € AS, if Mg eer(8)=Ng,ex(5)=0
£ (s,a,8") = OXa.e: (8)E1 (8,0, 8)+(1=0)Ag ¢or (5)€)(s,a,s")
OXae:(8)+(1=0)Ng e (5)
Hence, based on Proposition 5, £* satisfies

)\9’5* = 5)\9@{ + (1 — 5))\975(6). (68)

On one hand, f()\g,gf) < f(Mge-) and f()\9,5<€>) < f(Xge-) since £ £* € arg maXE/GEf(A97£/).
On the other hand, the above Eq. (68) along with convexity of f implies that

Fae) <0f(Naey) +(1=9)f(Ngeo)

Therefore, f(Agex) = f(Mge@) = f(Ager) = maxeez f(Nger). If £ € V(E), then the proof
is done. Otherwise, note that £(so) ¢ V(Es,) while £5(so) € V(Es,), and &5 (s) = &5(s) for
any s # sg. Hence, in the same way, we can obtain the sequence &5, &5, . . ., £} that satisfies the
following conditions by changing non-vertex into vertex at one state each time until no non-vertex
remains (i.e., until the condition 2 below holds):

, otherwise

I. For1 <k <N —1,¢&(sk) ¢ V(Es,) while & (s1) € V(Eq,), and §(s) = {5 1(s)
for any s # sy.

2. & € V(2).
3. For1 S k S N, f(>‘97§;) = mMaXg/cx f(/\@é/).

As a result, we find the optimal vertex {3 € V() N arg max, <= f(Ag,¢/), which concludes the
proof.

J Proof of Proposition 7

Based on Assumption 8, for any ¢ € © and 6 € [0, ], there exists 65 € © such that \g, ¢ =
(1 —=0)Ag,¢c +No- .

(1) (i1)
165 — 6] < €x-1]|Aos.e — Aae|| = 6r-1]|Xove — Aose| < V2601, (69)

where (i) uses the Ly g-smoothness of f(\. ¢) based on Proposition 3, (ii) uses Lemma 4. Hence, on
one hand, using Ly g-smoothness of f(\. ¢) based on Proposition 3, f(\g, ¢) has the following lower
bound.

Lgg
2

On the other hand, f(Ag, ¢) has the following upper bound since f is convex.
F(Ro5.6) < (1= 08)f(Roe) +0f(Ro-¢) = (1 = 0)f(No¢) + 6 min g}gg(f()\e/g')- (71)

F(Rose) =f(Noe) + Vof(Xoe)' (65— 60) — 05 — 0%, (70)

Combining the above two inequalities, we obtain that

Os —60 _ f(Noe) — f(Nose) Loy
~Vof(he)' > 28 _ 20915 — 6
05—l 165 — 0] 2
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(Q 6[f(No,¢) — ming'co maxerez f(ANorer)] Le 0

> 05 — 0|

65— 0] BB
(Z) f()\g)g) — mingfe@ max5/65 f()\glygl) . \/55[)\71 Lg)g (72)
= NGoTI 2

where (i) uses Eq. (71), and (ii) uses Eq. (69) and assumes f(Ag¢) > ming co maxe ez f(Agrer)
without loss of generality (otherwise, Eq. (24) trivially holds).

Based on the Bolzano—Weierstrass theorem, there exists a sequence §,, — +0 such that ”72” —

d € R% as n — +oo0. Hence, ||d|| = 1 and we can conclude the proof by letting § = §,, and
n — 400 in the above inequality.

K Proof of Proposition 8

K.1 Proof of Assumptions 1,2 and 3
Proposition 2 indicates that the utility function f defined by Eq. (7) is convex, which proves
Assumption 3.

To prove Assumptions 1 and 2, it suffices to prove that the following functions have bounded
first-order and second-order derivatives for any (s,a,s’) € S x A x S.

1. logmg(als) = —log ", exp(fs.q) as a function of § € © = [—R, R]ISI*IAL
2. logpg( s'|s, a) logf(s a,s') as a function of £ € = = {¢ € (AS)S*A : ||¢'(s, s,
) —&(s, 1, lp < as,Vs € S} where p € {1,00} and {(s,a,s") > a;,Vs,a, s'.

FO) =32, .4 A(s,a)[e(s,a) + plog Z/\(i(i)a | (repeat Eq. (7)) as a function of A € A =
{)\975 10 €0, e E}

Forany § € © = [—R, R]ISI*IAl we have

exp(6s,q) def exp(—R)

me(als) = —=————"—— > Tmin = > 0. (73)
) = S ep(Oer) exp (1) + (A — 1) exp(R)
When p = 1 or p = 00, any ¢ € = satisfies
pg(81|57a) = 5(8’ a, S/) > 5(8, a, S/) - ||€(S, 5 :) - A(s’ 5 :)HP
Z E(Sa a, S/) — O
> &min 4f in [f(s a,s’) —as] >0, (74)

s,a,s’

where &,i, > 0 since it is minimum over finitely many positive numbers 2 (s,a,s’) — as. Then for
any 6 € © and £ € =, we have

“+oo

def
Nog(s,a) = (1—7) nytﬂ”ﬂ%pg (s¢ = s,a; = alsg ~ p)

t=0
> 7(1 - V)P‘ﬂ'ewg (51 = $s,a1 = a‘SO ~ P)
= (1 =) > p(s")mo(d'|s )pe(s]s’, a')mq(als)

s/,a/
> ’7(1 - ’7) Z p(sl)ﬂ-G(a/'sl)gminWmin

def

- )\mln - grrllrlﬂrrlln7(1 - ) > 0. (75)

Finally, for any (s, a, s’), (s1,a1, 1), (52,a2,85) € S x A x S, we obtain all the derivative bounds
as follows, where 1{-} is an indicator function.

9log my(als) =1{s1 = s}[1{a1 = a} — mp(as]s)] € [-1,1].

89(31, al)
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02 log my(als)
89(81, a1)89(52, ag)

0logmg(als)
89(827 a2>

— 7]]_{51 = 8}71'9((11|S) € [717 1]

Blogpg(sl|s,a) _ 1 N , .
O(s1,a1,87) §(s,a,s’)l{(sl’a1’81) = (s,0,8)} € [0,&5,5,)-

9? log pe(s'|s, a)

__¢—2 / /A 1y — l _¢—2
85(81,&1,5/1)35(52,02,5/2)_ 6 (870“’8)]1{(817&1781) (SQ?CLQ?SZ) (S,CLS)}E[ mln’o]‘

Bf()\) )\(sl,al) )\(sl,al)
aN/ . N 1 1- min_1 )\min s Cmax 1 )
I\ (s1, a1) c(s1,a1)+log > )\(817a,)+ S AL ) € [c og(|A] ), Cmax + }
where cpin = ming 4 ¢(s, a) and cpax = Max;s 4 ¢(s, a).

62f()\) 2]1{8 — }|:]l{a1 Zag}_ 1 _]1{a1 :ag}—)\(sl,al)}
OA(s1,a1)0A(s2,a2) YT N1, an) Do Als1,a’) D Als1,a’)]?
c [ _ 1 _ 1 1 n 1
‘Ap\min ‘A|2>\12nin’ Amin |~A|Amin .

K.2 Proof of Assumptions 5, 6 and 7 about ambiguity set =

It is straightforward to verify that the ambiguity set £ = {& € (AS)SXA . |[&(s,:,:) — E(s, 1,0, <
as,Vs € 8§} (p € {1, 00}) is convex and compact, which proves Assumption 5.

Assumption 6 can be proved easily by letting 2, = {&, € (AS)A : ||&, — &(s,5 )|, < s}
(p € {1,00}).

Then we will prove Assumption 7, thatis, =5 = {&; € (AS)A 1 [|€s—£€(s, 51|l < as} (@ € {1,00})
is a polyhedron. Based on Definition 1.1 and Theorem 1.26 of [9], it is equivalent to prove that = is
bounded (already proved above) and is an intersection of finitely many closed half-planes (obvious
based on the definitions of || - ||; and || - ||oo)-

K.3 Proof of Assumptions 4 and 8

We will only prove Assumption 8, since Assumption 4 can be proved in the same way.

Fixany { € Zand§ € © = [—R, R]ISI*. Then we select any 6* = 0*(0) € argming co [0’ —
0]| o Where O iy := argming g I'(6’) is a compact set since I is a continuous function.

Define the following notations.
° )\é‘z = (1—=0)Ng,e + OAg- ¢ for § € [0,1] (we select § = 1).

(9) S,a
e Policy wé(s) defined as Wéég(a\s) = )‘)\ezg)((’)) where )\((fg (s) = )\gsé (s,a’)
: : $(s : :

(Note that )\gfg(s) > )\((;2(3, @) > Amin > 0, sO )\((9(2(3) can be the denominator and 7'&';(2(@‘8) > 0).
. 9&2 € RISI*A with each entry defined as follows.

(9(5))’ ~ log (1—0)Nge(s,a) + g £(s,a)
0,875 (1= 08)Age(s,a)exp(—0s.a) + 6 Ag- ¢(s,a) exp(—03 ) ’

which is valid since w(g(z(a|s) > 0 and mg(als) > mmin > 0.

o Upe = 1{6y) 6 €[0,1]} C RIS
° V@{ = {/\g?% = [0’ 1]} C ASX.A-

(76)

Now, it remains to prove the following two statements.
(P1): 0 = 0 and 03} = 6.
(P2): Up e C © = [—R, RJISIXIAL
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.\ (0)
(P3): Ay e = )\0((;2’5.
(P4): The mapping 9((,‘2 — )\gfé from Uy ¢ to Vg ¢ is a bijection and is Lipschitz continuous in both
directions.
(P1) obviously follows from Eq. (76).
Note that (9(5))5 o defined by Eq. (76) is a monotone function of § € [0, 1], and (P1) implies that

(0 = 0, € [~R,R] and 6)') = 6%, € [~R, R]. Therefore, (6')),.. € [~R, R] which
proves (P2).

To prove (P3), rewrite Eq. (76) as follows.
(65:2)s.
=log[A

A2 (s,)] = log [(1 = 8)Xa,e(s)ma(als) exp(—bsa) + 6Xg- ¢(5)o- (als) exp(—07.,)]
(%)
0,§

_ (1= 6)Ao.e(s) O+ £(5)
=log[Ag ¢(s,a)] —log [Ea, exp(bs,qa/) M Dw exp(@’;a/)]

_ (8) [ 1 (8) (1—38)Noels) 0]
=log [Ny (5)my ¢ (als)] —log |:Za’ oxp(0.ar) - > exp(az,a/)]

=log [Tré‘?g(ah)] +c5(s), (77)
where we denote c;(s) := log [/\gsg(sﬂ —log [z(jlajgi?)‘z’;:j?) + Ef,*j;;(g:;_?a/)]. Therefore,
(6) (6)
exp [(0g ¢)s,a (s, a)
w15 (als) = [ S ] _ myo(als) = (gf (78)
* Za/ exXp [(ee,g)s,a’] Ay g( s)
Note that for any 6’ € RISI*I I we have
)\9/ Z )\g/ S a
Q]
D3 [ =0l + 73 A els. @pe(s'ls, @) mor (1)
=(L=)p(s') +7 Y Aorels, a)pe(s']s, a) (79)

where (i) uses Lemma 2. Then we have

[(1=7)pls) + 72 N2 (s. @)pe(s']s. @) mygo (@']5') = MU', )
(Qwaéfg(aﬂs')[ ) + ’yZA( )(s,a)p e(s']s,a) — )\((;2(3’)}

@Meffg (a'ls") {(1 — (') + 7D Aoe(s, a)pe(s’]s,a) )‘9’5(8/)}

s,a

(1= )y (@15 [ (L= 1)pls) +7° D dor e (s, @pe(s'ls, @) = Ao ()]

(uz)o

where (i) uses Eq. (78), (ii) uses )\éfg = (1 — 6)Ag,e + 0Xg+ ¢ and (iii) uses the Eq. (79) for

0’ € {6*,0}. Based on Lemma 2, the equality above implies (P3).

Next, we prove (P4). Note that the mapping from 6 to /\gsg = Ay ¢ is Lipschitz continuous based
; ot

on Lemma 3. Hence, we only need to consider its reverse mapping.

31



If A\g-¢ = Mg, then mg- = my. Hence, 0 € Oy = argming g I'(f') because I'(¢') =
maxerex f(Agr ¢/) can be seen as a function of 7y, Therefore, §* = 6 which means Uy ¢ = {0} and
Vo.e = {No,¢} are singletons. In this case, (P4) trivially holds.

Therefore, we focus on the case where Mg~ ¢ # Ag ¢. Before proving (P4), we will prove the following
statement.

(P5) There exists a constant L' > 0 such that ||6* — 6||oc < L'||Ap- ¢ —
[—R, R]ISIXIAL

Define 6" € 6 € RISXIAl such that 077, = 0%, + ﬁ‘ > a(0s.ar — 0% ). Then it can be easily
verified that

oo forany 6 € © =

Toreg = To".& (80)
Zag o= Zesya,. (81)
Note that 7y (als) = % and 7y (als) = %, $0 05 , — 05,0 = log g (als) —

log mg(als) + u(s) where u(s) := log [ Y, exp(0, /)] —log [ >, exp(fs.q/)]. Then combining
with Eq. (81), we obtain that u(s) = ﬁ > o logme(a’|s) —logmg: (a’|s)]. Therefore,

|0:a - 93,a|
<|log mgr (a|s) — log e (als) |.A| Z|log7rg —log mor+(a'|s)|
(@)
<o+ (als) = 0 f;g,“ 2 Iral@ls) = ma- (@19

<or ! maxfwe* '|s) = mo(d'|s)|

—_ min

<271~-1 max ' Ao ¢(s,a")  Npe(s,a’) ‘

min = % )\6*,5(5) o )\0,5(5)
- Ag= E(Sa a/) - )\0.5(57(1/) Ao 5(8, a/)

:2“'1“1‘“‘ : ' + =2 Ao.e(s) — Ag- e (s
e { Ao=¢(5) /\9*,5(5)/\9,5(5)[ 0,6(5) = do- £(5)]

(41) 2 , ,
> m II}IE}X |)\9*’§(8, a ) - )\Q,E(S,a )|

\AI2A ZW* s,a") = Moe(s,d))|

<HPo-e — /\9,£||oo
o |A|>\12nin7rmin ’
where (i) uses Eqs. (73) and (80) which imply that mg(als), g« (a|s) = me/(als) € [Tmin, 1] for
0,0% € ©, (i) uses \g~ £(5), Age(8) > | A|Amin for 0, 6* € © as aresult of Eq. (75).
Based on the definition of §’*, we have max, 67", "o — Mings 9;*(1, = maxy 05,4 — ming b5 o <
2R. Therefore, for each s € S, there are three cases: —R < min,: 0 Yo < maxy fa/ < R,
* < —R, and we can define 0" € RIS X"‘” as follows

S7

(82)

maxeg/ 9, v > Rand min, 6’

0’9*@, —R < min 0 < max 0, <R
a ’ a o
/* /%
0!, = 0o — max 0. + R, max 05w >R
A3 . /x
Osa — mln 0. — R, min U5 < —R

It can be easily verified that the #” defined above satisfies #” € © = [—R, R]ISI*IAl (since
maxeg/ Hg’fa, min, Gs*a/ < 2R) and my» = mg+ = Ty~ (the second = comes from Eq. (80)).
Therefore, 0" € O, and thus

(4)
167~ Blloc < 116" ~ Blloc < 16" — 6" loc + 116 — O]l (83)
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where (i) uses §” € Oy and 6* € argming, g |6 — 0. To further obtain the upper bound of
|0 — 0| in the above inequality, we discuss the three aforementioned cases.

(Case I): When —R < ming 67 < R,wehave 0, — 0, =0

< max, 0’*

s,a’ s,a’

(Case I): When max, 0",, > R, we have

(@)
0<0y, -0/, = max@s v — R < rr}lz}xﬁgfa, - rrg}x@s’a/ < 10" = 0|0,

where (i) uses € © = [—R, R}IS\XIAI_
(Case III): When min, 0"*

s,a

, < —R, we have

1 I£3 13 (’L) * . 13 /%
0<b5,—0,= —mm@é o — R <minb; o —mind,, < [0 -0,
where (i) uses § € © = [~ R, R]ISI*IAl

Summarizing the above three cases, we obtain that ||6” — 0|, < ||6™* — 0]|o and therefore Eq.
(83) implies that

167 = Ol < 16 = 0" o+ 10~ bl < 200" — 0l S St =20lle o g1
where (i) uses Eq. (82). This proves (P5). i
We consider Eq. (76) as a function of § and take its derivative as follows.
| 0jre)s.a
o)

‘ >\9* — Xoe(s,q) Ao+ &(8,a) exp(=03 ;) — Ao e(s,a) exp(—0s.q)
)\9 (s a) + Mg e(s,a) (1 —0)Nae(s,a)exp(—bs.q) + dAg+ (s, a) exp(—G;G)

DA — Aol N [ Ao~ & (5, a)[exp(—=0% ,) — exp(—0s.a)] + exp(—0s.a)[No~ ¢ (5, a) — Noe(s,a)]|

>\min >\min eXp(*R)
() Ao+ = Melloo N exp(R)|0F . — 0s,a] + exp(R)| Ao+ £(s,a) — Age(s,a)
o )\min )\min eXP(—R)
(@@8) || Mg« ¢ — No.£loo L'| Mg+ ¢ — Mo.£lloo Ao e — Aogloo
g [ Ao~ — Aol + exp(2R) - [ Ao — Aoselloo + [[Ao= e — Aol
>\rnin )\min
2(L" +1)exp(2R
<X A)‘ PER) s e~ oo (85)

where (i) uses 0, 0* € © = [~ R, R]IS/*IAl and Eq. (75), (ii) uses 0, 0* € © = [~ R, R]ISIXIAI_(iii)
uses Eq. (84).

Therefore, for any 6,0’ € [0, 1], we have

5 (s 2(L" +1)exp(2R)
105 — 052100 < X [Ao~,e = Ao,glloold” — 0]
_Q(L/ + 1) eXp(QR) N (5)
2+ DepCR)) 60 3D

which proves the statement (P4) and thus proves Assumption 8.

Assumption 4 can be proved in the same way simply by replacing 6* with any 6*(§) €
argming cg f(Aor ¢).

L Proof of Proposition 9

The estimated occupancy measure (40) is an unbiased estimator of the following truncated occupancy
measure with truncation level H .

Hy—1

/\(g?)( a) &ef (1—7) Z V' Prype (5t = 5,00 = alsg ~ p). (86)
t=0

33



Denote A\(7(V) := [X(T(A);s,a)LGGSXA € RISIAL )\é{?) = [)\é{?)(&a)]saeSXA € RISIAL

Mg = [Mog(s,0)], sy 4 € RIS, Then the estimation error of occupancy measure has the
following upper bound.

= Varz, p, D\\(T(A))] +Eﬂ9,p§||)\(HA) - ,§H2

i) 1 2
@) —Var[)\l( (A) —I—Z‘ (I—~ Z V' Py pe (8¢ = 5,00 = alsg ~ p)

s,a t=Hx
G 1 s (202 S S
< meH/\l(Tl )™+ [(1 -) Z vy } Z [(1 —7) Z V' Prype (50 = 5,0 = alsg ~ p)
A t=Hy s,a t=H )
(i) 1
< —— @7
m

where (i) uses E|| X ||? = VarX +A||IEX||2 for random vector X := X(T(A)) — Xg,¢, (ii) uses Eqgs.
(1) and (86) and uses the fact that A defined by Eq. (40) is average among the m i.i.d. individual
Tl-()\); s,a) == (1—~) it Vh]l{sgf‘ = s7a§>}1 =a} fori=1,...,my, (iii) uses
VarX < E||X||? for random vector X := A;(7")) and Pry pe (8¢ = 8, a1 = alsg ~ p) € [0, 1], and
(iv) uses 0 < |\X1(Ti(k)||2 <D ea Xl(Ti(’\); s,a)=1and 3 Pr, . (st =s,a; = also ~ p) = 1.

estimators \; (

Define the cost function as ¢ := V5 f(Ag,¢). The error of estimating ¢ by ¢ := V f[A (T()‘ )] has the
following upper bounds.

By pe |6 = ell2 =By pe | VAL ANTD) = VafRoe)l1%

(4) ~
SLiEﬂe’pg H)‘(T(A)) AR ||2
(i1)

1
< 2 2H
_LA(mA+’y ) (88)
Brype [ €l < ISIMAEng 6 el < Z3ISIAI(5 -+ 97 (59)

where (i) uses Assumption 2 and (ii) uses Eq. (87). Also, c and ¢ have the following norm bound
based on Assumption 2.

max (], 7o) < o (90)

Note that (@) (7(?) 9, ¢, ¢) defined by Eq. (41) (replace ¢ with c) is the average of the following myg
i.i.d. individual stochastic gradients.

Hp—1

9 ,0,¢.c) Z ye(s),al?) Zvalogwa(a ) 1)) o1
h=0

Then it can be easily seen that g(e)( () ,0,€,¢) defined above is an unbiased estimator of the
following truncated policy gradient.

Hg 1
V@f(He)()\e,g) 7r9,p5 Z ,7 Stvat Zve ].Ogﬂ'@(ah‘sh) : (92)
t=0 h=0

Also, gge) (7'1-(‘9)7 0,&, ¢) can be bounded as follows by using Eq. (90) and Assumption 1.

Hp—1

] 0 ]
197 7,0,6,0)l < S (s, al)) |Z|\velog7re s

t=0
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Hp—1

Ol
< Z t-l—l"/f)\émgﬁ
t=0 B

Therefore, we can prove Eq. (43) as follows, and Eq. (44) can be proved using the same logic.

Ery e 9@ (719,0,£,2) — Vo f (Mool
§3E7T97PE Hg(Q) (7(9)7 07 676) - 9(9) (T(G)v 97 57 C) ”2

+ 3B, e 1989 (79, 0,€,¢) — Vo fHO (N 0)[1* + 3||Vef(H3)(/\0 ¢) = Vof(Xaoe)l?
(l) me Hg—l

1 0 0
§3E7T97P5Hm792 Z’V[(Et)v 5)) zt’ zt ZVGIOgWG |3( ))H

i=1 t=0

93)

2
+ 3Varg, p [99 (79, 0,¢,0)] + 3‘ Er.pe Z ve(st, ar) Z Vg log 7Te(®h|5h)H

t=Hy h=0

(44) me Hg—1

BBy Zj}jvncfwmt+1>w}

i=1 t=0

—+oo
3 2
o Var, g 60,0, ¢)] + 3( S Al (1 + 1))

t=Hy

(@3L3|8|A(n;+w2H*)((1Z_”;)2)2+ (s )2+3(€*£””H9(£1_+7];9(1_7)])2

362, 1 5

™ L2 = 2H ), 7)\ 62 1 H 1_ 2 2Hg
g [BRISIAI( s+ 7)o BT+ Ho(1 = )],
where (i) uses Eqgs. (8),(41),(92) and Vg f10) (g ¢)
Assumption 1 and g (7 0, ¢, ¢) = L S0 @) (7!

mg =1

independent, (iii) uses Eqgs. (89) and (93).

<

Erype g (79,0, €, ¢), (ii) uses Eq. (90),
%) ,0,&, ) where {gze)( ) ,0,&,¢)} are

7

NAII

M Proof of Theorem 1

The policy gradient (8) is proved by Egs. (5) and (6) of [6]. We will next prove the transition gradient
9).

Under the transition kernel p¢ and policy g, the probability of obtaining a certain trajectory 7; =
{sh,an}th_o U {se41} with initial state distribution p can be expressed as follows.

t

Prg.pe (7¢) = p(s0) H (7o (an|sn)pe(Shvilsn, an)].
h=0

Hence, the gradient of the log of the above probability can be computed as follows.

t
VelogPr, . (73) Z Velog pe(spt1lsh, an)- (94)
h=0

Denote ¢ := V f(Ag,¢). Then the transition gradient (9) can be obtained as follows.

Vef(hoe) = Vaf(Noe) Vedge

= Z c(s,a)Ve Z V' Prype (5t = 5,00 = a)
s,a t=0
oo
= V¢ z:/Wtc(st,at)]P’,rM)5 (1¢)dme
t=0
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8

= / c(st,at)VePr, p (1¢)dTe
> VePrg pe (Tt):l
= g c(sg,a . -Pr 7 )dm,
/ n [ Py pe (T¢) oone (Te)AT:

t=0

= Z]EWNPWems [’Y C(Sta at)vi IOg]PfreJ)s (Tt)|50 ~ p]

t=0
o) t
@)
= Er pe lz ve(se, ar) Z Ve log pe(snt1lsn, an)|so ~ ﬂ]

t=0 h=0

where (i) uses Eq. (94).

N Proof of Theorem 2

Based on Proposition 9, we define the following error terms E(g) and E\” (1,7 € {1,2,3,4}) to
bound the estimation errors of the stochastic gradients in lines 6, 10, 17 and 21 of Algorlthm 1
respectively.

362 1
) ._ o 2
B =a [Lﬂ‘s”A'(m(a) @)

: % ; :
+fwj+—L+@u+@%rwW%%ﬂ,<%>

1 &) Zg ; &)
L§|S|\A|( G ) + s + B+ HY (1—9)Py*" } (96)
m m§

Then we prove Theorem 2 in the following procedures.

N.1 Convergence Rate of Inner Update Step (14) of the First Original Phase

Lemma 7. Suppose Assumptions 1-4 hold. Apply the projected stochastic gradient descent step
(14) in Algorithm 1 to the policy optimization problem mingece f(Xo ¢, ) with fixed &, € =. Select
stepsize o = ﬁ and initialization 0y, o = 0y. Then the output 0}, := 0y, 1 globally converges at

the following rate for any 6§ € [0, 0].
E[f()‘ek,ﬁk) - Iergg f()‘e,ﬁk)lfk]

<1 =8TE[f(Noyer) — min f(Mo,¢, )|€k] +4Lo,pl5-10 + —— (97)

5L9 o

)

where E ) is defined in Eq. (95).

Proof. For any ) ; € O in the update rule (14), there exists at least one optimal policy 0 , €

arg ming o f(Aor ¢, ) such that for any § € [0, 4], there exists 9,(;;2 € O that satisfies Ays) . =
’ k,t?

(1= 0)Agy 6 + 0No; , ¢~ Since f is convex, we have
O ) < (1= 0)f (i) + 6 (g ) = (1= 8)f o) + min ). (98)
Then, we analyze the optimization progress of the stochastic gradient descent step (14) as follows.

f()‘9k,t+175k)
@ T Lo 2
<fope) + Vof(Noy 6) Orir1 — Oke) + 7||9k,t+1 — Okl
=FOpre) + [Vol o oce) = 047] Oresr — O1r)

Ly
+ (gk t) (Ok,t41 — Oke) + 7||9k t+1 — Opt|?
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1 Le 0
<f(Nop60) + mﬂvef()\ek,t,sk) gy 't 2+ 22210k 0v1 — Ot
(ONT Lo g
+ (9. DT Okes1 — Ore) + 7”9k 1 — Op.t|?

<f(Noyp60) + (Qz(g DT Oktv1 — Okt) + Lol Ok 41

2y Vo7 Oone) = g

(21)

[ ) 1)
< f(a, t,gk> (gD T O] — Ok + Loolloy) —

T||V9f()\9k,t7§k) gkt”2
0

<FOarren) + Vol Care) T (6F) —em—@uom—e L
40~ Vo s O] 0F) — 010) + 2220
+mllvef(>\ek,t,sk) gkt||2

0+ g7 100 o) = 571 + Z21680 Ol

3L9 0

1
165°) = Orll? + =1V f Mo, e) — 957 |12
2L9’9

(iv) ) 1
S (L=0)f( Moy pe0) + d min fQae,) + mHWf()\ek,t,fk) gk 1P +4Lg 2162, (99)

where (i) and (iii) use Ly, 9 -smoothness of f(\. ¢, ) based on Proposition 3, (ii) uses the update rule

(14) with stepsize & = 57 — which implies that 0y, ;+1 € arg mingcg [(gk t) (0 —0kt)+ Looll0—

2L
O1,¢]|%]. (iv) uses Eq. (98) and the following inequality.

(i) (i1)
1617) — O]l <Cr1 || A — Mol = G190 Moz e — Ao ]| < V20010,

00) &4
where (i) uses Assumption 4 and (ii) uses Lemma 4. Rearranging Eq. (99) and taking conditional
expectation, we obtain that

E[f(/\Gk,thk) - IQ%I(E)I f(/\é,ﬁk)‘gk]

. 1
(1= OE[f O, 60) = min 0.6 |6] + 7 —BIVof Qor i) = 91217166 +4Lo.0 3167

() (©)

<(1=0)E[f(Mop. &) = min f(Moe,) €] +4L0,065-10% + LM
where (i) uses Eq. (43) in Proposition 9 and E§") defined in Eq. (95) with j = 1. Then the
convergence rate (97) can be proved by iterating the above inequality as follows. O

N.2 Convergence Rate of E[||[ V®(£)||2] from the First Original Phase

Lemma 8. Implement the first original phase of Algorithm 1 with stepsizes o« = ﬁ and § =

5T L T The inner projected stochastic gradient descent step (14) is implemented up to precision
€.

€0 > 0as follows.

E[f(Nore) — min f(Moe)[ék] < eo. (100)

Then, the output §~ of the first original phase has the following convergence rate.

B < 8f* — 8E[®(%)]

E[[|[Ve() %5 + 10Lg ¢ 862 + 20L¢ ¢co + 20, (101)

37



where Eég) is defined in Eq. (96) with 7 = 2.

Proof. For any fixed £ € Z, define the optimal policy parameter 6*(£) and the optimal utility value
() as follows.

6% (€) :cargmin f(Ag¢) (102)
0co
®(&) :=min f(Ao.e) = f(No-(e).6)- (103)

Since f(Ag,.) is L¢ ¢-smooth for any # € © based on Proposition 3, for any (6,£) € © x Z,

FOue) — ZE<]e” — €)1 is a concave function of €. As a result, B(£') — Leell¢ — €] is a
L¢ ¢-strongly concave function of ¢’ and thus it has the following unique maximizer.

§(¢) = arg max [@(¢') — Lecll€’ — €117] (104)

Accordingly, we define the following Moreau envelope function (repeat Eq. (18)).
D(€) i= max [(¢) — Leell¢’ — €1°] = IE(O)] — Leeli€”(€) - €1* (105)
Based on Lemma 3.6 of [31], dis L¢ ¢-smooth with
VE(€) = 2Lec[€7(6) €] (106)

Similar to Lemma D.3 of [31], we obtain the following ascent property of the above envelope function
® forany k =0,1,..., K — 1.

E[®(&41)|éx]

i)

SE(D[E(&)] — Lee||€" (&) — projz & + B9 O] || [€x)
(41)

CE(®[E(€)] — Lee(1+ 7)€ (€) — projz[€x + AVS o))
— Lee(1+ 7,1 ||projz [& 4+ BVef(Noy.e0)] — Projz[&k + 591(5)] H2|5k)

(ZZ”)E(‘I’E*(&)] — Le (14 7)||€ (&) — €k||2 — L2 (1+ Tk)Hvﬁf()‘@)wEk)‘F
+2Le ¢ B(1 4 11)(E (&k) — &k, Vef (Noper))
— LeeB L+ 7 )0 = Vel Qo) ]60)
(g)@[ﬁ*(fk)] — Lee(1+ ) ]|€*(60) — &|” — LeeB2(1 + 7% )62
F2Lee B+ TE[f (a6 60) — Manes) — —SEl1E* (@) — &[]
— Le e (L+ 7 EY

—

2
I

(v)
> D" (61)] — Lee(1+ 7)€% (&) — &||” — LeeS2(1 + )

L
+ 2L A1) (P17 (€0)] — D(6) — 0 — “SEN€7 (&) — 2]~ Le. 21+ 7 EL

(vi) ~
> B(6x) — Leemi||€7(Ex) — &) — Lee B2 + 1) 2

+2LeeB(1+7) [P e (6) — &l — o] — L1+ HES

(vit)

>'B(6) + 1 (501 +70) - L) IVRE" — L1+ m

—2Le e B(1 4 Th)eo — Le.eS2(1+ 7, ES, (107)

where (i) uses Eqgs. (15) and (105), (ii) holds for any 73, > 0 whose value is to be determined later,
(iii) uses contraction property of projection and £* (&) € =, (iv) uses Propositions 3-9 and the error
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term Eég) defined in Eq. (96), (v) uses Egs. (100) and (103), (vi) uses Egs. (104)-(105) which imply
that ® (&) = PE*(&k)] — Lee||€* (&) — &k lI* > (&), (vil) uses Eq. (106). Taking unconditional
expectation of Eq. (107) and telescoping itover k = 0,1, ..., K —1 with § =

1 1
2L£y§\/f E [0’ 2L£,Ej|’
T = ﬁL5 s § <, we obtain that

ﬂ K-1 _ )
7 2 Ellve|]
k=0
_ . 5K 5K 2
<E[$(¢x) — B(&0)] + - LeehlE + 2 LeBeo + K L o7 (1+ ﬁT>E(£)
(i) 5K 5K 5KBEY
<f*—E[@(0)] + 2 LeeBE + 25 Legfeo+ #

where (i) uses the following range of 5(5 ) (defined in Eq. (105)) that holds for any £ € =.

®(¢) < Ig}gg@(é ) = maxmin f(Ag.e) < minmax f(Age) = /7 (108)
B(E) > D(€) (109)
As a result,
K-1
E[[Ve@)|’] = = Y EIVEE)|’
k=0
8- BE[2)] + 10Lg ¢ B62 + 20L¢ geo + 20EL).

< KB
N.3 Convergence of the Inner Update Step (16) of the Second Corrected Phase

Next we focus on the second corrected phase which aims to solve the following minimax optimization
problem (repeat Eq. (19)).

rgrélélrgleaff(e ) = f(Noe) —

(110)

where 5 is obtained from {fk} b0 unlformly at random in the first original phase. Based on

Proposition 3, it can be easily verified that f has the following smoothness properties and f ( -) is
L¢ ¢-strongly concave.

IVof(0,€) —Vaf(0,6)| < Logll0' — 0| + Loclle’ — £, (111
IVef(0',€) = Vef(9.6) — 0]l + 3Lecll€ —€ll, (112)

Next, we will see the convergence rate of the projected stochastic gradient ascent steps (16) to the
following optimal variable, which is unique due to strong concavity of f (6, -).

13 fargmaXf(%,ﬁ) (113)

£eE

The optimization progress of each step of Eq. (16) fork = K, K +1,..., K + K’ — 1 can be
bounded as follows.

E[|ék01 — &511%(0x]
(%)
<E[[¢re +a(9) — 2Lee(Ere — ) — &5112(64]

i1) -
<+ eR)E[[1€ke + aVef (O, &) — &l |0n]
+ (L4 ¢ DE[lla(9) — 2Lee(€re — €) — Vef (Or. x)) 2] 1]

O 4 B[k — 12 + 20(Ve F(Or, €xt) — Ve (Or, €1), Exs — 1)
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+a?|[Vef(Or, Eke) — Vef (On, &5)11%|0k]

+ a1+ DE[lgs) — Vef oy e )] 0n]

)

< (14 )1 = 2Lgca+ 9L2 ca®)E[||Ex s — &411%(08] + a®(1 + ¢ ) ESY

)16 2B
E(ll¢k.: — & lI]0x] + 9L§,£’

(114)

where (i) uses Eq. (16), §; € Z and contraction property of projection, (ii) holds for any ¢, > 0
whose value will be assigned later, (iii) uses V¢ f (g, ;) = 0 and the definition of f in Eq. (110),
(iv) uses Proposition 9, the error term F; () defined in Eq. (96) as well as the 3L¢ ¢-smoothness and
Le ¢-strongly concavity of f(fy,-) (see Eq. (112)), and (v) uses a = ﬁ and ¢, = +-. Iterating

the unconditional expectation of Eq. (114) overt = 0,1,...,7’" — 1, we obtain that
E[ll&: — &i01%(0x] = E[llée,m — &211]64]

16\ 7" o 172E®) /16N,  34E
S(ﬁ) E[ka,o—fkn |9k] +W <( ) Dz + 9L§,5

where the second < denotes Dz := sup; ¢z ||’ — €]| as the diameter of the compact set =

17

(115)

N.4 Convergence Rate of E[||Gl()0) (07, &)%)

Since f((% -) is strongly concave, it has unique maximizer E *(#) and the corresponding function value
V() defined as follows.

&(0) = ar%ergaXf(ﬂ,ﬁ) (116)
(0) = max [(0,€), (117)

Furthermore, since f( -) is Lg ¢-strongly concave and f has the smoothness properties (111) and

(112), we can easily obtain that 5*( )is (L¢,o/ Le ¢ )-Lipschitz and Vis L = Lg 0+ LoeLeo/Lec-
smooth with the following gradient, following the proof of Lemma 4.3 in [31]. 2

VU(0) = Vifl0.£(0)] = Vif(N g g)- (118)

Note that for any k = K, ..., K + K’ — 1, the projected stochastic gradient ascent step (17) satisfies
o), 1 0
g =5 10 = (6 = bg;”) |

01, |
> lIproio (00— bol”) = (61 = bg”)|

121
10811 — 01+ bg)”|

)

where (i) uses 0, € O and the definition of projection and (ii) uses the stochastic gradient descent
step (17). The above inequality implies that

1
(9)T (Brer = O0) < = g7 [0hcen — O (119)

Then, we analyze the optimization progress of the potential function (117) along the projected
stochastic gradient descent step (17) as follows.

E(0k11)

~ ~ L
E[F(00) + VE(0) T (Burs = 00) + 5 1801 — 602

2V, f[&, & (0)] and V1 f(A & <(9>) denote gradients with respect to only the first input argument 6.
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(u
E[9(06) + (V1S O, g 0,) = 08 Os1 = O + (91 (B — )

L 2
+ §||9k+1 — Okl }

(m) L 1
o) 2 2 2
<E[T(0) + ~||g Vif O, g oIl + 1001 = Okl = 21051 — O

L
+ S0k — 0u1?]

1
SE[‘I’(‘% ~||9(9) Vef()‘ekék)HQJrEHV@JC(/\%&)*Vlf()‘ek,é*(em)HQ

(% - L) [0k+1 — 9kll2}

(w) E(e) L2 1
<EW(0) + T "EIEH&— & 00| 4—b]E||0k+1—9k\|2

B D2L3, (16) 3413 (B

() 1
<EU(0)) + —2— + ~ — —E||0ss1 — 012, (120)
2
L 17 9LL£,£ 4b

where (i) uses the L:= Lgg+ Lg¢Le g/ Le ¢-smoothness of \TJ (ii) uses Eq. (118), (iii) uses Cauchy-
Schwartz inequality and Eq. (119), (iv) uses b = ﬁ, Propositions 3-9 and the error term Efle) defined

by Eq. (95), (v) uses Eq. (115). Denote G\ (0x, &) = L[0) — proje[0x — bVaf(Ney.c,)]] for
k=K,...,K+ K’ — 1. Its norm can be bounded as follows.

0
E|GS” (61, )|
_1 _ 0) _ a2
=32 BllOk+1 — O +0Gy” (Ok, &) — (k1 — bx) |

2 2
<73 EllOrr — 06+ 0G0, 60| + 5Bl — (B — 0)]?

(©) 2 . .
< sEllproje (0 — bg;”) — proje 0 — bVsf (ha, el

81~ N B  D2I2, s16\7  34L2 E
ClE[(6,) — T8 4 =206 (2 TS
+ 5 [BI0) — ¥0e)] + =+ =25 (52) i, ]

(i1)
<2Eg” — VoS o, eI

8 ~ . B DZL2, 16\T 3412 E{
2 |E[T(6)) — T(6 24 %’f(f) Nif}
+ 3 [BIEO) — F(00)] + — + == (7 i,
(4i1) 0 , 8E£) ] - 8DZL (16) 272L§75E§5)

<2E{" + =4 4 CR[U(6)) — U(0rr)] + i .21
5 ((0k) — W (Ort1)] T, WILE,

T3 bL
where (i) uses Eqs. (17) and (120) as well as G\” (0, &) = [0k — proje 0 — bVof(No,.e0)]]
(ii) uses Eq. (110), and (iii) uses Proposition 9 and the error term Eie) defined by Eq. (95).

By rearranging the above inequality and averaging itover k = K, K +1,..., K + K’ — 1, we obtain
the convergence rate of ]E[||Gl()6) (0, &;)|I?] as follows.

1 K+K'—1
0 0
ElG 0 )P = 7 Y. EIG 0n &)1
k=K
sg® g N 8DZL3, (16\T  272L3 B
<2p\") 4 =4 E[V(0x) — V(6 / =0 —_—
<28 4 = 4 B (0) — Wlrce)] + = (17

2
9bLL§7g
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(i) 320 = = ~ - 16 108812 B
(6) * % 272 0,63
L340 + PLR (01,8 0)) oo & 010)] + 320203 ¢ (12)" e
~ / 2 (8)
(i), () 4 321 - B 5o (16\T' 1088L3 FEy
=BT + G Bl Qo 2 00) — F o 000)] +32D2 15 (17) oLz,

(443) 32E
(6) +

< 34B + =25 (122)

. 16\ 1088L7 (ES
[T(0x) — f*] +32D%L§,£(ﬁ> %725’
£:€

where (i) uses Egs. (116)-(117) and selects the stepsize b = ﬁ, (i1) uses Eq. (110), and (iii) uses
f* := mingee max¢cs f(Ng,¢) and I'(0) := maxee= f(No,¢).

N.5 Convergence Rate of E[||G" (67, &;)|]
Denote (€) := mingee f(6,€) = ®(€) — Le ¢]|€ — €]|. Then, on one hand,
B[6 @) — (e L maxw(e) - v(&)
= maxmin f(6,€) - min /(0. &)
< max F0r, ) — min f(0, &)
R0, &) — min F0.6)

(idd) —

3L ~
< f(9k,€k)+%|\§k—§i\|2—Iefggf(ﬁﬁkk (123)

where (i) uses Eq. (104), (ii) uses Eq. (113), (iii) uses ng(@k, &) = 0 at the optimal variable &},
defined by Eq. (113) and 3L¢ ¢-smoothness of f(¢, -) implied by Eq. (112). On the other hand, since
f(8,-) is L¢ ¢-strongly concave, v is L¢ ¢-strongly concave. Hence,

9@ <v[e @) + Vol @)@ - &) - I @ - &l
G G (124)

where (i) uses V) [g*(E)] = 0 at the unique optimizer g*({) = argmax.z ¥(§) (see Eq. (104)).
Then, we have

|G (O, &)

1
ngprOjE (gk + avff(/\ek@k)) - 5k“2

(1) ~ ~
S%H [projs (6 + aVe (0. &) — &] — [proj=(& + aVeS(0r, D) — &I

+ %Hprojs(ﬁk +aVef(No,.e.)) — Projs (&, + aVef(0r. &)

< lIproiz (€ + aVe (0, €6)) — proia (& +aVeF (s, 60)|* + ek — &I
+ 2 {lproia (& + Vs (M, 6.)) — projz (€ + Ve 0k, &)

<56 + aVeF6r. ) — (& + aVefOr )| + 516k - &l
+2||Vef(Nope) — Vef (Or. &)

(i) ~ ~ 8 4 ~
<8|[Vef (00, 60) = Vel (00, )" + 6k = &l” + 516k — &> + 2[12Lee(& - O
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(21

) ~ ~ o~
< (r222 ¢+ 35 )€l + 1622 [k - € O + @) — €IP]

(iv) ~ 3L ~ ~ o~
< (1282 + 3 )6k —€0IP +32Lec (FlOk, 60+ 25 64— —min 716, 60)) + 4R @)

D(12022 ¢ + =3 )~ &I+ 32Le [ o) — min ()] + 4IVBE), (125)

where (i) uses projg (é; + aV5f(9k, E,j)) — & = 0 based on Eq. (113), (ii) uses the definition of f

given by Eq. (110), (iii) uses 3L¢ ¢-smoothness of f (6, -) based on Eq. (112), (iv) uses Egs. (106),
(123) and (124), (v) uses Eq. (110). Taking expectation of the above Eq. (125) and averaging it over

k=K,...,K + K’ — 1, we obtain the convergence rate of IE[||G((15)(0;, &;)|I?] as follows.
E[|GE (6;, )17

K+K'—1

1 12 " =
<= (12022 +2) 0 Elle - &I +4E[VEE))?
k=K

K+K'—1
32L .
Kf,é E : E [f()‘meEk) - (r'-)%l(f)l f(A‘gvfk )]

k=K

® 12\ /167" 34E)
oz 2)(9)" o2+ 45
( 0L + 7)) ET OL2,

8f* — 8E[®(&)]
+ 4(—17{5
+32L¢ ¢ [V205 -1 (bLgg + 1) + bl E[||GLV (6, 6)|]

Sorze+ B3 pe G

= 2
17 9L, KB

+80L¢ ceg + SOES) + 32L¢ ¢ [V205 1 (bLg g + 1) + bly]

+

+10Le ¢ B2 + 20Le ceo + 20E§5>>

+ 40Le¢ ¢ B0

~ 2 (€)71/2
o 2L - , ., (16 1088L3 (EY
348" + == [[(6x) - f*] +32D2 L3 (17) o (126)
where (i) uses Egs. (20), (101) and (115), (ii) uses Eq. (122), (iii) uses Eg,ég = 0[(1 —v)7?,

Log, Le ¢, L = O[(1 —~)~3] based on Proposition 3 and selects stepsizes a =
b= =oln- = OK2(1 =)

i

e = Ol(1— )Y,
”B_QL VK

N.6 Substituting Hyperparameters

2

Denote § = min [4, W, 3] = O[(1 — 7)%€?]. Then we select the following hyperpa-
rameter values.

K :366—4{64L5,5 [f*—E[@(&)]] + 2062} = O[(1 — )57 (127)
T _5 log { 1440L¢,e¢*E [T (60) ~ ,auin _f (g o]} =0 [log[g :36:1]] (128)

K’ :2949,5122:2% [T(0x) — £*][V2r-1 (Log +AL) +£])° = O[(1 =)%Y (129)
T’ =331log{544L¢ ¢ D=Lg ¢ L ¢ /205 -1(Lg g +A4L) +Lg]} = O(log[(1—7) 1Y) (130)
=3 ng,g (131)

8 —W (132)
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1

- 133
a OLee (133)
1
b=— (134)
4L
17280L¢ (02 (2
(1) — 575 T A — O 17 —10 _—4 135
me L9,0(562(1 _ 7)4 [( 7) € ]7 ( )
17280L¢ 02 L2|S|| Al
(1) — &8 o N = 0[(1 - —10_—4 136
my L979§€2(1 . 7)4 [( ’Y) € ]a ( )
2 712 1.1
A 2log(y~1) Lo goe?(1 — )4 1—7
2 p2 -1 _-—1
a4 2 1 BI840Le 7,651 _ rlogl(1—7) '] 138
Hy _1—710g(1—7) +10g(’y—1) Og{LgﬂéeQ(l—’y)J [ 1—7 ] (138)
14851262 ¢?
@ _ ATPE (] — )42 139
m§ 62(1 _ ,7)4 [( 7) € ]7 ( )
148512L3¢% |S|| A
(2) _ AUPp, _ —4 _—2
myT = 62(17;)4 =0[(1—7) "7, (140)
1485121272 |S||A B
§\2) _ 1 { by p£| I |} :O[log[(l v) te ]} (141)
2log(v~1) e2(1 —)* 1—x
29702442 ¢2 1 1—~)"1 —1]
@__4 2 1 e ] _ oflogl1 —7)"Te 142
H _1—710g(1—7)+10g(7—1) Og[eQ(l—’y)‘1 } [ 1—7 } (142)
13369344L2 02 02 [\/205 1 (Lgg + AL) + £,]°
m(3) — 0,§ pg/:\[\[ A ( 0,0 ) 0] _ O[(]. _,}/)710674]7 (143)
¢ L2et(1 — )
1336934412 12 L2|S||A|[v20s 1 (Lo g + AL) + £o]
mg\?’) — 0,6 pe >\|~|| |[\/> A ( 0,0 + ) 9} — O[(l _ 7)_106_4], (144)
L2et(1 — )"
) 1 [13369344L37565§L?\|S||A [V205-1 (Lo, +AL) + 59]2}
A 2log(yh) L2e4(1 — )t
_N=1,.-1
:O[log[(l 7)€ ]} (145)
I—vy
, 26738688L2 02 (2 [\/205 1 (Lo g +AL) + €g]°
H§(3) — log( )_,'_ 1 - 10g 0, P£~>\[ A ( 0,0 ) ] :|
1—7 1—7 log(y~1) L2e*(1 — )4
N=1,.-1
:O[log[(l 7)€ ]} (146)
I—vy
12812 .02 12[\/205-1 (L AL) + £9)2
mg4):3760 BLE ¢l A V2001 (Lo + 4L) + o] — O[(1— )10, a4n
L2ed(1 —y)*
12812 (2 [2|S 2051 (L AL) + £g]?
mg\4) :3760 8 £, Mo )\|~||AH\/7 A ( 0,0 + ) 9] _ O[(l _ ’}/)_106_4}, (148)
L2et(1 — )"
w_ 1 {3760128L§§£,2,9L§|§||A|[ﬁ@_l(Lo,e +4L) + £4)2
A 2log(yh) L2et (1 — )4
N—1.-1
:O[log[(l 7)€ ]} (149)
1=~
H(4) o 4 o ( 2 )+ 1 og 7520256[/?756%953[\/5&\—1(Le’e+4L)—|—€9]2}
© Ty BT T og( ) L2e4(1 — )
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:O[log[(l *7)*16*1]}

150
T (150)
Substituting the above hyperparameter choices into Egs. (95) and (96), we have
302 1 & 4 (1)
6 T
By - [L%\|S||-A|(T +70 ) + (1) + B[+ HY (1 =)o }
my
Lg 9562
“1440L¢ ¢’ (1s1)
302 ) I @)
B =g g RIS gy +9°) + — oy + B+ B (1= )P
v my mg
2
€
152
12376 (152)
302 1 ) 3 3 )
Eéé) :(1 _p;)4 [L§|S||~A|( (3) + 2 ) + (3) +€2 1 +H( )( 7)]272}15 }
my
T2 4
< L — (153)
1114112107  [V205-1 (Lo, + 4L) + £y]
302 1 @ 1% o)
6 T 4
B =g IISIAl (g +2) + g + B+ (= )P
my Mg
724
< L7 - : (154)
313344L2 [v205- (Le,e +4L) + £4)?
(k) 2 (k)
where we used [1+H9 (177)] vH <2forH > log( )(kfl 2,3,4).

Lemma 7 implies that for any fixed £ € =, 6, obtained from the update rule (14) satisfies
E[f(Ao,e) —min f(Ae)]

i (0)

2a- )" E[f(Noo.0) — min f(Ao.g)] +4Loo3-10 + cie 6

SB[r() — min_f0ue)] exp {log(1 — 6) - 1 log [1410L¢ cc B[ (0) ~  min 70|}
- [ASCRIS) 5 ’ peotes

€ e
T TH0Le; " TH0Le.

(@1) €2

- 480.[/5’5.

. . 2

where (i) uses Lemma 7, (ii) uses Egs. (128), (151) and § < ST00Le Lo ol (iii) uses log(1 — §) <

—4§ for § € [0,1/2]. Hence, the above inequality implies that ¢y defined by Lemma 8 satisfies
62

€0 = T80Lec

Asa result we can prove that E[HGEP (07, &)II°] < € andE [||G£0)(9E, &)1?] < €2 by substituting
€ < W and Egs. (127)-(154) into the convergence rates (122) and (126). The number of
samples requlred by Algorithm 1 is
1) (1 1) (1 2) 77(2 2) 77(2
KTV HY +miVHY) + K(mP HY +mE H)
KT (mPHS ¢ mé?’)H{(g)) + K mOHED £ @)
log[(1 — )~ te™?! log[(1 — )~ te !
sl( 7)6 : ] 7)710674]0[ gl(1 =) ]
(1 —7)Se 1—vy

=0[(1—~) "o o[t -
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log|(1 — 7)*16*11}
-y

o B
FO[(1 )10 (logl(1 ~ 7)) O[(1 — 7)o [ B _v)v |

+0[(1 =) SOl 7)Y

0 _ 71671
+0[(1 =) o[ - 7)o [PEE =T ]
_o[log’[(1 =)t
=0 (1 —7)25€10 }

O Proof of Theorem 3

Note that o, = 20ilp, so by the definition of Z; = {& € V(E) : f(oe) >
maXE/ev(E) f()‘ek,,fl) — 2Bk€9} we have
f()\gk 5) < €/m3€< ) f()\gk’g/) — 2ﬁk€9, Vf S V(E)/Ek (155)

Hence,

—

)
max FQoper) = Fope) 2 max FNoyer) — F(Nore) — 20|10k 11 — Ol

(i4) o

> 2Bk€0 — 2595]@ =0, Ve V(:.)/.:k (156)

where (i) uses Eq. (10) in Proposition 3 which implies that f(\. ¢) is £g-Lipschitz continuous, (ii)
uses Eq. (155) and the update rule (22) with ||dg|| = 1. Egs. (155) and (156) respectively imply the
following two equations.

(ek) —grlax f()\Qk 134 ) f()\ek,fk+1> (157)
(0k+1) :§’In€aE>i f()‘9k+1,§/) = f()‘9k+1£;2+1)7 (158)

where 51:—&-1 € arg maX&’eEkf()\ek+17£/)'

Based on Proposition 7, there exists a unit descent direction dj, (||dy|| = 1) such that
0<f(Nop.e)— mln T(0) < f(Nop.e)—Fo- ) <[ = V205-1Vo f(No, ) dk] V€ €5, (159)

Then we have

n @ B ’
L(6x) — min T(¢) g FQoer) — min I(9")

(i1)

< 5Henn f(Noe) — HllIl T'(0') + 28kle

(i47) ~
< §rrell_n [— \/§€A—1VQf()\9k’§)Tdk]+ + 26,4y

=[- \[fylAk(Cflvk)L + 2B Ly

i)

< V201 [ex — Ar(dy)]], + 2Bilo, (160)
where (i) uses Proposition 6, (ii) uses Z; := {£ € V(E) : f(Xg,,¢) > maxgcy(z) [(Ao,er) —

2014y}, (iii) uses Eq. (159), (iv) uses Ak(cfk) > mingep, Ar(d) > Ag(d),) — € based on line 6 of
Algorithm 2.
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0.1 Analyze the k-th Iteration
(Case 1): If Ay(d}) > 0, then Eq. (160) implies that
D(6k) — min T(0) < V20x-rer +2B1l. (161)
e

Hence, by ¢y-Lipschitz continuity of I'(-) := maxge=f(A. ¢) (based on Proposition 3), we have

(@)
F(G;ﬁ_l) - gpelg F(Gl) < F(@k) gneln F( ) + €9H9k+1 6k|| < \/ig)\—le ~+ 3814, (162)

where (i) uses Eq. (161) and the update rule (155) with ||d|| = 1.

(Case 2): If Ax(d},) < 0, then since ||d,|| < 1, dr, = d}./||d}|| satisfies Ay(dr) < Ag(d},) < 0.
Hence, Eq. (160) implies that

D(0k) — min T(0') < V20r-1 [ = Ax(di)] + 2Bilo. (163)

As a result, we bound the one-step optimization progress of I'(6y) as follows.

(4)
L(Ok1) = T(0k) <f(Norirer,,) — fQongr, )

(44) L
<Vof(Noper,,) Orrr —Ok) + %Hok-&-l — Okl

(i) Lo
=BVl Moy, ) dn + ==

2
L
< ﬂkAk(dk) 4 208 eﬂk

(gﬁk (ek n Le,eﬁk n \[Bk:£0> - ﬂﬁ;
A-1

2 ly—1
where (i) uses Eqs. (157) and (158), (ii) uses Ly g-smoothness of f(\. ¢) based on Proposition 3, (iii)
uses the update rule (22) with ||dy.|| = 1, (iv) uses §;, ; € Z and the definition of Ay, in Eq. (23),
(v) uses Eq. (163). Rearranging the above inequality yields that

T(0k+1) — pin (0"

Br

[F(6k) = min T(6)],

(1 )00~ T s P25 V)

@) k . , 2\/§£)\71 €k 86?\,1 Loy \/>£9
©_" _I1@,) - minT ’
a0 - min T + =0 +Xk+22(2 +ex4)’ (164)
where (i) uses 3, = 2\/5_?2’1 .

0.2 Obtain the Convergence Rate (25)

(Case 1): If Ap(dj) < Oforall & = 0,1,...,K — 1, then we iterate Eq. (164) over k =
0,1,..., K — 1 as follows.

I(0k) — gleig ()

K

k‘—|—1 {2\@5)—16k+ 8€§,1 (@4—\/559)}
T KK+ k1 (k+1)2\ 2 Oy

W2\ & Al
5;441{:45447 (keg) + —>—
K(K +1) K+1

k=1
A0y
K+1

wA 1Lg g+ 2V20)

(Lx-1Lgp + 2v/20). (165)
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(Case2): If Ax_1(dx—1) > 0, then Eq. (162) holds for k = K — 1, i.e.,

620l -
I'(fx) — min F(@l) < \/§€>\716K_1 + 308k _1fy < \/56/\—16[(_1 + u

166
0'ce K+1 (166)

(Case 3): If Ag/—1(dg/—1) > 0 for some K’ € {1,..., K — 1} while Ax(dx) < 0 for all
k=K' ..., K — 1, then we iterate Eq. (164) over k = K',..., K — 1 as follows.

N(0k) — gleig '(¢")

K
E(k+1) [2v205 802, (L 2/
< 2 K{Kﬁi)[vgilek+(kily< ;9+er)}
k=K'+1 AT
K'(K'+1) . ,
m[r(el(') —5;161%1“(0 )]
) 2v200-1 = 4051 (K — K')
<—2 k — 2 ({1 L 22/
me+nh§%f%%*_mK+n (b= Lo +2V20s)
K'(K'+1)
m(ﬁf,\—lﬁ[@ +2ﬁK/£0)
K
(i) 2v/205—1 451 (K — K')
== k A (UyoaLg g+ 2V2
K'(K'+ 1) 4\5@96)\71
K(K +1) <\/§£*’1€KV TR )
405
<V205 oo B €k + Kol (Ux-1Log +2V20y), (167)
2v20, 1

where (i) applies Eq. (162) to k = K’ and (ii) uses 3 = )

In sum, the convergence rate (25) holds in all the above three cases.

P Proof of Corollary 1

Note that Ay, (d) := maxeez, [Vof( Ao, .¢) ' d] defined by Eq. (23) is convex and £g-Lipschitz con-
tinuous. Hence, the best direction dj, € arg max ¢ dk,t:OStSTk}Ak(d) obtained from the subgradient
method (28) converge at the following rate [11].

O o ~ di* +G3T0® @ 4-+4 ‘

Ap(dy) — min Ax(d -
k(dk) = min Ay(d) 2T = 240, et 30,

. .. 3602 _, 03
where (i) denotes d; € argmax,ep Ax(d), (i) uses T = —237—2

57—z and [|dyoll, [|[di| < 1. Hence, the accuracy €5 = 57— is achieved in Algorithm 2.
A—1Te A—
Substituting e, = g7, K = Se*;l (€x-1Lgg +2v/205) = O[(1 — v)~3¢!] into the convergence

rate (25), we obtain that

1 = O[(1— ) ?) o =

40y
K+1

. ’
I'0k) — Inin [(0") <V2l5- ax e + (bx-1Lgp +2V20p) < e.

The above € accuracy above requires K|V (Z)| = O[|V(E)|(1 — v) 3¢ !] evaluations to Ay, ¢,
F(No,.e) and Vo f(Xg, ¢), KT = O[(1 — )~ "e 3] subgradient updates (28), and K = O[(1 —

v)~3e~1] gradient descent updates to the policy gradient descent updates (22).

48



NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: In the abstract and introduction, we have accurately reflect our contributions,
namely, our proposed new learning framework (robust RL with general utility), and our
proposed algorithms as well as their convergence results for convex utilities, concave utilities
and other utilities that satisfy weak Minty variational inequality.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We mention the limitations in the conclusion section.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

e The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: All our lemmas, propositions and theorems contain assumptions (if there are)
and the corresponding proofs are shown in the appendix.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: In the experiment section, we have provided all details needed to reproduce
our experiments, including the problem setup (e.g. utilization function, transition kernel
parameterization, policy parameterization, ambiguity set, discount factor), the algorithms
we implemented (as shown in our algorithm boxes) and the hyperparameter choices.

Guidelines:

* The answer NA means that the paper does not include experiments.
« If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We have uploaded our code which generates the simulation data for our
experiments.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We have shown the experimental settings in Appendix A.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:
Justification: We report one time implementation of each algorithm.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We have shown the hardware and computing resource in Appendix A.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We do not see any ethics violation of our theoretical study.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: We do not see any societal impact of our foundational theoretical study since it
is not tied to particular applications, let alone deployments.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper does not release data. The code is simply implementation of the
algorithms in this work, which does not pose any risks.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:
* The answer NA means that the paper does not use existing assets.

 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We have uploaded an anonymized zip file containing our code and a readme
file on how to use the code.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This work does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This work does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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