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Abstract

Computing systems are consuming an increasing and unsustain-
able fraction of society’s energy footprint, notably in data centers.
Meanwhile, energy-efficient software engineering techniques are
often absent from undergraduate curricula. We propose to develop
a learning module for energy-efficient software, suitable for incor-
poration into an undergraduate software engineering class. There is
one major problem with such an endeavor: undergraduate curricula
have limited space for mastering energy-related systems program-
ming aspects. To address this problem, we propose to leverage
the domain expertise afforded by large language models (LLMs).
In our preliminary studies, we observe that LLMs can generate
energy-efficient variations of basic linear algebra codes tailored to
both ARM64 and AMD64 architectures, as well as unit tests and
energy measurement harnesses. On toy examples suitable for class-
room use, this approach reduces energy expenditure by 30-90%.
These initial experiences give rise to our vision of LLM-based meta-
compilers as a tool for students to transform high-level algorithms
into efficient, hardware-specific implementations. Complementing
this tooling, we will incorporate systems thinking concepts into
the learning module so that students can reason both locally and
globally about the effects of energy optimizations.
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1 Introduction

Global climate change poses a serious threat to societal well-being.
Data centers, which account for an estimated 4% of annual energy
consumption in the United States [10] and 3% in the European
Union [6], contribute significantly to this issue. As data center en-
ergy consumption is expected to grow, immediate action is needed.
Although advancements have been made in enhancing data cen-
ter computing system performance along various metrics — such
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Figure 1: Research overview: we are developing techniques
and pedagogy to support a two-part learning module.
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as reducing latency [9], increasing throughput [26], and improv-
ing parallelism [14] — knowledge of improving their energy ef-
ficiency remains limited [12]. There is little literature on training
software engineers to use data center resources with an eye toward
energy efficiency [15, 17]. While energy optimizations have been
proposed for individual components [1, 18, 19, 23, 24] and entire
systems [5, 8, 22, 25], they have largely focused on hardware. We
have identified a need for improvement in software as well. Imple-
menting energy-efficient software methods remains challenging, as
current approaches rely on heavyweight design approaches [20, 21],
pattern catalogs [11, 16], programming languages [7], or decision
frameworks [13].

We argue that all software engineers should have access to train-
ing on how to write more energy-efficient software. They should be
able to learn not only what lightweight tools are available to them,
but also how systems-level thinking can drive energy-conscious de-
sign decisions. Our preliminary results suggest that large language
models (LLMs) might be a useful tool to realize this vision. We are
examining two educational research questions:

(1) RQ1: How can we apply LLMs to help engineers learn to write
energy-efficient software?

(2) RQ2:1s systems thinking an effective approach for design-level
reasoning about energy-efficient software engineering designs?

2 Initial Experiment: GPT-4 as Optimizer

Goal. Our initial objective was to evaluate whether the LLM
ChatGPT-v4 (GPT) could assist in developing energy-efficient ver-
sions of common algorithms such as the vector dot product.

Methodology. We asked GPT to: (1) write a basic version of the
algorithm in C; (2) make a parallelized version with OpenMP di-
rectives; (3) use SIMD mode on ARM64 processors; and finally (4)
leverage both OpenMP and SIMD mode for greater performance
and efficiency.
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This sequence resembles a homework exercise. However, note
the substantial background knowledge necessary to complete this
activity without assistance: students would need to know know
C/C++ (not guaranteed in Python- or Java-first curricula); parallel
programming libraries such as OpenMP; and specialized hardware
instructions on ARM64. Such a homework would thus be unsuitable
in many undergraduate curricula. While we do not discourage
instructors from offering courses that teach these topics in depth, we
believe that any technique that allows less sophisticated students to
explore energy-efficient software programming would be valuable
to the education community.

LLMs such as GPT provide just this capability. For the dot product
task, GPT proposes a familiar function as a starting point:

1 double result = 0.0;
2 for(int i = 0; i < size; i++) {
3 result += ali] * b[il;

4}

To add OpenMP, GPT inserts a pragma and compilation notes:

1 #pragma omp parallel for reduction(+:result)

To target the ARM64 Neon SIMD architecture, it leverages the
specialized instructions for 4-element float vectors.

1 for(int i = 0; 1 < size; i +=4) {

2 a_vec = vldiq_f32(a + i);

3 b_vec = vldiq_f32(b + i);

4 result_vec = vmlaq_f32(result_vec, a_vec, b_vec);
5}

Evaluation. To evaluate the performance of the algorithms gener-
ated by GPT, we measured processing time. This decision was influ-
enced by the standard model that reducing processing time reduces
energy consumption [3, 4]. Performance testing was conducted
on a Raspberry Pi v4 (ARM) processor. GPT’s recommendations
resulted in improved latency and energy efficiency (Figure 2). The
code and data for the performance tests are available on GitHub at
https://github.com/rhasler1/GPTEfficiencyMeasurements.

With relatively simple prompts, GPT completed each of these
tasks for all three algorithms. As a proof of our concept, we asked
an undergraduate student to conduct this activity — he did not
know OpenMP nor ARM64 instructions. GPT explained to him
everything he needed to know to complete the task.
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Figure 2: Preliminary results. GPT’s recommendations improved
latency and energy (lower is better) on a Raspberry Pi v4.

3 Future Plans

Building on these preliminary results, we plan to develop an edu-
cational module to improve the training of software engineers to
think about sustainability and energy efficiency. See Table 1 for an
outline of the proposed learning module.

(1) Part One: Energy-Efficient Computing with LLMs: We will de-
scribe energy-proportional computing [3, 4], examine the role
of specialized hardware for energy efficiency, explain methods
for measuring energy usage with industry-grade devices, and
discuss energy benchmarking strategies. Additionally, we will
demonstrate how LLMs can assist in optimizing algorithms to
promote energy efficiency.

Part Two: Systems Thinking as a Framework for Energy Efficiency:
We will introduce students to concepts from Systems Think-
ing [2] and apply these principles to energy-efficient software
design. If successful, students will transition from reductionist
thinking (e.g., considering only local optimizations) to reasoning
about larger changes for greater software energy efficiency.
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To disseminate our findings to university students and mem-
bers of the data center programming workforce, we plan to host a
regional workshop in partnership with Argonne National Labora-
tories. We will also share all materials over the Internet.

Table 1: Outline of proposed learning module.

Unit Topic

Data center concepts
2 Energy usage and measure
3 Optimizations (incl. LLM)

4 Systems thinking for energy

4 Conclusion

The rising energy consumption of software in data centers must
not be allowed to contribute to climate change. We propose to intro-
duce a learning module to improve software engineers’ awareness
of the energy implications of their code. We suggest that large lan-
guage models (LLMs) can help undergraduates integrate the many
kinds of knowledge needed to reason about energy. While our
work is still in its early stages, our preliminary results indicate that
these approaches have the potential to help students understand
when and how to reduce software energy consumption, offering a
promising direction for pedagogy. Given the limited educational lit-
erature on enhancing software energy efficiency (especially in data
centers), these pedagogical materials could transform how both
students and practitioners approach implementing energy-efficient
software. Our approach looks to address some of the immediate
energy challenges of data centers, and lay the groundwork for
long-term sustainability.
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