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We argue that adjoint QCD in 3 + 1 dimensions, with any SU(N) gauge group and two

Weyl fermion flavors (i.e. one adjoint Dirac fermion), confines and spontaneously breaks its

chiral symmetries via the condensation of a fermion bilinear. We flow to this theory from

pure N = 2 SUSY Yang-Mills theory with the same gauge group, by giving a SUSY-breaking

mass M to the scalars in the N = 2 vector multiplet. This flow can be analyzed rigorously

at small M , where it leads to a deconfined vacuum at the origin of the N = 2 Coulomb

branch. The analysis can be extended to all M using an Abelian dual description that arises

from the N multi-monopole points of the N = 2 theory. At each such point, there are

N − 1 hypermultiplet Higgs fields hi=1,2
m , which are SU(2)R doublets. We provide a detailed

study of the phase diagram as a function of M , by analyzing the semi-classical phases of the

dual using a combination of analytic and numerical techniques. The result is a cascade of

first-order phase transitions, along which the Higgs fields him successively turn on, and which

interpolates between the Coulomb branch at smallM , where all him = 0, and a maximal Higgs

branch, where all him ̸= 0, at sufficiently large M . We show that this maximal Higgs branch

precisely matches the confining and chiral symmetry breaking phase of two-flavor adjoint

QCD, including its broken and unbroken symmetries, its massless spectrum, and the expected

large-N scaling of various observables. The spontaneous breaking pattern SU(2)R → U(1)R,

consistent with the Vafa-Witten theorem, is ensured by an intricate alignment mechanism for

the him in the dual, and leads to a CP1 sigma model of increasing radius along the cascade.
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1 Introduction and main results

In this paper we will argue that adjoint QCD in 3+1 dimensions, with any SU(N)

gauge group and Nf = 2 adjoint Weyl fermion flavors, confines and spontaneously breaks

chiral symmetry via the condensation of a fermion bilinear. We will do so by utilizing

the relationship of this (non-supersymmetric) theory to SU(N) supersymmetric Yang-Mills

(SYM) theory with N = 2 extended supersymmetry (SUSY), and no hypermultiplet matter.

Upon turning on a SUSY-breaking deformation, this theory motivates a detailed and powerful

dual description for adjoint QCD that predicts confinement and chiral symmetry breaking. In

the (entirely self contained) introduction below, we briefly recall some background material

about adjoint QCD, before explaining our approach and summarizing our main results.

1.1 Adjoint QCD in 3+1 dimensions

In this paper we are concerned with adjoint QCD in 3+1 dimensions (spacetime is R3,1).

We take the gauge group to be G = SU(N),1 and there are Nf flavors of massless,2 two-

component Weyl fermions (or quarks) λiα in the adjoint representation of G,

G = SU(N) , Nf = NWeyl
f =

1

2
NDirac

f adjoint fermions λiα . (1.1)

Here α = 1, 2 is a left-handed Weyl spinor index and i = 1, . . . , Nf is a flavor index. We also

take λiα to be valued in the (Hermitian) SU(N) generators.3

Let us summarize some facts about these theories with a very broad brush:

• Asymptotic freedom requires Nf ≤ 5. An examination of the two-loop β-function

suggests that the theories with Nf = 5, and perhaps also Nf = 4, flow to conformal field

theories (CFTs) of Banks-Zaks type [1]. For these values of Nf the two-loop β-function

has a zero at a value of the coupling that is numerically somewhat small [2],4 However,

1 Much of our discussion can be generalized to other gauge groups G.
2 Turning on quark masses always breaks some chiral symmetries. It is therefore both meaningful and

interesting to study the massless theory.
3 Starting in section 2 we spell out the conventions we use in detail; a summary appears in appendix A.
4 The fixed-point value of the SU(N) gauge coupling g as computed from the 2-loop β-function is [2],

g2N

(4π)2
=

1

46
(Nf = 5) ,

1

10
(Nf = 4) ,

5

14
(Nf = 3) .

Note that the fixed point is naturally set by the ’t Hooft coupling g2N .
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the coupling cannot be made parametrically small,5 and thus these considerations are

not rigorous. For Nf = 3 the two-loop β-function has a zero at strong coupling; the

zero disappears (i.e. becomes complex) when Nf ≤ 2.

• As is typical in the absence of supersymmetry, there is no analytic argument that deter-

mines the lower end of the conformal window, i.e. the critical number of flavors N crit.
f (N)

below which the theory no longer flows to an interacting CFT in the IR. Attempts to

determine N crit.
f (N) using numerical lattice simulations have been reported in [3–7];

see [8] for a relatively recent review with references. These calculations are very chal-

lenging because the gauge coupling necessarily passes through a region of slow running

near the edge of the conformal window, delaying the approach to the continuum limit.

For this reason there are no definitive lattice results for N crit.
f (N).

• The theory with Nf = 1 is the minimally, N = 1 supersymmetric Yang-Mills (SYM)

theory in 3+1 dimensions (with the single adjoint Weyl fermion λα playing the role

of the gaugino), which is relatively much better understood (see the review [9], and

references therein). In particular, it is known to be gapped and confining,6 and to

spontaneously break a Z2N discrete chiral symmetry acting on λα (i.e. an R-symmetry)

to its ZF
2 fermion-parity subgroup via gaugino condensation,

⟨tr(λαλα)⟩ ∼ Λ3 e
2πik
N , k = 1, . . . , N . (1.2)

Here Λ is the strong-coupling scale of the theory, in a suitable renormalization scheme.7

This leads to N degenerate vacua (each of which is trivially gapped, i.e. the low-energy

theory in each vacuum is an invertible TQFT), in agreement with the Witten index of

the theory [12]. Thus, the lower endpoint of the conformal window satisfies

N crit.
f (N) ≥ 2 . (1.3)

Since the adjoint QCD theories on R3,1 with Nf ≥ 2 are not supersymmetric, there is

5 This is unlike QCD with SU(N) gauge group andNf fundamental quarks in the Veneziano limit N,Nf →
∞ with x = Nf/N fixed. Because x is quasi-continuous at large N , the fixed point ’t Hooft coupling g2N
can be made parametrically small by dialing x parametrically close to the asymptotic freedom bound.

6 Here confinement means that the Z(1)
N one-form symmetry [10] associated with the center of the SU(N)

gauge group is unbroken. A slightly stronger statement, also believed to be true, is that the theory has
finite-tension confining strings (first studied in [11]), which are charged under this symmetry.

7 The proportionality constant omitted in (1.2), indicated by the ∼ there, is thus scheme-dependent. It
can be computed exactly once a suitable supersymmetric scheme has been specified, as reviewed in [9].
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no general analytic strategy for studying them. Their lattice versions have been studied

numerically in [3–7] (as reviewed in [8]), but sharp conclusions about the massless point are

not yet available (but may well be soon). In particular, the possibility that the conformal

window may in principle extend all the way down to N crit.
f (N) = 2, corresponding to one

Dirac fermion, has not yet been definitely ruled out by lattice simulations. The fate of the

adjoint theory with Nf = 2 flavors in 3+1 dimensions is therefore particularly interesting.

In this paper we will provide compelling evidence that the Nf = 2 adjoint theories are not

in the conformal window for any number of colors N (so thatN crit.
f (N) ≥ 3), but rather realize

the confining and chiral-symmetry-breaking scenario summarized in section 1.2.2 below. Our

approach, following [13] and reviewed in section 1.3 below, is based on the close relationship

between these adjoint theories and pure N = 2 SYM theories with gauge group G = SU(N).

The two-color caseN = 2 was analyzed in [13]; here we are primarily interested in generalizing

these results to all N ≥ 3.

We pause to mention that non-supersymmetric adjoint QCD with Nf ≥ 2 does become

analytically tractable when compactified on a sufficiently small spatial circle (with periodic

boundary conditions for fermions), as first explored in [14,15] (see [16,17] for reviews with ref-

erences to subsequent work). There it is argued that adjoint QCD confines and spontaneously

breaks a discrete chiral symmetry, while leaving the continuous chiral symmetry unbroken;8

this leads to N vacua, each of which harbors massless two-component Weyl fermions that

weakly interact via irrelevant operators.

By contrast, the behavior of the Nf = 1 theory on a spatial circle can be determined

for any radius, thanks to the unbroken supersymmetry:9 the N gapped, confining vacua of

N = 1 SYM theory in 3+1 dimensions smoothly evolve as a function of the radius, without

encountering a phase transition, as follows from [18,19].

1.2 Some facts and lore about adjoint QCD with Nf = 2 flavors

1.2.1 Global symmetries of Nf = 2 adjoint QCD

In this paper we will focus on G = SU(N) adjoint QCD theories with Nf = 2 Weyl

flavors λiα (i = 1, 2), i.e. one full Dirac flavor, on R3,1. This theory has the following zero-

8 For the Nf = 2 case studied here there is therefore at least one phase transition, associated with
continuous chiral symmetry breaking, as a function of radius.

9 There are four supercharges, corresponding to N = 1 in 3+1 dimensions and N = 2 in 2+1 dimensions.
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form10 and one-form global symmetries (see section 2.2 for more detail):

• A continuous chiral SU(2)R flavor symmetry under which the λiα transform as doublets.

Calling this symmetry SU(2)R is natural from the point of view of the N = 2 SYM

theory associated with two-flavor adjoint QCD (see section 1.3 below).

• A discrete Z4N ⊂ U(1)r chiral symmetry under which the λiα have charge 1. If we

denote the Z4N generator by r, then r2N is identified with the central −12×2 ∈ SU(2)R,
and both of them are further identified with fermion parity (−1)F , which is necessarily

unbroken in a Lorentz-invariant vacuum. The faithfully acting chiral flavor symmetry

acting on the λiα is therefore
SU(2)R × Z4N

Z2

. (1.4)

• A Z(1)
N one-form global symmetry associated with the center of the SU(N) gauge

group [10], whose realization diagnoses confinement.

• An anti-unitary time-reversal symmetry T and (forN ≥ 3) a unitary charge-conjugation

symmetry C.11

1.2.2 Does Nf = 2 adjoint QCD confine and break chiral symmetry?

If the Nf = 2 adjoint QCD theories are not in the conformal window, it is generally

expected – though by no means certain12 – that they confine and spontaneously break their

chiral symmetries via the condensation of a quark (or N = 2 gaugino, see below) bilinear,

⟨tr(λα(iλj)α )⟩ ̸= 0 . (1.5)

Let us elaborate on this scenario.

This complex order parameter (1.5) transforms as a triplet of SU(2)R and has charge 2

10 In the terminology of [10], an ordinary zero-form symmetry acts on gauge-invariant local operators
supported at spacetime points, while one-form symmetries act on extended defects supported on lines.

11 By the CPT theorem, there is therefore also a unitary parity symmetry P whose realization is correlated
with that of C and T .

12 Exotic alternatives were considered for N = 2 colors in [20, 13, 21]. The scenarios proposed in [13] are
(by construction) compatible with ’t Hooft anomaly matching; by contrast, the putative scenarios explored
in [20,21] do not match all anomalies, as explicitly shown in [13,22–24].
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under the Z4N discrete chiral symmetry. It is therefore convenient to introduce13

O⃗ = itr
(
λαiσ⃗ j

i λαj
)
, ⟨O⃗⟩ ̸= 0 . (1.6)

Here σ⃗ (with the indicated index placement) are the standard Pauli matrices.

Since the Cartan U(1)R ⊂ SU(2)R acts on the quarks in a vector-like fashion, compatible

with a standard Dirac mass, the Vafa-Witten theorem states that it cannot be spontaneously

broken [25]. Similarly, a certain notion of time-reversal symmetry must also remain unbro-

ken [26]. This implies that the real and imaginary parts of the complex SU(2)R triplet order

parameter (1.6) are suitably aligned, leading to the following symmetry-breaking pattern:14

• The chiral symmetry in (1.4) spontaneously breaks as follows,

SU(2)R × Z4N

Z2

−→ O(2)R = U(1)R ⋊ Z2 . (1.7)

Here the unbroken Z2 extending U(1)R to O(2)R is generated by the product of rN and

the SU(2)R Weyl reflection associated with the U(1)R Cartan.

The symmetry breaking pattern (1.7) leads to N disconnected vacuum sectors, each of

which contains one copy of a

CP1 =
SU(2)R
U(1)R

(1.8)

non-linear sigma-model for two massless Nambu-Goldstone Bosons, which furnish the

only IR degrees of freedom in each vacuum. The different CP1s are cyclically permuted

by the broken Z4N symmetry, as shown schematically in figure 1 below. The fact

that there are precisely N distinct CP1s is due to the fact that rN , which generates

a Z4 ⊂ Z4N subgroup, negates the quark bilinear (1.5) and thus acts on a fixed CP1

as orientation reversal.15 By contrast the N distinct CP1s are cyclically permuted by

the ZN = Z4N/Z4 quotient group.

These observations amount to the statement that the complex SU(2)R triplet order

13 Note that O⃗ defined here differs from that defined in [13] by a sign: O⃗here = −O⃗there.
14 See [13] for a detailed discussion in the N = 2 case.
15 This also explains why combining it with an SU(2)R Weyl reflection leads to the unbroken Z2 symmetry

on the right side of (1.7).
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CP1

CP1

CP1CP1

CP1

CP1

CP1

ZN = Z4N/Z4

•

Figure 1: The N disconnected vacuum sectors, each of which contains a single CP1 non-linear
sigma model (represented by a blue dot), associated with the breaking pattern (1.7). These
sectors are cyclically permuted by the spontaneously broken Z4N symmetry, whose Z4 ⊂ Z4N

subgroup does not permute distinct CP1s. In the figure, we depict the case N = 7.

parameter defined in (1.6) has the following effective description in the deep IR,16

O⃗ IR−→ |⟨O⃗⟩|e
ikπ
N n⃗ , |⟨O⃗⟩| > 0 , n⃗2 = 1 . (1.9)

Here the phase of ⟨O⃗⟩ is determined by the integer

k = 0, . . . , N − 1 , (1.10)

which labels the N disconnected vacuum sectors, while n⃗ is a unit vector parametrizing

the CP1 in that sector. Since the different sectors are physically identical (being related

by a broken symmetry), it suffices to focus on one at a time, which we take to be

the k = 0 sector. In this sector, the unbroken time-reversal symmetry is given by

T̃ = rNT , T̃ : O⃗(t, x⃗)→ O⃗(−t, x⃗) . (1.11)

• ’t Hooft anomaly matching (see [13] for a detailed discussion of the SU(2) case, with

related discussions and generalizations in [22,28,23,24,29]) requires each CP1 model to

be furnished with a discrete θ-angle. As originally discussed in [30, 31], this θ-angle is

associated with π4(CP1) = Z2, i.e. it is a sign in the Euclidean path integral.17 In our

context the θ-angle is activated when N is even, and absent when N is odd.18

16 Here we are omitting subleading corrections to O⃗, all of which involve derivatives of n⃗. See [27] for a
related recent discussion.

17 This sign can be defined in a fully local fashion, see for instance [32–34].
18 The θ-angle in the CP1 sigma model matches the Z2-valued Witten anomaly [35] associated with SU(2)R,

which counts the N2 − 1 adjoint fermion SU(2)R doublets of the UV SU(N) gauge theory modulo 2.
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• The Z(1)
N symmetry is unbroken in every vacuum, so that the theory is confining.

• For N ≥ 3 the charge-conjugation symmetry C is unbroken.

An appealing feature of the scenario above is that it reduces to the N gapped confining

vacua of pure N = 1 SYM, upon giving an arbitrarily small mass to one of the two adjoint

quarks, as can be checked using (1.9). With the benefit of hindsight, this points to the

common origin of confinement and chiral symmetry breaking in N = 1 SYM and Nf = 2

adjoint QCD – a common origin furnished by N = 2 SYM theory, as we will now explain.

1.3 An approach via broken N = 2 supersymmetry

Our strategy, following [13], is to flow to Nf = 2 adjoint QCD starting from pure N = 2

SYM (with the same SU(N) gauge group) via a non-holomorphic mass M for the complex

adjoint scalar ϕ in the N = 2 vector multiplet,19

V✘✘✘SUSY =
2M2

g2
tr
(
ϕϕ
)
, (1.12)

which completely breaks supersymmetry. If M ≫ Λ is much larger than the strong-coupling

scale Λ of the N = 2 SYM theory, we can safely integrate out the scalar ϕ and flow to Nf = 2

adjoint QCD,

(N = 2 SYM) + V✘✘✘SUSY
M≫Λ−−−→ Nf = 2 adjoint QCD . (1.13)

Two comments are in order:

• We will study the RG flow triggered by the SUSY-breaking scalar mass (1.12) as a

function of the ratio M/Λ. We start in the controlled regime M ≪ Λ, where SUSY

is only weakly broken, and ultimately extrapolate to large M to make contact with

adjoint QCD, as in (1.13).

• The scalar mass M in (1.12) preserves all symmetries other than SUSY. Therefore all

’t Hooft anomalies of the N = 2 SYM theory, including subtle global anomalies [13],

must be matched by the deformed theory, including (when M ≫ Λ) by adjoint QCD.

Conversely, if we systematically analyze the fate of the N = 2 theory upon dialing M

we are guaranteed to find an IR phase that matches all ’t Hooft anomalies.

19 Here g is the gauge coupling of the N = 2 SYM theory and the factors are chosen so that M is the
tree-level pole mass of ϕ.
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1.3.1 The small-SUSY-breaking regime: M ≪ Λ

Even though the SUSY-breaking mass term tr(ϕϕ) in (1.12) is not holomorphic, it turns

out to nevertheless be protected by supersymmetry because it furnishes the primary T of

the N = 2 stress-tensor supermultiplet [36–39,13],

T =
2

g2
tr(ϕϕ) . (1.14)

At leading order in the SUSY-breaking mass M , it is therefore sufficient to track the

operator T from the UV to the IR in the undeformed N = 2 SYM theory. As is well

known from the work of Seiberg and Witten [40,41] and its generalizations [42–44], the low-

energy description of the N = 2 theory involves a Coulomb branch of vacua, parametrized

by N − 1 holomorphic moduli uI = tr(ϕI) with I = 2, . . . , N . At generic points, the low

energy-theory is an Abelian U(1)N−1 gauge theory with N = 2 SUSY. The two-derivative

effective Lagrangian of this theory – including importantly its non-holomorphic Kähler po-

tential K(u) – is completely captured by the dependence of the holomorphic Seiberg-Witten

periods (am(u), aDm(u)) (withm = 1, . . . , N−1) on the Coulomb-branch moduli uI . Precisely

this dependence was deduced in [40–44], for all SU(N) gauge groups.

As we will show in section 2.7, the N = 2 stress-tensor primary T in (1.14) that controls

the non-holomorphic scalar mass flows to a certain (globally well-defined) choice of Kähler

potential on the Coulomb branch,

TUV =
2

g2
tr(ϕϕ) −→ TIR = K(uI) =

1

2π

N−1∑
m=1

Im (amaDm) . (1.15)

At leading order in small M ≪ Λ, we can therefore reliably analyze the effect of SUSY-

breaking by approximating (1.12) as

V✘✘✘SUSY =M2K(uI) +O(M4) , (1.16)

in the low-energy effective theory on the Coulomb branch. Note that this explicitly depends

on the Kähler potential, which is calculable thanks to N = 2 supersymmetry. As indicated

in (1.16), there are higher-order corrections in M2 that are not calculable,20 so that we

cannot explore the large-M regime that governs adjoint QCD in a controlled way. We will

20 They receive contributions from full N = 2 D-terms, which (much like Kähler potentials in N = 1
theories) are not subject to any non-renormalization theorems.
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Figure 2: The Kähler potential K for SU(2) (left) and SU(3) (right), plotted in the complex
u2 plane, has a unique minimum at the origin. The black curves (where K = 0) define the
strong-coupling region surrounding the origin. The multi-monopole points, indicated by blue
dots, lie on these K = 0 curves.

circumvent this obstacle below by formulating a dual description whose utility extends beyond

the small-M regime accessible via (1.16).

For SU(N) gauge group, the Seiberg-Witten Kähler potential K(uI) turns out to be a

rather well-behaved function [45]: it is convex, with a unique minimum at the origin of the

Coulomb branch, where all uI = 0. (See figure 2.) Thus, even though K is in principle an

unwieldy function of N − 1 variables, its qualitative behavior is not substantially different

from the Kähler potential of the SU(2) theory analyzed in [36,13].

The convexity of K(uI) leads to the following predictions for the small SUSY-breaking

regime M ≪ Λ:

• There is a single SUSY-breaking vacuum at the origin of the Coulomb branch, where

all uI = 0. Only the N−1 Abelian vector-multiplet scalars get a mass ∼M from SUSY

breaking, while their N = 2 superpartners – the U(1)N−1 gauge fields and gauginos –

remain massless.

• The vacuum is in a Coulomb phase, with spontaneously broken Z(1)
N symmetry.

• All zero-form symmetries (i.e. the (SU (2)R × Z4N) /Z2 symmetry, as well as C and T )

are not spontaneously broken.
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1.3.2 A dual description for all values of M motivated by BPS states

In order to describe the behavior of the M -deformed theory beyond the rigorously con-

trolled M ≪ Λ regime analyzed in the previous subsection, we will formulate a useful dual

description of the physics.

This dual description can be motivated by recalling that N = 2 supersymmetry not

only controls the massless degrees of freedom in the deep IR, but also determines the fate of

BPS particles on the Coulomb branch. These particles reside in short multiplets of N = 2

supersymmetry and are generically massive, but they can become massless at certain singular

loci on the Coulomb branch. An example of such loci in N = 2 SU(N) SYM – and the one

that will be most relevant to our discussion below – is furnished by the multi-monopole

points, i.e. the generalization of the SU(2) monopole and dyon points of Seiberg and Witten

to SU(N) gauge group. At these points, a maximal number (namely N − 1) of mutually

local dyons become massless simultaneously [11]. There are N such points, labeled by k =

0, . . . , N − 1, which are cyclically permuted by the broken ZN = Z4N/Z4 quotient symmetry

(see figure 1).21 At the point labeled by k = 0 – referred to throughout as the multi-monopole

point – these dyons are magnetic monopoles from the perspective of the UV theory.

At the origin of the Coulomb branch (where all uI = 0) there are N(N−1) massive BPS

particles [46,47],22 which we denote by

BPS particles at uI = 0 : µkm , k = 0, . . . , N − 1 , m = 1, . . . , N − 1 . (1.17)

These BPS particles are mutually non-local dyons, but they can be grouped into N towers

(labeled by k), such that the N − 1 dyons within a given tower (labeled by m) are mutually

local. In fact each tower comprises a maximal set of mutually local dyons. The unbro-

ken Z4N symmetry at the origin cyclically permutes the tower index k, so that the BPS

masses MBPS(µkm) only depend on m. Omitting an N -dependent O(1) pre-factor (indicated
by ∼ below), the BPS masses at the origin take the following form,

MBPS(µkm) ∼ Λ sin
πm

N
. (1.18)

In addition to the degeneracy in k, there is a further degeneracy due to the unbroken charge-

conjugation symmetry C : m↔ N −m at the origin.

21 As we shall see, the integer k = 0, . . . , N − 1 labeling the multi-monopole points is precisely the same
as the one that dictates the phase of the fermion bilinear condensate ⟨O⃗⟩ in (1.9).

22 Here we are counting full BPS hypermultiplets; in particular, we are not separately counting the particles
and anti-particles within a given hypermultiplet.
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All BPS states in (1.18) are massive; the lightest ones have masses

MBPS(µk1) =MBPS(µk,N−1) ∼
Λ

N
. (1.19)

This is also the natural UV cutoff of the massless effective theory at the origin that we used

in section 1.3.1 to analyze the effects of the SUSY-breaking mass M there, i.e. we should

not trust our soft SUSY-breaking analysis once M ≳ Λ
N
. Note that this UV cutoff vanishes

in the large-N limit, as first noted by [11], raising possible concerns about the utility of the

Seiberg-Witten IR effective theory in the large-N regime. Pleasingly and reassuringly, we will

find exactly the opposite: our results below agree rather nicely with the expected large-N

behavior of adjoint QCD.

Once the SUSY-breaking mass M ∼ Λ
N

becomes comparable to the mass of the lightest

BPS states at the origin, one cannot integrate them out and instead must take into account

their effect on the dynamics. The same goes for all other BPS states at the origin, once

we dial M through their mass thresholds (1.18). We thus require an effective description

that includes all massive BPS states at the origin (as well as the massless degrees of freedom

already discussed above), but this is complicated by the fact that they are mutually non-local.

As already mentioned above, for fixed k the N − 1 BPS states µkm labeled by m =

1, . . . , N − 1 comprise a maximal set of mutually local dyons; moreover, precisely this set

becomes massless at the multi-monopole point labeled by k. (See figure 3.) Thus we adopt

the strategy of using the N multi-monopole points as a dual description that includes all

the BPS states at the origin of the Coulomb branch. Since the multi-monopole points are

cyclically permuted by the ZN = Z4N/Z4 symmetry, it suffices to focus on the dual description

associated with any one of them – which we take to be the multi-monopole point labeled

by k = 0. The price to pay is that this description does not manifest the unbroken Z4N

symmetry at the origin of the Coulomb branch, which is therefore an accidental symmetry

of the dual description (as is common in many dualities).

Famously [40, 41, 11], the IR effective theory at the multi-monopole point is an N = 2

Abelian Higgs model (also referred to as SQED) with N − 1 dual magnetic Abelian vector

multiplets, whose scalar bottom components are precisely the magnetic periods aDm that all

vanish at the multi-monopole point, and N−1 hypermultiplets him (plus their fermionic super-

partners) which represent the massless BPS monopoles. Thus they carry electric charge +1

under the dual magnetic U(1)N−1
D gauge group. Note that the hypermultiplet scalars him are

doublets under the SU(2)R symmetry.

The formula (1.16) for the leading SUSY-breaking potential on the Coulomb branch can
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Figure 3: The N(N − 1) massive BPS states (counting full hypermultiplets) at the origin
of the Coulomb branch (indicated by the red dot), where uI = 0 for all I = 2, . . . , N . The
figure corresponds to the gauge group SU(7). The 3 distinct BPS masses at the origin (given
by (1.18)) are indicated by the black dots on the vertical axis, each of which describes 14
degenerate hypermultiplets. There are 7 multi-monopole points (indicated by the blue dots);
at each such point 2 BPS hypermultiplets from every black dot become massless, as indicated
by the thin colored lines.

be extended to the multi-monopole point by including the hypermultiplets him and performing

a standard matching calculation. This leads to the following form for the scalar potential at

the multi-monopole point,

Vtotal = VSUSY + V✘✘✘SUSY , (1.20)

where the supersymmetric part of the potential takes the form

VSUSY =
N−1∑
m=1

2|aDm|2(h
i
hi)m +

N−1∑
m,n=1

(t−1)m,n

(
(h

i
hj)m(h

j
hi)n −

1

2
(h

i
hi)m(h

j
hj)n

)
, (1.21)

and the SUSY-breaking potential is

V✘✘✘SUSY =M2

(
NΛ

π2

N−1∑
m=1

Im (aDm) sin
πm

N
+

N−1∑
m,n=1

tmnaDmaDn −
1

2

N−1∑
m=1

(h
i
hi)m +O(a3D)

)
.

(1.22)
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We will now discuss the ingredients that go into these two formulas in some detail.

• An essential ingredient in our story is the matrix tmn(µ) of effective U(1)N−1
D gauge

couplings, which is a feature of the N = 2 theory and unrelated to SUSY-breaking.

Crucially, this matrix has off-diagonal elements, in addition to the well-known diagonal

logarithmic running due to the massless charge-1 monopoles,

tmn(µ) =
1

(2π)2

(
δmn log

Λ

µ
+ log Λmn

)
. (1.23)

Here µ is the renormalization (or RG) scale. The dimensionless threshold correc-

tions Λmn (not to be confused with the dimensionful strong coupling scale Λ) were

computed in [48] from the exact N = 2 Seiberg-Witten solution,23

Λmm = 16N sin3 πm

N
, Λm̸=n =

1− cos (m+n)π
N

1− cos (m−n)π
N

. (1.24)

Intuitively, these threshold corrections reflect the properties of the massive BPS par-

ticles that we have integrated out at the multi-monopole point, but whose effect we

nevertheless wish to capture. In other words, the matrix tmn(µ) represents detailed

dynamical input, which remembers the underlying SU(N) gauge theory24 and is not

determined by general considerations such as symmetries or anomaly matching.

• Since the matrix tmn(µ) is positive definite, the aDm fields all acquire positive masses.

• By contrast, the monopoles him have tachyonic masses and want to condense (though

they are prevented from doing so for small SUSY-breaking M , see below).

• The quartic terms ∼ (t−1)(hh)2 ⊂ VSUSY in (1.21) are nothing but the N = 2

Abelian D-term potential for the charged hypermultiplet scalars him and their complex

conjugates h
i
m.

25 This also explains why those terms are completely determined by the

matrix tmn of effective U(1)N−1
D gauge couplings.

This D-term potential has a dramatic effect on the orientation of the him in SU(2)R

23 See also [49] for an alternative approach using topological strings and matrix models.
24 Indeed, one can equivalently think of the massive BPS particles at the multi-monopole point as the

W-bosons of the SU(N) gauge theory, which are related to the dyons inside the strong-coupling region
surrounding the origin by wall crossing.

25 We raise and lower SU(2)R doublet indices from the left using the standard εij and εij symbols (see

appendix A). Thus him = εijhjm etc. The complex conjugate fields are defined via h
i
m = (him)†.
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space, manifest upon introducing the gauge-invariant, real SU(2)R triplet vectors

S⃗m = h
i
mσ⃗

j
i hjm , (1.25)

where σ⃗ are the standard Pauli matrices (with the same index placement as in (1.6)).

In terms of these variables, the parts of the D-term potential that depend on the

orientation of the him, rather than just their SU(2)R-invariant magnitudes, take the

form of a spin-chain with all-to-all interactions determined by (t−1)mn,

(N = 2 D-terms) ⊃
∑
m<n

(t−1)mn S⃗m · S⃗n . (1.26)

It is an important feature of the matrix tmn(µ) in (1.23), to be discussed in detail below,

that the off-diagonal elements of its matrix inverse are strictly negative,

(t−1)mn < 0 for m ̸= n . (1.27)

This property implies that the spin chain (1.26) has purely ferromagnetic couplings,

i.e. in the ground state all spins S⃗m are perfectly aligned in SU(2)R space. In turn,

this result implies that, whenever some Higgs fields have a non-vanishing expectation

value him ̸= 0, so that SU(2)R is spontaneously broken, they must align in such a way

that the symmetry-breaking pattern is SU(2)R → U(1)R, in precise agreement with

the expectation for adjoint QCD from the Vafa-Witten theorem discussed below (1.6).

In this paper we will explore the fate of the N = 2 SYM theory with gauge group SU(N)

and SUSY-breaking mass M by analyzing the Abelian dual at the multi-monopole point.

Moreover, we will do so semi-classically, by minimizing the scalar potential (1.20).26 As usual,

this analysis involves (i) solving for the critical points of the potential, (ii) assessing their local

stability by examining the Hessian around each critical point, and (iii) determining which

locally stable solution has the lowest potential, making it the globally stable true vacuum.

As we will summarize below, this leads to a compelling picture for all values of M and

all SU(N) gauge groups that beautifully matches the confining and chiral symmetry-breaking

phase of adjoint QCD reviewed in section 1.2.2 in the appropriate large-M regime, M ≳ Λ.

26 Note that the classical limit of the dual is neither classical nor weakly coupled from the point of view of
the SU(N) theory in the UV.
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Figure 4: Cascade of first-order phase transitions interpolating between the Coulomb branch
at small SUSY-breaking M , where all Higgs fields vanish, him = 0, and the maximal Higgs
branch (HB), where all Higgs fields are condensed and aligned, him ̸= 0. (This alignment,
discussed around (1.26), means that we can omit the SU(2)R indices in the figure.) The coarse
structure of the cascade consists of the C-even large phases (e.g. Coulomb in red, 2-Higgs
in brown, etc.), while the fine structure generically leads to C-breaking small interpolating
phases (e.g. 1-Higgs in green, 3-Higgs in purple etc.). Note that the C-odd 1-Higgs phase in
green only exists for SU(3) gauge group. Once the first Higgs field turns on, the SU(2)R →
U(1)R breaking leads to a CP1 sigma-model of increasing radius along the cascade.

1.4 Main result: a cascade of phase transitions

We will now present the semi-classical phase structure of the Abelian dual at the multi-

monopole point, by minimizing the scalar potential (1.20) as a function of the SUSY-breaking

mass M . This phase structure, which is essentially uniform for all SU(N) gauge groups,27

is obtained through a combination of exact analytic and numerical calculations (for N ≤ 6),

and via an approximate, perturbative analytic scheme that is valid for all N .28 The result is

a cascade of phases and transitions, which are summarized in figure 4. A detailed account of

the cascade, synthesizing all results in the paper, appears in section 10. What follows below

is an abbreviated version.

We will begin at small M ≪ Λ, where the dual correctly recovers the exact small-

SUSY-breaking regime analyzed in section 1.3.1 above. We refer to this regime as the

Coulomb branch (CB). As we increase the SUSY-breaking mass M we will encounter a cas-

27 An exception concerning the first phase transition of the cascade is discussed in section 1.4.2 below.
28 All approaches agree within their overlapping regimes of validity.
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cade of first-order phase transitions,29 which occur roughly (but not exactly) when the SUSY-

breaking mass passes through the BPS thresholds (1.18) at the origin, M ∼ MBPS(µkm) ∼
Λ sin(πm/N) (with m = 1, . . . , N − 1).

Finally, when M ≳ Λ, we find a maximal Higgs branch (HB), where all monopole

Higgs fields of the Abelian dual are non-vanishing, him ̸= 0 for all m = 1, . . . , N − 1. As

we will explain in section 1.4.4 below, this phase precisely matches the confining and chiral-

symmetry breaking phase of adjoint QCD reviewed in section 1.2.2. In particular, the broken

and unbroken symmetries, as well as the massless spectrum match exactly. Even more

reassuringly, and contrary to the concerns raised in [11], we find that the Abelian dual

correctly captures the expected large-N dependence of various observables.

1.4.1 The Coulomb branch (CB) at small M

An important consistency check of the dual Abelian Higgs model introduced in sec-

tion 1.3.2 above is whether it correctly reproduces the small-SUSY-breaking regime M ≪ Λ

(the red phase in figure 4), because this regime was analyzed exactly in section 1.3.1 above.

There we found a unique vacuum at the origin uI = 0 of the Coulomb branch, withN−1 mass-

less photons and gaugino SU(2)R doublets, but no massless scalars. Thus the Z(1)
N one-form

symmetry is spontaneously broken, while all zero-form symmetries, i.e. (SU (2)R×Z4N)/Z2,

as well as C and T , are unbroken. All charged BPS particles are massive, with masses

given by (1.18). In analogy with supersymmetric terminology, we will refer to this non-

supersymmetric vacuum at uI = 0 and small M as the Coulomb branch (CB).

In section 3.5.2, we will analyze the potential (1.20) of the Abelian dual in the small-M

regime, and we will give a detailed account of how the small-M Coulomb branch summarized

above is indeed reproduced in the dual description. Here we restrict our attention to two

important comments:

• None of the hypermultiplet scalars him condense on the CB; rather, they (and their

fermionic superpartners) are massive, and their masses as predicted by the dual are

(mass of hypermultiplet him) ∼ ΛN
N−1∑
n=1

(t−1)mn sin
nπ

N
∼ Λ sin

πm

N
. (1.28)

This is in good agreement with the exact BPS mass formula (1.18), up to O(1) constants
indicated by ∼ in (1.28).

29 See [50] for a similar cascade of first-order phase transitions and its dual description in large-N QCD3.
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The N−1 hypermultiplets (labeled by m = 1, . . . , N−1) from the k-th multi-monopole

point (with k = 0, . . . , N − 1), describe all N(N − 1) BPS hypermultiplets µkm at the

origin, which were discussed above (1.18) (see also figure 3). Since the masses (1.28)

do not depend on k, they display the unbroken Z4N symmetry rotating the BPS states

at the origin, even though this symmetry is not manifest in the dual (see below).

• The discrete Z4N R-symmetry is unbroken on the CB (where uI = 0). This is partially

obscured in the Abelian dual at the multi-monopole point because the ZN = Z4N/Z4

quotient permutes the different multi-monopole points. It is therefore an emergent

symmetry of the dual in the small-M regime describing the CB. All other symmetries

are manifest in the dual, and their realization exactly matches the CB at small M . See

section 10.4 for further details regarding the realization of global symmetries.

1.4.2 Cascade of phase transitions at intermediate M : coarse structure

As we increase the SUSY-breaking mass M , the dual predicts a cascade of first-order

phase transitions, depicted in figure 4. As is plainly visible, the cascade has a two-tier

structure, that we term its coarse and fine structure:

(i) The coarse structure of the cascade (further discussed below) consists of the phases that

are drawn large in figure 4, e.g. the red Coulomb branch, or the brown 2-Higgs branch.

As we will explain below, all of these phases preserve charge-conjugation symmetry C.

(ii) The fine structure of the cascade (further discussed in section 1.4.3 below) is indicated

by the phases that are drawn small in figure 4, e.g. the green 1-Higgs phase, or the

purple 3-Higgs phase. These phases only open up for a very short range of M -values

(if at all), and they all spontaneously break C-symmetry. Collapsing them reduces the

cascade to its coarse structure in point (i) above.

We will now describe in more detail the coarse structure of the cascade, i.e. those phases that

are drawn large in figure 4:

• At the coarse level, the cascade proceeds by turning on pairs of Higgs fields, leading

to the following C-symmetric sequence of first-order phase transitions interpolating

between the Coulomb branch (CB, no Higgs fields turned on) and the maximal Higgs
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branch (HB, all Higgs fields turned on), as we dial from small to large M ,30

coarse cascade : CB→
{
hi1 = hiN−1 ̸= 0

}
→

{
hi1 = hiN−1 ̸= 0

hi2 = hiN−2 ̸= 0

}
→ · · · → HB (1.29)

• The transition that involves turning on him = hiN−m occurs approximately at

M =M∗m ∼ NΛ(t−1s)m , (1.30)

which agrees with the masses of the BPS states at the origin of the Coulomb branch

(see (1.28)), up to an O(1) constant indicated by ∼ in (1.30). As anticipated above,

the BPS masses at the origin roughly (though not exactly, see below) determine the

thresholds in M at which a phase transition occurs.

Two special cases of (1.30), which will be important below, are the first transition out

of the CB, and the last transition into the maximal HB, which occur at

M1st ∼
Λ

N
, Mlast ∼ Λ , (1.31)

Here M1st and Mlast are the transition points shown in figure 4.

Recall that the hypermultiplet Higgs fields him (with m = 1, . . . , N − 1) are SU(2)R

doublets, with i = 1, 2 the associated SU(2)R index. Thus, the moment the first Higgs field

condenses, it spontaneously breaks SU(2)R → U(1)R, as in (1.7). This leads to two massless

Nambu-Goldstone bosons parametrizing a CP1 non-linear sigma model with radius (or decay

constant) fπ, described by the following Lagrangian,

LCP1 = −f
2
π

2
∂µn⃗ · ∂µn⃗ , n⃗2 = 1 . (1.32)

If more Higgs fields turn on along the cascade, the vacuum alignment mechanism discussed

around (1.26) ensures that the symmetry-breaking pattern remains SU(2)R → U(1)R, with

the U(1)R Cartan always unbroken (as required by the Vafa-Witten theorem in adjoint QCD).

Note that the CP1 radius fπ in (1.32) depends on M , and jumps discontinuously across the

first order phase transitions along the cascade. This is depicted schematically in figure 4,

and quantitatively in the right panel of figure 5, for SU(5) gauge group.

It is natural to ask whether the breaking of the SU(2)R symmetry due to the monopole

30 Note that for even N = 2ν, the last transition only involves turning on one C-even Higgs field hν .
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Figure 5: Rescaled vev of the gaugino bilinear O⃗ in (1.6), and rescaled radius-squared f 2
π

of the CP1 sigma model in (1.32), as functions of κ = NΛ/(2π2M) for SU(5) gauge group
and RG scale µ = 10−3Λ. Here we use a condensed notation for the branches introduced
in section 6: the C-even 2-Higgs branch with h1 = h4 > 0 (shown in orange) is denoted
by {1, 4}+, and the C-odd 3-Higgs branch with h1, h2, h4 > 0 (shown in purple) by {1, 2, 4}.
As always, CB (red) and HB (blue) denote the Coulomb and the maximal Higgs branches,
respectively. The fact that the C-odd 3-Higgs branch is barely visible relative to the other C-
even branches reflects the coarse and fine structure of the cascade.

hypermultiplets him in the Abelian dual gives rise to a vev for the non-Abelian gaugino

bilinear O⃗ in (1.6). This is indeed the case, as we show explicitly in section 10.3. The

resulting vev ⟨O⃗⟩ is plotted for gauge group SU(5) in the left panel of figure 5, where we

show that it also grows along the cascade.

We conclude our discussion of the coarse structure of the cascade with the following

observations:

• Let # > 0 denote the number of Higgs fields that have condensed in a given phase along

the cascade. Then the only massless fields in the IR are the two Nambu-Goldstone

bosons parametrizing the CP1 sigma model in (1.32), as well as N − 1 − # massless

Abelian gauge bosons, and N − 1−# massless SU(2)R gaugino doublets.31 Thus the

number of massless fields decreases along the cascade.

• At the coarse level, the realization of the discrete zero-form symmetries is as follows:32

– C-symmetry is unbroken, as is clearly reflected in (1.29).

– In most vacua along the cascade, the discrete Z4N R-symmetry (with generator r)

31 This implies that the CP1 sigma model in (10.11) requires a discrete θ-angle to match the SU(2)R
Witten anomaly if and only if # is odd.

32 This discussion of the unbroken discrete zero-form symmetries must be amended once the fine-structure
of the cascade (see section 1.4.3) is taken into account, most visibly because C-symmetry can then be
spontaneously broken. This is further discussed in section 10.4.
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is spontaneously broken. (The CB at small M is the only exception.) By com-

bining the broken rN generator with an SU(2)R Weyl reflection, one finds an

unbroken Z2 symmetry that extends U(1)R to O(2)R, exactly as in (1.7).

– The time-reversal symmetry T̃ = rNT in (1.11) is unbroken.33

• The Z(1)
N one-form symmetry is generically spontaneously broken completely. There

are two exceptions: (i) on the maximal HB (see below), Z(1)
N is completely unbroken,

indicating confinement in adjoint QCD; (ii) when N = 2ν is even, then the penul-

timate phase of the cascade, where the only vanishing Higgs field is hν = 0, has an

unbroken Z(1)
ν one-form symmetry, i.e. the symmetry breaking pattern is Z(1)

N → Z(1)
ν .

1.4.3 Fine structure of the cascade and spontaneous C-breaking

We will now describe how the coarse structure described in section 1.4.2 above is –

generically but briefly – interrupted by the appearance of C-odd phases that are drawn small

in figure 4. This is the fine structure of the cascade.

Consider the transition between the C-even phases of the coarse cascade (1.29) that

involves turning on the following two Higgs fields in a C-symmetric fashion,34

him = hiN−m ̸= 0 , (1.33)

which occurs around M ≃M∗m in (1.30). The fine structure of the cascade manifests as the

splitting of this transition into two closely spaced first-order phase transitions, each of which

only involves turning on a single Higgs field. These transitions occur at M ≃ M∗m ± ∆M ,

where the splitting ∆M is much smaller than the size of the C-even phases inM -space. This

is clearly visible in figures 4 and 5.

AtM ≃M∗m−∆M , we transition from a C-even phase with the following non-vanishing

(and SU(2)R aligned) Higgs fields, already realized in the coarse cascade (1.29),

C-even : hi1 = hiN−1 ̸= 0, hi2 = hiN−2 ̸= 0 , · · · him−1 = hiN−1−m ̸= 0 , (1.34)

to a branch that spontaneously breaks C-symmetry because we only turn on one of the two

33 Note that this is the unbroken time-reversal symmetry at the multi-monopole point, corresponding
to k = 0 in the discussion above (1.11).

34 Again, the case N = 2ν and m = ν = N −m is an exception; in that case only the C-even Higgs field hν
turns on and there is no interesting fine structure associated with that transition.
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Higgs fields in (1.33),

C-odd : him ̸= 0 , hiN−m = 0 or him = 0 , hiN−m ̸= 0 . (1.35)

These are precisely the short phases indicated for m = 1 and m = 2 in figure 4.

The C-odd interpolating phase (1.35) only appears very briefly: at M ≃ M∗M + ∆M

we immediately transition back to the next C-even phase already present in the coarse

cascade (1.29), where all the Higgs fields in (1.34) and (1.33) are turned on in a charge-

conjugation preserving fashion.

Several comments are in order:

• Clearly, the coarse and fine structure of the cascade discussed above, which is an exact

feature of the classical potential (1.20) that we are minimizing, calls for an explanation

in some perturbative scheme in which the coarse structure arises at leading order,

while the fine-structure arises at higher orders in perturbation theory. Precisely such a

perturbative scheme is devised in section 8.35

There we show that the three branches discussed above – the first with only the Higgs

fields (1.34) turned on; the second obtained by adding the single Higgs fields in (1.35)

to the first; and the third by adding both Higgs fields in (1.33) – are exactly degenerate

at leading order in the perturbative scheme of section 8. As is familiar from elementary

examples of perturbation theory, this degeneracy is lifted at higher orders, but can

naturally give rise to the C-odd phase (1.35) and the small splittings ∆M above.

• The first transition out of the Coulomb branch (CB), atM ≃M1st in figure 4, requires a

separate discussion: as we show in section 8.5, the potential (1.20) never gives rise to the

green 1-Higgs phase in figure 4, because the three phases CB, 1-Higgs with hi1 ̸= 0, and

2-Higgs with hi1 = hiN−1 ̸= 0, are exactly degenerate. This accidental degeneracy can

be broken by considering effects that we have so far neglected, e.g. quantum corrections

in the dual. We will not consider those, and instead focus on the effects of the O(a3D)
terms in the effective N = 2 Kähler potential, that we have so far neglected in (1.21)

and (1.22). The upshot (see section 8.5) is that the C-odd 1-Higgs branch comes down

in energy for SU(3), but is lifted for higher SU(N), leading to the following picture for

35 The perturbative approach of section 8 involves expanding the matrix tmn(µ) of effective gauge couplings
in (1.23) in powers of its off-diagonal entries (modulo fine print that is explained there).
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the first phase transition(s) out of the Coulomb branch,

SU(2) : CB → HB = {hi1 ̸= 0} (1.36)

SU(3) : CB → {hi1 ̸= 0 or hi2 ̸= 0} → HB = {hi1 = hi2 ̸= 0} (1.37)

SU(N ≥ 4) : CB → {hi1 = hiN−1 ̸= 0} (1.38)

1.4.4 The maximal Higgs branch (HB) at large M and adjoint QCD

Finally, at the last step of the cascade at M ∼ Mlast ∼ Λ (see (1.31) and figure 4), we

transition to the maximal Higgs branch (HB), where all him ̸= 0 (with m = 1, . . . , N − 1)

are non-zero and aligned. In particular, all gauge fields in the Abelian dual at the multi-

monopole point are Higgsed, so that the Z(1)
N symmetry is unbroken. This is the dual Higgs

description of confinement already familiar from [40, 11], where it was used to demonstrate

confinement in pure N = 1 SUSY Yang-Mills theory.

By contrast, the fact that the continuous SU(2)R symmetry under which the him are

doublets is broken to its Cartan,

SU(2)R → U(1)R , (1.39)

consistent with the chiral symmetry breaking pattern (and the Vafa-Witten theorem) for ad-

joint QCD in (1.7), requires the novel vacuum alignment mechanism explained around (1.26).36

In fact, the discrete zero-form symmetries on the maximal Higgs branch are also realized ex-

actly as in the confining and chiral symmetry breaking scenario for adjoint QCD summarized

in section 1.2.2: charge-conjugation symmetry C is unbroken, the Z4N chiral symmetry is

spontaneously broken as in (1.7), and the time-reversal symmetry T̃ = rNT is unbroken.37

The only massless fields on the maximal Higgs branch are the two Nambu-Goldstone

bosons associated with the continuous chiral symmetry breaking (1.39), which are described

by the non-linear sigma model (1.32) with target space CP1 = SU(2)R/U(1)R and radius fπ.

We compute this radius in (10.41), and determine its large-N limit in (10.42), both of which

36 For SU(2) gauge group, the fact that SU(2)R → U(1)R was found in [13], but because there is only a
single SU(2)R doublet Higgs field hi in that case, no vacuum alignment was needed.

37 This is true at the multi-monopole point; the unbroken time-reversal symmetries in the other N − 1
disjoint vacuum sectors are obtained by conjugating with the spontaneously broken Z4N symmetry, which
cyclically permutes the N multi-monopole points.
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we repeat here,38

f 2
π =

1

4
M2

N−1∑
m,n=1

tmn → 7ζ(3)

8π4 N2M2 as N →∞ . (1.40)

This is precisely the expected large-N scaling for f 2
π , since the Lagrangian (1.32) should

be O(N2) in a theory with only adjoint fields. Note that the expected scaling in adjoint

QCD is actually O(N2Λ2), rather than O(N2M2).39 However, since the transition to the

maximal Higgs branch occurs atM ∼ Λ, which is also the scale at which the vector-multiplet

scalar ϕ with SUSY-breaking massM in (1.12) decouples, it is reasonable to hope that (1.40)

saturates at that scale, giving the expected adjoint QCD scaling.

Finally, the vev of the gaugino bilinear O⃗ = itr(λσ⃗λ) in (1.6), which serves as the order

parameter for the chiral symmetry breaking pattern (1.7) in adjoint QCD, is computed on

the maximal HB in (10.36). (See for instance the left panel of figure 5, where |⟨O⃗⟩| is plotted
for SU(5) gauge group; the maximal HB corresponds to κ→ 0.) Here we limit ourselves to

the large-N limit of that expression, which is determined in (10.37),

⟨O⃗⟩ → 4
√
2N

π
M2Λ e⃗3 as N →∞ . (1.41)

Here e⃗3 is the unit vector along the 3-axis in SU(2)R triplet space, corresponding to the

vacuum n⃗ = e⃗3 in (1.9), i.e. the north pole of the CP1. Note that the coefficient of n⃗ = e⃗3

in (1.41) is real and positive, corresponding to the complex phase k = 0 in (1.9). This

is because we are working in the dual at the multi-monopole point; the other values k =

1, . . . , N − 1 in (1.9) arise from the other N − 1 multi-monopole points. Again, we find

that (1.41) has the correct large-N scaling for the gaugino bilinear O⃗, if we assume that the

expression saturates at M ∼ Λ, roughly at the transition to the maximal Higgs branch.

In summary, the maximal Higgs branch of our dual description matches the confining

and chiral symmetry breaking phase of adjoint QCD spelled out in section 1.2.2 in great

detail. We view this as strong evidence that this phase is actually realized in adjoint QCD.

38 See also the right panel of figure 5, where f2π is plotted for SU(5) gauge group. The maximal HB
corresponds to κ→ 0.

39 This glosses over a slight mismatch between the strong-coupling scales of adjoint QCD and N = 2 SYM,
a quantum effect that is due to the fact that these theories have different UV β-functions.
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1.5 Reading guide

The remainder of the paper is organized as follows:

In section 2 we review pure N = 2 supersymmetric Yang-Mills theory with gauge group

SU(N); the corresponding Seiberg-Witten solution; the effective Abelian Higgs model valid

near one of the multi-monopole points; and the action of relevant symmetries.

In section 3 we introduce the SUSY-breaking scalar mass (1.12), and track it onto the

Coulomb branch, and to the multi-monopole points of the N = 2 theory. We motivate the

proposed dual Abelian Higgs model with supersymmetry breaking; exhibit relevant properties

of the effective matrix t of couplings and mixings of the U(1)N−1 gauge fields; prove vacuum

alignment; and formulate the semi-classical analysis problem for arbitrary SU(N) in terms

of existence, local stability, and global stability of solutions. We also show that the dual

correctly captures the small-M Coulomb branch.

In sections 4 and 5 we present the analytical semi-classical phase diagram of the Abelian

dual for gauge groups SU(2) and SU(3), respectively.

In section 6 we develop a general classification and taxonomy of the different branches of

solutions of the dual, reduce the field equations, the effective potential, and the local stability

conditions in each branch, and introduce analytical tools for the comparison of the effective

potential in the different branches. We also discuss the fate of charge conjugation symmetry

in each branch, and derive general properties of the Coulomb and maximal Higgs branches.

In section 7 we obtain the phase diagrams for the gauge groups SU(4), SU(5), and SU(6)

using numerical analysis of the various branches of solutions to the Abelian dual. Drawing

on the results from these low rank cases we present systematic evidence for the existence of

a cascade of phase transitions from the Coulomb branch at small M , to the maximal Higgs

branch at large M , passing through a sequence of mixed Coulomb/Higgs branches. These

numerical cascades display the C-even coarse structure and C-breaking fine structure already

discussed above.

In section 8, we develop a perturbative approach to solving the field equations of the

Abelian dual by expanding the matrix t in powers of its off-diagonal entries, which is valid for

sufficiently small µ/Λ. To leading order, the dual decouples into N − 1 analytically solvable

models akin to the SU(2) case; their solution confirms the coarse cascade structure of phases

already identified in section 7 using exact numerics. Higher order corrections are evaluated

as well, shown to lift various accidental degeneracies present to leading order, and lead to

the fine structure of the cascade, including the brief existence of phases with spontaneously

broken charge-conjugation symmetry C.
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In section 9 the mass spectra are discussed with emphasis on light and massless states.

Finally, section 10 provides a comprehensive summary of all the evidence for the cas-

cading phase structure amassed in the paper, how the symmetries are realized in each phase,

and how this picture is consistent with the confining and chiral symmetry breaking phase

for SU(N) adjoint QCD with Nf = 2 Weyl fermion flavors. In particular, we comment on

the large-N scaling of various quantities of physical interest.

Appendix A summarizes our conventions, focusing on spinors, the SU(2)R symmetry, and

supersymmetry; appendix B explains the numerical methods used to evaluate the effective

potential on the various branches; appendix C establishes numerous properties of the matrix

t needed throughout the paper; and appendix D presents a proof that the maximal Higgs

branch is always globally stable as M →∞.
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2 Pure N = 2 SYM with SU(N) gauge group

In this section we review the salient features of pure N = 2 super Yang-Mills (SYM)

theory with gauge group SU(N) (and no matter hypermultiplets) that are required for the

analysis in this paper, starting with the UV Lagrangian and its symmetries. We then recall

the Seiberg-Witten description of the IR effective action at generic points on the Coulomb

branch of supersymmetric vacua in terms of an N = 2 gauge theory with gauge group

U(1)N−1, and its extension to the N multi-monopole points on the Coulomb branch. At each

of these points, N−1 mutually local monopoles described by N = 2 hypermultiplets become

massless. We also explain how to track the N = 2 stress tensor supermultiplet from the UV

to the IR and show that its scalar primary operator T flows to a suitably well-defined choice

of effective Kähler potential on the Coulomb branch, with an important modification at the

multi-monopole points.

We will also recall relevant results from two earlier companion papers:

1.) In [45] we analyzed the behavior of the Seiberg-Witten periods and the effective Kähler

potential in the strong-coupling region surrounding the origin of the Coulomb branch.

2.) In [48] we determined the matrix of effective U(1)N−1 gauge couplings, which is non-

diagonal and mixes the different U(1) factors, near the multi-monopole points.

We will explicitly spell out our conventions below.40

2.1 UV Lagrangian and Coulomb branch of vacua

Throughout, we shall adopt Einstein conventions for summation over repeated indices,

Wess and Bagger conventions for spinors, including signature (− + ++) for Minkowski

space. Any field in the adjoint representation of SU(N) is denoted by χ = χaT a where

a = 1, . . . , N2 − 1 and T a are the Hermitian SU(N) generators in the defining (fundamen-

tal) representation, normalized so that tr(T aT b) = 1
2
δab. A more detailed summary of our

conventions can be found in appendix A.

Pure N = 2 SYM in four spacetime dimensions consists of an N = 2 vector multiplet in

the adjoint representation of the gauge group, which we here take to be SU(N). Under an

N = 1 subalgebra the N = 2 vector multiplet decomposes into an N = 1 vector multiplet V

40 They largely agree with those of [51,48].
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and an N = 1 chiral multiplet Φ, both in the adjoint of SU(N). The Lagrangian can then

be written in N = 1 superspace,

LSU(N) =
2

g2

∫
d4θ tr

(
Φe−2VΦ

)
+

1

g2
Re

∫
d2θ tr

(
WαWα

)
, (2.1)

where Wα = −1
4
D

2
(
e−VDαe

V
)
. We do not include a possible theta angle in the Lagrangian,

since it can be removed in the quantum theory thanks to an ABJ anomaly (see below).

In terms of components, we have a gauge field vµ with field strength vµν , two Weyl

gauginos λiα (with i = 1, 2 an SU(2)R doublet index, see below), a complex scalar field ϕ,

and a real SU(2)R triplet of auxiliary fields D(ij) = (D(ij))
†. All fields are in the adjoint

representation of the SU(N) gauge group. The component form of the Lagrangian (2.1) is41

LSU(N) =
2

g2
tr

(
− 1

4
vµνvµν −DµϕDµϕ− i λiσµDµλ

i

−1

2
[ϕ, ϕ]2 +

1√
2
[ϕ, λi]λi +

1√
2
[ϕ, λi]λ

i
+

1

4
DijDij

)
(2.2)

The N = 2 supersymmetry transformations of the component fields under which this La-

grangian is invariant are summarized in appendix A. The gauge coupling g is asymptotically

free and the theory dynamically generates a strong-coupling scale that we denote by Λ.42

The scalar potential tr([ϕ, ϕ]2) is non-negative, and vanishes along flat directions where

ϕ satisfies [ϕ, ϕ] = 0. This condition is solved by restricting the expectation value of ϕ to

lie in a Cartan subalgebra of SU(N). A generic such expectation value corresponds to a

supersymmetric vacuum in which the gauge symmetry is spontaneously broken to

U(1)N−1 =
N−1∏
m=1

U(1)m (2.3)

In the quantum theory, the family of vacua described by such an Abelian gauge theory at

low energies is known as the Coulomb branch. It is locally parametrized by N − 1 complex

moduli, or Coulomb-branch coordinates. A gauge-invariant choice consists of the following

41 The covariant derivative acting on fields in the adjoint representation is given by Dµϕ = ∂µϕ− i[vµ, ϕ]
and the field strength is given by vµν = ∂µvν − ∂νvµ − i[vµ, vν ]. Finally, SU(2)R indices are raised and

lowered using λi = εijλ
j , λi = εijλj with ε12 = −ε12 = 1, and Hermitian conjugate fields are denoted by

bars, e.g. λα̇i = (λiα)
† and ϕ = ϕ†. See appendix A for more detail.

42 A choice of scheme for Λ will be implicit in our conventions for the Seiberg-Witten solution of the SU(N)
theory reviewed in section 2.3 below.
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traces of powers of ϕ (recall that tr(ϕ) = 0),

uI = tr(ϕI) , I = 2, . . . , N (2.4)

Note that we reserve capital letters I, J, etc. = 2, . . . , N for the u’s and use lowercase letters

such as m,n, etc. = 1, . . . , N − 1 for U(1)N−1 gauge-group indices on the Coulomb branch.43

2.2 Symmetries

In addition to supersymmetry, the N = 2 SYM theory reviewed above has a wealth of

other global symmetries that will feature in our analysis:

• R-Symmetries: The supercharges Qi
α are acted on by an R-automorphism

SU(2)R × U(1)r
Z2

(2.5)

Here Qi
α is an SU(2)R doublet and has charge −1 under U(1)r. As already stated

above (2.2), the gauginos λiα are SU(2)R doublets and the auxiliary field D(ij) is

an SU(2)R triplet. The U(1)r charges of the component fields are +2 for the scalar ϕ,

+1 for the gauginos λiα, and 0 for the gauge and auxiliary fields vµ, D
ij, as required by

consistency with their supersymmetry transformations (see appendix A).

While the SU(2)R symmetry is quantum mechanically exact, U(1)r is explicitly broken

to its Z4N cyclic subgroup by an Adler-Bell-Jackiw (ABJ) anomaly,

ABJ : U(1)r −→ Z4N (2.6)

We will denote the generator of Z4N by r, so that r4N = 1 on all gauge-invariant fields.44

Since ϕ has U(1)r charge 2, we conclude from (2.4) that the gauge-invariant moduli uI

transform as follows,

r : uI → e
2πi
2N

I uI (2.7)

Generically, for N ≥ 3, a Z2N quotient of Z4N acts faithfully on the uI .
45 In particular,

43 We apologize that these conventions are reversed relative to the companion paper [45].
44 Note that the order-2 element r2N ∈ Z4N is identified with the order-2 central element of SU(2)R as

well as with (−1)F fermion parity.
45 Equivalently, only (−1)F = r2N does not act.
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note that rN : uI → (−1)IuI , which thus acts non-trivially as long as I can be odd,

i.e. when N ≥ 3. An exception occurs for N = 2, where only a Z2 quotient of Z4N = Z8

acts on the Coulomb branch, because u2 is the only modulus and r : u2 → −u2.

• 1-Form Symmetry: All fields transform in the adjoint representation of the SU(N)

gauge group. The theory therefore has a Z(1)
N 1-form symmetry associated with the

center of SU(N), commonly referred to as center symmetry. The Z(1)
N charge of a

Wilson loop WR in an SU(N) representation R is given by the N -ality of R.

The Z(1)
N center symmetry is unbroken if the expectation values of all large Wilson loops

charged under it decay faster than perimeter-law scaling. Unbroken center symmetry

is a sharp way to characterize a confining phase [10]. Standard linear confinement with

finite-tension strings requires the stronger assumption that large loops decay according

to the usual area law.

• Charge Conjugation: For N ≥ 3, the SU(N) theory has a Z2 charge-conjugation sym-

metry C, which commutes with the supercharges. Any field χ = χaT a in the adjoint

representation of SU(N) then transforms under C as follows,

C : χaT a → −χa(T a)∗ (2.8)

Thus C effectively maps the generators T a in the fundamental representation of SU(N)

to the generators −(T a)∗ of the complex-conjugate anti-fundamental representation

(which are gauge-inequivalent for N ≥ 3). Applying this to (2.4), we find that the

Coulomb branch moduli uI transform as follows under charge conjugation,

C : uI → (−1)IuI (2.9)

• Time Reversal and Parity: It can be checked that the N = 2 SYM theory is invariant

under (anti-unitary) time reversal T and (unitary) parity P symmetries. The CPT

theorem guarantees that these are not independent, and we will therefore focus on the

time-reversal symmetry T . Following [13], we define T as follows,

T : ϕa → ϕa , λiaα → iλαai , vaµ → Tµ
νvaν , Dija → Da

ij (2.10)

Here Tµ
ν = diag(−1, 1, 1, 1) is the standard geometric time-reversal element of the

Lorentz group. In order to avoid clutter, we have given the action of T on adjoint-

valued fields χa rather than χ = χaT a since time reversal is anti-unitary and complex
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conjugates the generators T a. The action of T in (2.10) also acts on the argument of

every field as follows,

T : xµ = (x0, x⃗)→ T µ
νx

ν = (−x0, x⃗) . (2.11)

Our choice of T is consistent with the Lorentz transformation properties of spinors

(which requires raising the spinor index α on λiaα ) and has the additional property of

commuting with the unitary operators that implement SU(2)R transformations (which

requires lowering the SU(2)R indices on λiaα and Dija). It can be verified that

T : Qi
α → −iQα

i , (2.12)

and that

T 2 = 1 (2.13)

on gauge-invariant local operators. These relations are consistent with the supersym-

metry algebra and imply that T generates an anti-unitary Z2 symmetry. Finally, we

note that the Coulomb branch coordinates uI in (2.4) are T -invariant operators,

T : uI → uI (2.14)

By contrast, expectation values ⟨uI⟩ of uI are c-numbers that are complex conjugated

by T . Thus unbroken T -symmetry requires all ⟨uI⟩ to be real.

Below it will be useful to define two symmetries that arise from mixing charge conjugation

and time reversal with the order-four element rN ∈ Z4N :

• Mixing C with rN , defines a unitary Z4 symmetry with generator

C̃ = rNC (2.15)

Note that C̃ : Qi
α → −iQi

α is an r-symmetry that squares to fermion parity, C̃2 =

r2N = (−1)F . It follows from (2.7) and (2.9) that

C̃ : uI → uI (2.16)

Thus the Z4 symmetry generated by C̃ is unbroken at every point on the Coulomb

branch. Note that this remains true for N = 2, where C does not exist and C̃ = r2

acts trivially on the Coulomb branch.
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• Mixing T with rN defines an anti-unitary Z2 symmetry generated by

T̃ = rNT (2.17)

Note that T̃ 2 = 1. Using (2.7) and (2.14) we conclude that

T̃ : uI → (−1)IuI (2.18)

2.3 Seiberg-Witten description of the IR effective theory

Seiberg-Witten theory [40–44] describes the exact low-energy Lagrangian on the Coulomb

branch, valid in the deep IR (much below the scale Λ), and a way to compute the masses

of BPS states given their charge spectrum.46 For generic values of the N − 1 Coulomb

branch moduli uI (I = 2, . . . , N), the low-energy theory is an N = 2 Abelian gauge theory

of rank N − 1, with gauge group U(1)N−1 =
∏N−1

m=1 U(1)m. Each N = 2 vector multiplet

can be decomposed into an N = 1 vector superfield Vm and an N = 1 chiral superfield Am,

with m = 1, . . . , N − 1. Here the Am are uncharged under any of the Vm. Together the

components of Am and Vm consist of a complex scalar am (the bottom component of Am),

an SU(2)R doublet of gauginos, and the U(1)m gauge field (together with the auxiliary fields

of both superfields).47

The two-derivative Seiberg-Witten IR Lagrangian, constrained by N = 2 supersymme-

try, is encoded in a locally holomorphic pre-potential F(A) that depends on the fields Ak

but does not involve any derivatives of Ak. In N = 1 superspace, it takes the form48

L =
1

2π

N−1∑
m=1

Im

∫
d4θ ADmAm +

1

4π

N−1∑
m,n=1

Im

∫
d2θ τmnW

α
mWαn (2.19)

Here the Abelian field strength superfields are given by Wαn = −1
4
D

2
DαVn, while the mag-

netic dual chiral superfields ADm and the (N − 1) × (N − 1) matrix τmn of complexified

46 Determining the spectrum of BPS states is in general a hard problem, and except in rare cases explicit
answers are typically only available at special loci on the Coulomb branch.

47 We do not give explicit names to the U(1)N−1 gauginos and gauge fields, to avoid confusion with their
magnetic duals, which are introduced in section 2.6.1 below and used throughout the paper.

48 In N = 2 superspace the Lagrangian (2.19) can be written as a chiral superspace integral∫
d4θN=2F(AN=2,m), with AN=2,m the N = 2 vector multiplet containing Am,Vm. This form makes

manifest the unbroken Z4 r-symmetry generated by C̃ discussed around (2.16), under which both AN=2,m

and d4θN=2 are invariant. We will not need the detailed component form of (2.19), except at special points
on the Coulomb branch (see section 2.6 below).
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U(1)N−1 gauge couplings are defined in terms of the pre-potential as follows,

ADm =
∂F
∂Am

τmn =
∂2F

∂Am∂An

=
∂ADm

∂An

(2.20)

TheN = 1 Kähler potential of the low-energy sigma model, which can be read off from (2.19),

is given by

K =
1

2π

N−1∑
m=1

ImADmAm . (2.21)

This formula will play an important role throughout our analysis. The Kähler metric gmn

derived from K is given by

gmn =
1

2π
Im τmn (2.22)

Note that the Lagrangian (2.19) depends on the pre-potential F only through τmn and

the Kähler metric, and hence it is invariant under the following shift of the pre-potential,

F → F +
N−1∑
m=1

CmAm +D , Cm, D ∈ C (2.23)

Here Cm, D are constants. This in turn leads to the shifts

ADm → ADm + Cm , K → K +
1

2π

N−1∑
m=1

ImCmAm (2.24)

We recognize this as the freedom to perform Kähler transformations (constrained by N = 2

supersymmetry to be linear in the Am). However, it was already emphasized in [40] that

this freedom is not realized, because the central charge in the supersymmetry algebra (see

below) for magnetically charged particles explicitly depends on ADm, which is thus physically

meaningful. It follows that the constants Cm must vanish, so that ADm, and hence K itself,

are not subject to any ambiguities associated with Kähler transformations. In section 2.7 we

will present another argument that K is physical, and hence single-valued, by relating it to

the stress-tensor supermultiplet of the N = 2 gauge theory.

Since Cm = 0 it follows from (2.23) that the pre-potential F is at most ambiguous by

constant shifts. In fact this ambiguity can also be fixed by arguing that F appears directly

in the following formula for the single-valued Coulomb branch modulus u2 = tr(ϕ2),

N u2
2πi

= 2F −
N−1∑
m=1

aDmam . (2.25)
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Here am, aDm are the bottom components of Am, ADm. This equation (originally found

in [52] for SU(2) and extended to other SU(N) in [53]) can be derived by promoting the

strong-coupling scale Λ to an N = 2 chiral superfield that couples to u2 and tracking this

coupling from UV to IR (see for instance [36]). The coefficient N arises from the 1-loop beta

function β ∼ N that governs this coupling in the UV. For this reason (2.25) is sometimes

referred to as a renormalization group equation.

The Seiberg-Witten solution gives formulas for the scalar bottom components am and aDm

(also known as the Seiberg-Witten periods) of the chiral superfields Am and ADm in terms of

the gauge-invariant Coulomb branch moduli uI defined in (2.4). Because the pre-potential F
depends only on the fields Am and not on their derivatives, F may be obtained by evaluating

aDm = ∂F/∂am on the vacuum expectation values of am and aDm.
49 The basis for this

construction is the Seiberg-Witten curve Σ = Σ(u), defined for pure SU(N) gauge theory

(without hypermultiplets) by

y2 = C(x)2 − 1 C(x) = 2N−1

(
xN −

N∑
I=2

uI

I(2Λ)I
xN−I

)
(2.26)

Here uI = tr(ϕI), as defined in (2.4). The curve Σ is hyperelliptic and has genus N − 1.

A canonical basis for its homology group H1(Σ,Z) ≈ Z2N−2 consists of cycles Am and Bm

with m = 1, . . . , N − 1. Their canonical intersection pairing J is given by J(Am,An) =

J(Bm,Bn) = 0 and J(Am,Bn) = δmn. Then am and aDm are given as period integrals of the

Seiberg-Witten differential λSW,

2πi am =

∮
Am

λSW 2πi aDm =

∮
Bm

λSW λSW = (2Λ)
xC ′(x)dx

y
(2.27)

The pre-potential F can then be determined by integrating aDm = ∂F/∂am. This is possible,
thanks to the fact that the variations ∂λSW/∂uI are holomorphic Abelian differentials.

Seiberg-Witten theory also gives an exact formula for the central charge Z in the N = 2

supersymmetry algebra, and hence for the masses of BPS states. The central charge Z and

mass MBPS of a BPS state with U(1)N−1 electric-magnetic charge vector (qm, qmD ) ∈ Z2N−2

are given as follows,

MBPS = |Z| , Z =
√
2
N−1∑
m=1

(
qmam + qmDaDm

)
(2.28)

49 This is true up to an integration constant in F , which can be fixed using (2.25).
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The modular group Sp(2N − 2,Z) acts on the cycles Am and Bm, hence also on the peri-

ods am, aDm and the pre-potential F , while leaving the intersection pairing J invariant. Its

action on the low-energy Abelian gauge theory is via electric-magnetic duality, which leaves

the Dirac pairing between electric and magnetic charges invariant. However duality does

act on the charges (qm, qmD ) themselves, which therefore depend on the duality frame under

consideration. The actions on periods and charges are conjugate to each other, so that the

central charge in (2.28) is duality invariant.

Note that the expression (2.21) for the Kähler potential K is invariant under the action

of Sp(2N − 2,Z) on the periods. As was emphasized in [40], the fact that duality acts on the

periods homogenously, via the standard vector representation of Sp(2N − 2,Z), is a special

feature of the pure SU(N) gauge theory. (In gauge theories with matter hypermultiplets, the

periods may receive inhomogenous shifts under duality.) The invariance of K under duality

transformations will play an important role below. In section 2.7 we will interpret the single-

valuedness of K on the entire Coulomb branch, and in every duality frame, in terms of the

stress-tensor supermultiplet of the N = 2 gauge theory.

2.4 The origin of the Coulomb branch

The origin of the Coulomb branch is the point where all uI = 0. At this point the

entire Z4N r-symmetry is unbroken.

2.4.1 Curve and Kähler potential

The Seiberg-Witten curve is non-singular (all BPS states are massive) and takes the

following Z2N symmetric form,

y2 = x2N − 1 (2.29)

A detailed analysis of the Seiberg-Witten periods (and related quantities) in the vicinity of

the origin was carried out in [45], by systematically expanding around the Z2N -symmetric

curve (2.29) in the moduli uI .
50 Using the resulting formulas, the Kähler potential K defined

in (2.21) was investigated and evidence (both analytical and numerical) was amassed for the

conjecture that K is a convex function with a unique minimum at the origin of the Coulomb

50 The analysis in [45] relied heavily on the Z2N symmetry of the curve at the origin. The conventions
used there differ in several respects from those used here, as reflected for instance in the different choice
of A- and B-cycles discussed in the main text. Additionally, the strong coupling scales are also normalized

differently: Λhere = 2−
1
N Λthere.
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Figure 6: The Kähler potential K for SU(2) (left) and SU(3) (right), plotted in the complex
u2 plane, has a unique minimum at the origin. The black curves indicate where K = 0; they
bound the strong-coupling region (defined by K < 0) surrounding the origin. The multi-
monopole points, indicated by blue dots, lie on these K = 0 curves.

branch, where all uI = 0. Much of the evidence in [45] for the convexity of K was in the

strong-coupling region surrounding the origin, where K < 0 (see below). As argued there,

this is sufficient to ensure that the origin is the unique minimum of K, and it is what we will

assume here. The convexity of K is illustrated in figure 6 (taken from [45]) for the examples

of SU(2) and SU(3) gauge group.

The Kähler potential at the origin was computed in section 3.1 of [45],51

K(uI = 0) = −
(
2

1
N Λ
)2 N

8π2

Γ
(
1
2
+ 1

2N

)2
Γ
(
1 + 1

2N

)2 cot( π

2N

)
(2.30)

Note that it is negative, as required on general grounds for any critical point of K (see [45]).

It is interesting to expand this quantity at large N ,

K(uI = 0)→ −N
2Λ2

4π2 as N →∞ (2.31)

51 The formula for K in [45] is given in units where Λthere = 2
1
N Λhere = 1. This explains the extra prefactor.
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2.4.2 Massive BPS states

We now turn to a description of the massive BPS particle states at the origin of the

Coulomb branch, first investigated in [46], where it was shown that there are 2N (N − 1)

such states if we count both particles and their anti-particles.52 A more detailed description

of these states was given in [47]. As was shown there, the 2N (N − 1) states are comprised

of N − 1 distinct, irreducible orbits of the unbroken Z2N symmetry acting on the Seiberg-

Witten curve at the origin. If we label these orbits by m = 1, . . . , N − 1 then the 1-cycle on

the Seiberg-Witten curve corresponding to the k-th BPS state in the m-th orbit is53

µkm k = 0, . . . , 2N − 1 m = 1, . . . , N − 1

A detailed description of these cycles was given in [47].54 For our purposes it is sufficient to

know that the central charge of the BPS state µkm takes the form

Z(µkm) =

√
2

2πi

∫
µkm

λSW =
√
2 ε−kf(N)sm (2.32)

Here f(N) is a function of N (to be determined below) that does not depend on k or m,

while ε and sm are defined as follows

ε = e
2πi
2N sm = sin

mπ

N
(2.33)

Note that the ε-dependence of (2.32) is dictated by the action of the unbroken Z2N symmetry

on each orbit. Note also that Z(µk+N,m) = −Z(µkm), because these pairs of cycles describe

particles and antiparticles. So we can equivalently describe the 2N BPS particles as N

particle-antiparticle pairs. This description will be useful below, when we track the BPS

states away from the origin. There the Z2N symmetry, and hence the degeneracy it implies

among the N distinct pairs, is broken. However, particles and antiparticles necessarily remain

degenerate.

Let us also comment on the m-dependence of Z(µkm), which only involves the factor sm

52 Together, a particle-antiparticle pair (plus its superpartners) comprise a full hypermultiplet, see for
instance section 2.6.3 below for more detail.

53 Note that this notation differs slightly from the introduction, where we did not distinguish particles and
antiparticles, so that k = 0, . . . , N − 1 was restricted to half of its range here.

54 The conventions used in [47] differ from those in [45] in a somewhat involved way, see appendix E of [45]
for a detailed comparison.
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on the right-hand side of (2.32).55 As we will show explicitly in section 2.6.3 below, the

charge-conjugation symmetry C defined in (2.8), which is unbroken at the origin thanks

to (2.9), acts on the Seiberg-Witten periods as follows,

C(aℓ) = aN−ℓ , C(aDℓ) = aD,N−ℓ , C(µkm) = µk,N−m . (2.34)

This implies that the BPS states µkm and µk,N−m must be degenerate, which indeed follows

from sm = sN−m. Note that these orbits are distinct, except when N is even and m = N/2.

In that case µk,N/2 constitutes a single C-invariant orbit.

In order to determine the function f(N) in (2.32), it suffices to look at the simplest

cycle µ01, which is related to the A- and B-cycles used in [45] (see in particular appendix E

of that paper) as follows

µ01 = −A1 −B1 (2.35)

The corresponding periods at the origin uI = 0 are computed in equation (3.4) of [45],56

−a1 − aD1 = −2iε
(
2

1
N Λ
)
QN+1s1 (2.36)

Here the function QN+1 at the origin is given in equation (2.18) of [45],

QN+1(uI = 0) =
Γ
(
1
2
+ 1

2N

)
2
√
π Γ
(
1 + 1

2N

) (2.37)

Comparing with (2.32) we see that f(N) = −2i(2
1
N Λ)εQN+1. Substituting into (2.32), we

find that the masses of the BPS states at the origin are given by the following formula

MBPS(µkm) = |Z(µkm)| =
√

2

π

(
2

1
N Λ
) Γ

(
1
2
+ 1

2N

)
Γ
(
1 + 1

2N

) sm (2.38)

Note that these masses do not depend on the label k, leading to a 2N -fold degeneracy for

each m = 1, . . . , N − 1. As we did for the Kähler potential in (2.31) above, it is instructive

to expand the prefactor of sm in (2.38) in the large-N limit, leading to

MBPS(µkm) →
√
2Λsm as N →∞ (2.39)

55 This was explicitly shown in [47] for the case k = 0.
56 Recall that formulas in [45] are given in units where 1 = Λthere = 2

1
N Λhere.
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Figure 7: Masses of BPS states at the origin of the Coulomb branch (black dots on the
left vertical axis) and at the multi-monopole (MM) point (red and blue dots on the right
vertical axis), plotted here for the case N = 7. At the origin MBPS(µkm) ∼

√
2Λsm

(see (2.39)). Every level m = 1, . . . , 6 contains 14 degenerate BPS states in 7 full hyper-
multiplets. Since MBPS(µkm) = MBPS(µk,N−m) at the origin, there are only three distinct
mass levels, the heaviest one being m = [N/2] = 3. Exactly one full hypermultiplet from
each level m = 1, . . . , 6 becomes massless at the MM point, indicated by the blue lines (each
of which denotes two full hypermultiplets); all other µkm remain massive. Crossing the MM
point also involves crossing a wall of marginal stability, so that the massive BPS spectrum
jumps discontinuously. To the right of the MM point, the massive BPS states include the
W -bosons, with masses given by (2.57). The lowest three W -boson masses are plotted in red
on the right vertical axis.

Note that for N = 2, the prefactor of Λsm in (2.38) is ≃ 1.53, from which it monotonically

drops to
√
2 ≃ 1.41 in the large-N limit. The approximation (2.39) is thus excellent for all

values of N . In the large-N limit, the sine function sm = sin mπ
N

implies a BPS spectrum

ranging from equally spaced masses MBPS ∼ m
N
Λ with m = O(1) to a dense spectrum of

massesMBPS ∼ Λ for m = O(N/2). A plot of the BPS spectrum at the origin of the Coulomb

branch for the case N = 7 appears in the left half of figure 7.

2.5 The multi-monopole points

Multi-monopole points are defined as those points on the Coulomb branch where a

maximal number N−1 of mutually local dyons become massless. As a result of this definition,

at each multi-monopole point, there exists an Sp(2N − 2,Z) modular transformation to a
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duality frame where all the electric charges vanish, whence the terminology. The multi-

monopole points generalize the monopole and dyon points of the pure SU(2) theory [40]

to SU(N) and have been intensively studied starting with [11], which we follow along with [51,

48]. There are precisely N such points on the Coulomb branch, which are mapped into

each other by a spontaneously broken ZN quotient of the Z4N r-symmetry that acts on the

moduli uI by phase rotations. The dynamics at these N points is identical,57 and it suffices

to study one of them – referred to as the multi-monopole point (and occasionally indicated

by MM) – which we now describe.

2.5.1 Curve, pre-potential, and related quantities

The Seiberg-Witten curve describing the multi-monpole point is given by

y2 = C(x)2MM − 1 C(x)MM = cos (N arccos x) (2.40)

Here C(x)MM is the N -th Chebyshev polynomial of the first kind, which has degree N , real

coefficients, and is an even or odd function of x according to whether N is even or odd.

Comparing with (2.26), we conclude that at the multi-monopole point

uI even

∣∣
MM
∈ R uI odd

∣∣
MM

= 0 (2.41)

It follows from (2.7) that the Z4N r-symmetry is spontaneously broken to its Z4 subgroup,

which is generated by rN . (As mentioned above, the broken symmetry cyclically permuting

the multi-monopole points is Z4N/Z4 = ZN .) Since the only non-zero uI have even I, it

follows from (2.9) that charge-conjugation symmetry C is unbroken at the multi-monopole

point. And finally, it follows from (2.14) and the fact that the uI are real at the multi-

monopole point that time-reversal symmetry T is unbroken there. This also implies that the

symmetries C̃ = rNC and T̃ = rNT defined in (2.16) and (2.17) are unbroken.

At the multi-monopole point the N − 1 mutually local massless dyons are magnetic

monopoles. In order to describe these light monopoles we work in a duality frame in which

they are the fundamental electric charges, i.e. we take the magnetic periods aDm to be

57 This statement must be refined in the presence of background fields: due to a mixed ’t Hooft anomaly

between the Z4N r-symmetry and the Z(1)
N center symmetry, the N multi-monopole points constitute different

SPT phases for the 1-form symmetry, see for instance [10] for a discussion of this fact. See [54] for a recent
discussion of SPT phases of gauge theories without 1-form symmetry.
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fundamental. All of them vanish at the multi-monopole point,

aDm

∣∣
MM

= 0 . (2.42)

In the vicinity of the multi-monopole point, the Seiberg-Witten curve is a small defor-

mation of (2.40), which can be explicitly Taylor-expanded in aDm [51,48].58 Working to first

order in small aDm, this expansion takes the following form

C(x) = C(x)MM +
i

2ΛN
C(x)′MM

N−1∑
m=1

smaDm

x− cm
+O(a2D) , (2.43)

where we shall use the following notation here and throughout

cm = cos
mπ

N
sm = sin

mπ

N
(2.44)

The derivative C(x)′MM,

C(x)′MM = 2N−1N
N−1∏
m=1

(x− cm) (2.45)

has simple zeros at the N −1 distinct values x = cm. The coefficients of the polynomial C(x)

are in one-to-one correspondence with aDm, e.g. we can project onto aDm by computing a

suitable residue integral of C(x) around x = cm. Comparing with the general form of the

Seiberg-Witten curve in (2.26), this establishes the mapping between the periods aDm and

the gauge-invariant moduli uI . We will not spell out this mapping explicitly, except for the

special case of u2 (see below), but we will use it in section 2.6.3 to infer the action of the

global symmetries on the periods.

The Seiberg-Witten effective Lagrangian at the multi-monopole point is encoded in a

dual magnetic pre-potential FD(aD), which is related to the electric pre-potential F intro-

duced around (2.19) and (2.20) by the following Legendre transform,

N−1∑
m=1

(
am

∂F(a)
∂am

+ aDm

∂FD(aD)

∂aDm

)
= 0 (2.46)

58 The formulas in these papers are valid in units where the strong-coupling scale Λ = 1
2 .
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In particular this implies that

am = − ∂FD

∂aDm

τDmn =
∂2FD

∂aDm∂aDn

= −(τ−1)mn (2.47)

As in the discussion around (2.25), the integration constants in FD can be unambiguously

fixed by using the Legendre-transformed version of the renormalization group equation,

N u2
2πi

= 2FD +
N−1∑
m=1

aDmam (2.48)

In particular, we will need the fact (which follows from comparing the Chebyshev polynomials

in (2.40) with (2.26)) that at the multi-monopole point, where all aDm vanish,

u2(aD = 0) = 2NΛ2 (2.49)

Substituting into (2.48), we find that

FD(aD = 0) =
N2Λ2

2πi
(2.50)

A Taylor expansion for the dual pre-potential FD around the multi-monopole point,

based on direct evaluation of the Seiberg-Witten periods, was developed in [51, 48], where

the terms up to and including O(a3D) were evaluated explicitly. A complementary approach

based on matrix models for topological strings was pursued in [49]. The answers are in full

agreement up to and including the O(a3D) terms that have been explicitly evaluated in both

approaches (though both approaches in principle can be evaluated to higher orders). In our

conventions, the dual pre-potential takes the following form,59

FD(aD) =
N2Λ2

2πi
− 2NΛ

π

N−1∑
m=1

smaDm

− i

4π

N−1∑
m,n=1

aDmaDn

(
δm,n log

−iaDm

Λ
− log Λmn −

3

2
δm,n

)

+
1

32πNΛ

N−1∑
m=1

(
a3Dm

s3m
− 4

∑
n̸=m

a2DmaDnsn

(cm − cn)2

)
+O(a4D) (2.51)

59 The constant term in FD from (2.50) and the non-logarithmic O(a2D) terms are missing in [51]. The
latter were computed in [48], which also summarizes previous results in the literature.
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Here we continue to use the abbreviations cm and sm defined in (2.44) and we have introduced

following the dimensionless, symmetric (N − 1) × (N − 1) matrix Λmn (not to be confused

with the dimensionful strong-coupling scale Λ), whose components are given by,

Λmm = 16Ns3m Λm̸=n =
1− cm+n

1− cm−n

(2.52)

We will need explicit formulas for the am as functions of aDn, which are given as follows,

am(aD) =
2NΛ

π
sm +

i

2π
aDm

(
log
−iaDm

Λ
− 1

)
− i

2π

N−1∑
n=1

aDn log Λmn

+
1

32πNΛ

(
−3a2Dm

s3m
+ 4

∑
n̸=m

a2Dnsm + 2aDnaDmsn

(cm − cn)2

)
+O(a3D) (2.53)

and for τDmn as a function of aDm given by,

τDmn(aD) = − i

2π
δm,n log

−iaDm

Λ
+

i

2π
log Λmn

−
δm,n

4πNΛ

[
−3aDm

4s3m
+
∑
p̸=m

spaDp

(cp − cm)2

]

−
1− δm,n

4πNΛ

smaDn + snaDm

(cm − cn)2
+O(a2D) (2.54)

These are obtained by substituting (2.51) into (2.47). Note that Im τDmn is diagonal and pos-

itive definite sufficiently close to the monopole point, where all aDm vanish. The subleading

terms ∼ log Λmn, which can be thought of as threshold contributions due to massive states

that have been integrated out, possess a rich non-diagonal structure that will play a crucial

role throughout our analysis below.

Finally, for future use, we substitute (2.51) and (2.53) into (2.48) to obtain

u2(aD) = 2NΛ2 +
N−1∑
m=1

(
− 4iΛsmaDm −

1

2N
a2Dm

)
+O(a3D) . (2.55)

2.5.2 Massive BPS states

So far we have just discussed the massless BPS monopoles at the multi-monopole point.

By contrast, the massive BPS spectrum is not strictly well-defined there, because the multi-

monopole points lie on a wall of marginal stability, across which the massive BPS spectrum
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jumps discontinuously [40, 11]. If one approaches this wall from within the strong-coupling

region surrounding the origin, the stable BPS states are those that are also present at the

origin (see section 2.4.2 above). By contrast, in suitable weak-coupling regions of the Coulomb

branch, the W -bosons one expects semi-classically are stable BPS particles,60 and they can

remain stable up to the wall of marginal stability containing the multi-monopole points. An

explicit example of a ray on the Coulomb branch that extends from the multi-monopole

point to infinity and along which all W -bosons are stable was described in [11]. As was done

there, we present the 1-cycles Wij on the Seiberg-Witten curve that describe the W -bosons

by formally extending our periods am with m = 1, . . . , N − 1 to include a0 = aN = 0. Then

Wij = −Wji = ai − ai−1 − aj + aj−1 , i, j = 1, . . . , N , a0 = aN = 0 (2.56)

This means that Wji is the anti-particle of Wij. Counting both particles and anti-particles

we therefore have N2 − N non-vanishing Wij, which is exactly the number of W -bosons

when SU(N) is Higgsed to U(1)N−1. Substituting into the BPS mass formula (2.28), and

using the fact that am = 2NΛ
π
sm at the multi-monopole point (see (2.53)), we find

MBPS(Wij) =
2
√
2NΛ

π

∣∣si − si−1 − sj + sj−1

∣∣ , i, j = 1, . . . , N . (2.57)

Note that this formula is uniformly valid for all i, j because s0 = sN = 0. The heaviest

W -bosons have mass ∼ Λ, while the lightest one is

MBPS(W12)→
2
√
2π2Λ

N2 as N →∞ (2.58)

As emphasized in [11], this leads to a parametrically low UV cutoff for the Seiberg-Witten

IR effective theory in the large-N limit. We will subsequently explain how this fact impacts

our analysis.

Upon crossing the wall of marginal stability intersecting the multi-monopole points, the

W -bosons become unstable and decay into those 2N (N − 1) monopoles and dyons that are

stable in the strong-coupling region surrounding the origin (see section 2.4.2). We will not

need a detailed description of these decays here. Instead we will describe qualitatively how

the massive BPS states at the origin evolve as we move away from the origin, and toward

one of the multi-monopole points. This is depicted in figures 7 and 8.

The states at the origin are labeled by µkm, with each m = 1, . . . , N − 1 labeling a

60 Semi-classically there is also an infinite number of stable dyons.
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MBPS(µkm)

•
••

•

••
•

•

•

•

•

Figure 8: The 2N(N − 1) massive BPS states (counting both particles and anti-particles)
at the origin of the Coulomb branch (indicated by the red dot), where uI = 0 for all I =
2, . . . , N . The figure corresponds to the gauge group SU(7). The 3 distinct BPS masses at
the origin (given by (1.18)) are indicated by the black dots on the vertical axis, each of which
describes 28 degenerate hypermultiplets. There are 7 multi-monopole points (indicated by
the blue dots); at each such point 4 BPS states (in 2 full hypermultiplets) from every black
dot become massless, as indicated by the thin colored lines.

distinct orbit of the unbroken Z2N symmetry and k = 0, . . . , 2N − 1 labeling the degenerate

states in every such orbit. Recall from (2.39) that the masses scale as M(µkm) ∼ Λsm in the

large-N limit. The BPS mass spectrum at the origin is indicated by black dots on the left

vertical axis in figure 7, for N = 7.

Let us describe the fate of these states as we move away from the origin and toward

one of the N multi-monopole points. (See figure 8 where this is depicted for N = 7.) As

we approach the k-th multi-monopole point, with k = 0, . . . , N − 1, exactly one particle µkm

and its anti-particle −µkm = µk+N,m from each of the N − 1 distinct Z2N orbits labeled

by m = 1, . . . , N − 1 come down and become massless. This is indicated by the solid blue

lines in figure 7. All other BPS states remain massive. Their masses are related to those of

the massive W -bosons, which are stable outside the strong-coupling region, by wall crossing.

TheW -boson masses are indicated by red dots on the right vertical axis in figure 7, for N = 7.

The upshot is that all 2N(N−1) BPS states at the origin of the Coulomb branch become

massless at one of the N multi-monopole points, in the ZN -symmetric fashion described
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above: the 2(N−1) states ±µkm (m = 1, . . . , N−1), described by N−1 full hypermultiplets,

become massless at the k-th multi-monopole point (k = 0, . . . , N − 1). See figure 8 for a

three-dimensional representation.

2.6 Effective Abelian Higgs model at the multi-monopole points

At each of the N multi-monopole points, described in section 2.5 above, N − 1 mutually

local charged BPS states become light, in addition to the massless U(1)N−1 vector multiplets.

This in turn leads to singularities in the Seiberg-Witten periods (and related quantities) at

those points, since the periods are computed in a description in which the charged BPS states

have been integrated out. As in [40,11], this is remedied by explicitly including the additional

massless states, leading to a well-defined Wilsonian effective description that we now review.

2.6.1 Wilsonian effective Lagrangian

As in section 2.5.1, we use the broken ZN symmetry relating the N multi-monopole

points to focus on the specific multi-monopole point whose Seiberg-Witten curve is given

by (2.40). At that point all aDm = 0 and there are N − 1 massless, mutually local magnetic

BPS monopoles, with electric and magnetic charges

qm = 0 , qmD = δmn , m, n = 1, . . . , N − 1 (2.59)

In other words there is precisely one monopole of unit magnetic charge for every aDm. As

in section 2.5.1, we work in a duality frame in which the aDm are fundamental, so that the

theory is a magnetic dual gauge theory with gauge group

U(1)N−1
D =

N−1∏
m=1

U(1)Dm (2.60)

In this description, the monopoles play the role of fundamental (i.e. dual electric) charges.

The massless BPS monopoles reside in hypermultiplets of N = 2 supersymmetry, whose

coupling to the N = 2 magnetic vector multiplets with gauge group (2.60) we explicitly spell

out below. Once the monopole hypermultiplets have been included, the Wilsonian effective

action – furnished with a suitable UV cutoff µ – is local and non-singular. The effective dual
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pre-potential describing this action is then given by (see [36] for a closely related discussion)61

F eff
D (aD) = FD(aD) +

i

4π

N−1∑
m=1

a2Dm

(
log
−iaDm

µ
− 3

2

)
, (2.61)

with FD(aD) given by (2.51). The µ-dependence of F eff
D arises from the logarithmic, 1-loop

exact running of the IR free magnetic gauge couplings that is due to the massless charge-1

monopole in every U(1)Dm gauge group factor (see also (2.65) below).

For future use, we explicitly spell out (2.61),

F eff
D (aD) =

N2Λ2

2πi
− 2NΛ

π

N−1∑
m=1

smaDm + iπ
N−1∑
m,n=1

tmn(µ) aDmaDn

+
1

32πNΛ

N−1∑
m=1

(
a3Dm

s3m
− 4

∑
n̸=m

a2DmaDnsn

(cn − cm)2

)
+O(a4D) (2.62)

Here we have defined the following µ-dependent (N − 1)× (N − 1) symmetric matrix, which

will play a starring role throughout our analysis below,

tmn(µ) =
1

(2π)2

(
δmn log

Λ

µ
+ log Λmn

)
. (2.63)

Comparing with (2.65) below, we see that τ effDmn = 2πitmn + O(aD), so that tmn(µ) is the

matrix of U(1)N−1
D coupling constants – including, crucially, kinetic mixing between the dif-

ferent U(1)D factors – in the effective theory with cutoff µ. We also record the corresponding

aeffm and τ effDmn, obtained by using F eff
D in (2.47),

aeffm (aD) =
2NΛ

π
sm − 2πi

N−1∑
n=1

tmn(µ)aDn

+
1

32πNΛ

(
−3a2Dm

s3m
+ 4

∑
n̸=m

a2Dnsm + 2aDnaDmsn

(cn − cm)2

)
+O(a3D) (2.64)

61 Here we choose a scheme for µ that eliminates the factor 3
2 on the second line of (2.51). In order to

connect this scheme with standard supersymmetric perturbative schemes, such as DR
′
, one would have to

rescale µ by an O(1) constant that does not depend on N . Since we will only analyze our effective field
theory semi-classically (i.e. at tree level) this will not cause problems.
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and

τ effDmn(aD) = 2πitmn(µ)−
δm,n

4πNΛ

[
−3aDm

4s3m
+
∑
p̸=m

spaDp

(cp − cm)2

]

−
1− δm,n

4πNΛ

smaDn + snaDm

(cm − cn)2
+O(a2D) (2.65)

Finally, we can substitute aeffm in (2.64) above into (2.21) to obtain the effective Kähler

potential,

Keff(aD) =
NΛ

π2

N−1∑
m=1

smIm aDm +
N−1∑
m,n=1

tmn aDmaDn (2.66)

+
1

64π2NΛ

N−1∑
m=1

(
3|aDm|2Im aDm

s3m

+4
∑
n̸=m

Im (aDma
2
Dn)sm − 2|aDm|2Im aDnsn

(cn − cm)2

)
+O(a4D) .

As expected, all dependence on aDm in the effective Wilsonian quantities above is an-

alytic at the multi-monopole point aDm = 0. However, positivity of the effective Kähler

metric Im τ effDmn ∼ tmn(µ) only holds if the cutoff µ of the effective theory is sufficiently small.

See section 2.6.2 below and appendix C for a detailed discussion of the restrictions on µ that

we will impose.

Using formulas reviewed in appendix A.3.2, we can now write the effective N = 2

Lagrangian at the multi-monopole point in N = 1 superspace,

L eff =

∫
d4θ

(
Keff(AD) +

∑
±

N−1∑
m=1

M(±)
m e∓2VDmM(±)

m

)

+
√
2
N−1∑
m=1

∫
d2θ ADmM(+)

m M(−)
m + (h.c.)

+
1

4π

N−1∑
m,n=1

Im

∫
d2θ τ effDmn(AD)W

α
mWαn

(2.67)

Here ADm,VDm are N = 1 chiral and vector superfields that make up the U(1)Dm N = 2

vector multiplet. Similarly,M(±)
m are N = 1 chiral multiplets which make up the N = 2 hy-

permultiplets describing the massless magnetic monopoles. The Lagrangian (2.67) correctly

captures all 2-derivative terms in the low-energy effective theory.
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For most of this paper, it will be sufficient to concentrate on the (classically) marginal

and relevant terms in the effective Lagrangian (2.67). For the purpose of constructing this

renormalizable Lagrangian, we need only retain the quadratic O(a2D) terms in the effective

Kähler potential Keff on the first line of (2.66). (Note however that the O(aD) linear terms

and, to a lesser extent, the cubic O(a3D) terms will play an important role once we break

supersymmetry; see section 3 below.) We also only retain the constant term τ effDmn → 2πitmn.

The resulting Lagrangian is given by equation (A.18) in appendix A.3.2, which we repeat

here,

L =

∫
d4θ

(
N−1∑
m,n=1

tmnADmADn +
∑
±

N−1∑
m=1

M(±)
m e∓2VDmM(±)

m

)

+

∫
d2θ

(
1

4

N−1∑
m,n=1

tmnW
α
mWαn +

√
2
N−1∑
m=1

ADmM(+)
m M(−)

m

)
+ (h.c.)

(2.68)

where the Hermitian conjugation applies to the second line only.

In appendix A.3.2 we also review how to expand this Lagrangian in component fields:

• The U(1)Dm N = 2 vector multiplet is described by the N = 1 superfields ADm

and Wαm = −1
4
D

2
DαVDm. After integrating out the auxiliary fields we are left with

the following component fields,62

aDm , ρiαm , fµνm = ∂µbνm − ∂νbµm . (2.69)

Here aDm is the complex scalar that has already appeared copiously above, ρiαm is

the N = 2 gaugino (with SU(2)R doublet index i = 1, 2), and bµm is the U(1)Dm gauge

field, with field strength fµνm.

• The N = 2 monopole hypermultiplet that is charged under U(1)Dm is described by

the N = 1 superfields M(±)
m whose components (after integrating out the auxiliary

fields) are as follows,

him , ψ(±)
αm . (2.70)

Here him has unit U(1)Dm charge and is a doublet under the SU(2)R symmetry. We de-

note its complex conjugate by h
i
m = (him)

†. The fermions ψ(±)
αm have U(1)Dm charges±1.

62 In order to avoid heavy notation, we do not explicitly add a subscript D to indicate that ρiα,m and fµν,m
are the superpartners of aD. Since we will never explicitly work in an electric duality frame, where am and
its superpartners are the appropriate degrees of freedom, this will not cause any problems.

53



The full component form of L is given in appendix A.3.2, starting with (A.19). The purely

bosonic terms take the form

Lbosonic = −
N−1∑
m,n=1

tmn

(
∂µaDm∂µaDn +

1

4
fµν
m fµνn

)
−

N−1∑
m=1

(
Dµh

i
mDµhim

)
− VSUSY (2.71)

where the supersymmetric scalar potential VSUSY is given by (A.26),

VSUSY =
N−1∑
m=1

2 |aDm|
2 h

i
mhim

+
N−1∑
m,n=1

(
t−1
)
mn

((
h
i
mhin

)(
h
j
nhjm

)
− 1

2

(
h
i
mhim

)(
h
j
nhjn

))
.

(2.72)

This potential, together with a SUSY-breaking contribution described in section 3 below,

will play a starring role in our analysis. Note that the second line of (2.72) is a D-term

potential, which results from integrating out the auxiliary fields Dij
m in the off-shell N = 2

vector multiplets (see appendix A.3.2).

Although they will feature less heavily in our analysis, we also list the (renormalizable)

fermionic terms in the effective Lagrangian,

Lfermionic = −i
N−1∑
m,n=1

tmnρimσ
µ∂µρ

i
n − i

N−1∑
m=1

∑
±

ψ
(±)

m σµDµψ
(±)
m + LYukawa , (2.73)

where the Yukawa couplings are given by

LYukawa =
√
2
N−1∑
m=1

(
himρ

i
mψ

(+)
m − himρimψ(−)

m − himρimψ
(+)

m − himρimψ
(−)

m

)
−
√
2
N−1∑
m=1

(
aDmψ

(+)
m ψ(−)

m + aDmψ
(+)

m ψ
(−)

m

)
.

(2.74)

2.6.2 The matrix tmn(µ) of effective gauge couplings

The matrix tmn(µ) was defined in (2.63) (see also (2.44), (2.52)), and we repeat it here,

tmn(µ) =
1

(2π)2

(
δmn log

Λ

µ
+ log Λmn

)
(2.75)
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where Λmn are given as follows,

Λmm = 16Ns3m , Λm̸=n =
1− cm+n

1− cm−n

(2.76)

This matrix appears prominently in the N = 2 supersymmetric Lagrangian at the multi-

monopole point, e.g. it is the matrix of kinetic terms for aDm and fµν,n in (2.71), and its

inverse appears in the supersymmetric D-term potential on the second line of (2.72).

Here we summarize several properties of tmn(µ) and discuss their implications for the

allowed range of UV cutoff µ in our effective theory:

• The matrix tmn(µ) is bisymmetric, i.e. it is symmetric about both of its diagonals,

tmn(µ) = tnm(µ) , tN−m,N−n(µ) = tmn(µ) . (2.77)

The second equation is required by charge-conjugation symmetry C, as discussed in

section 2.6.3 below.

• Let us decompose tmn(µ) into its diagonal ∆mn(µ) and its µ-independent off-diagonal

part Ωmn,

tmn(µ) = ∆mn(µ) + Ωmn , ∆m̸=n = 0 , Ωmm = 0 . (2.78)

Then the off-diagonal entries Ωmn are positive,

Ωm̸=n > 0 , (2.79)

in light of the following trigonometric inequality,

cm−n − cm+n = 2smsn > 0 , m, n = 1, . . . , N − 1 . (2.80)

• Since tmn(µ) appears as the matrix of kinetic terms for the vector-multiplet fields, it

must be positive definite, i.e. all of its eigenvalues λm(µ) ∼ gDm(µ)
−2 must be posi-

tive. Here gDm(µ) are the magnetic gauge couplings at the scale µ, in the basis where

the U(1)N−1
D gauge-field kinetic terms have been diagonalized. Note that this is not the

basis which we will use in our analysis.

The requirement that λm(µ) > 0 for all m = 1, . . . , N − 1 restricts the UV cutoff µ of

our effective theory.63 Numerical investigations carried out in appendix C show that

63 By contrast, the exact τDmn(aD) appearing in the Seiberg-Witten solution automatically has positive-
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for N ≤ 10, positivity of tmn(µ) holds for all µ ≤ Λ, while for larger values of N we

find that

tmn(µ) positive definite if µ < µpos ≃
107Λ

N2 . (2.81)

For comparison, the mass (2.58) of the lightest W -boson at the multi-monopole point,

which furnishes a natural cutoff, is MW,min ≃ 28Λ

N
2 ≃ 1

4
µpos.

Note that near the scale µ ∼ µpos the smallest eigenvalue of tmn(µpos) almost vanishes,

and hence the corresponding magnetic gauge coupling is very strong. By contrast, the

largest eigenvalue of tmn(µpos) is numerically found to scale like

λmax(µpos) ≃
2N

(2π)2
+O(logN) . (2.82)

This answer can also be established analytically at large N , see appendix C. Thus the

weakest magnetic gauge coupling scales as g2D,min ∼ 1
N

at large N .

• As µ→ 0, the diagonal elements ∆mn(µ) ∼ δmn log
Λ
µ
of tmn(µ) become uniformly large

and positive, and they grow to dominate the off-diagonal elements Ωmn. In this regime,

the effective U(1)N−1
D gauge couplings g2D,m ∼ 1/ log Λ

µ
become weak, and the mixing

between different U(1)Dm gauge group factors gradually decouples.

The inverse matrix t−1(µ) appearing in the effective potential (2.72) is then also dom-

inated by its diagonal entries and, for sufficiently small µ, its off-diagonal elements are

all negative. To show this, we use the decomposition t(µ) = ∆(µ)+Ω in (2.78) and the

fact that all entries of ∆(µ) and all off-diagonal entries of Ω are positive (see (2.79)).

The inverse matrix t−1(µ) is then given by

t−1(µ) = (∆(µ) + Ω)−1 = ∆−1(µ)−∆−1(µ) Ω∆−1(µ) +O
(
Ω2

∆3

)
(2.83)

For sufficiently small µ we have large, positive ∆(µ). As a result the leading off-diagonal

part of t−1(µ) is given by the off-diagonal part of −∆−1(µ) Ω∆−1(µ), every entry of

which is negative.

The range µ < µneg for which the off-diagonal entries of t−1(µ) are all negative is

determined numerically in appendix C. For N ≤ 10 the cutoff µneg is given by (C.7),

definite imaginary part, thanks to its relation to the period matrix of the Seiberg-Witten curve.

56



which we repeat here,

N 2 3 4 5 6 7 8 9 10

µneg/Λ 1 1 0.723 0.577 0.451 0.353 0.281 0.228 0.188
(2.84)

For larger values of N we numerically obtain the approximate bound

(
t−1
)
m̸=n

(µ) < 0 if µ < µneg ≃
20Λ

N2 . (2.85)

This restriction on µ is somewhat more stringent that the condition (2.81) required for

positive definiteness of tmn(µ), since µpos ≃ 5µneg. Note that µneg ≃ 0.7MW,min closely

tracks the lightest W -boson mass. Throughout our analysis in this paper, we will make

the following

Assumption: The cutoff scale µ of the effective field theory is restricted to a range

µ < µneg where the off-diagonal elements of t−1 are all negative:

(t−1)mn(µ) < 0 for all m ̸= n and µ < µneg, (2.86)

with µneg determined by (2.84) or (2.85), depending on N . This in turn implies the

positive-definiteness of tmn(µ) that is required for unitarity. The reason we make this

slightly stronger restriction on µ is that it streamlines several parts of our supersymmetry-

breaking analysis below, allowing us to make some arguments analytically and uni-

formly in N , rather than having to establish them numerically on a case-by-case basis.

2.6.3 Symmetries

In this section we discuss the global symmetries of the effective Lagrangian at the multi-

monopole point, i.e. those symmetries of the non-Abelian UV theory that are not sponta-

neously broken by the expectation values of the moduli un at the multi-monopole point.

We start by examining the action of the unbroken symmetries on the magnetic peri-

ods aDm. Comparing (2.26) and (2.43), we see that the degree-N polynomial defining the

Seiberg-Witten curve in the vicinity of the multi-monopole point can be written in the fol-
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lowing two equivalent ways,

C(x) = 2N−1

(
xN −

N∑
I=2

uI

I(2Λ)I
xN−I

)

= C(x)MM +
i

2ΛN
C(x)′MM

N−1∑
m=1

smaDm

x− cm
+O(a2D) , (2.87)

where CMM(x) = cos(N arccos x) describes the curve (2.40) at the multi-monopole point.

As discussed around (2.41), the expectation values of the Coulomb-branch moduli uI at

the multi-monopole point spontaneously break the Z4N symmetry generated by r to the Z4

subgroup generated by rN , which (according to (2.7)) acts on the moduli as follows,

rN : uI → (−1)IuI . (2.88)

Comparing with (2.87), we see that rN : C(x) → (−1)NC(−x). Since we have C ′
MM(−x) =

(−1)N−1C ′
MM(x), we find that the following symmetry action on the periods,

rN : aDm → aD(N−m) , (2.89)

leads to the same transformation for C(x).

We can similarly deduce the transformation rule of the periods under the unbroken

charge-conjugation and time-reversal symmetries C and T at the multi-monopole point.

Their action on the moduli was determined in (2.9) and (2.14), which we repeat here,

C : uI → (−1)IuI , T : uI → uI . (2.90)

We see that the action of C on the uI is identical to that of rN above,64 and therefore the

same is true for their action on the periods,

C : aDm → aD(N−m) . (2.91)

When discussing time-reversal T , we must decide whether we treat un as operators which

transform as in (2.90) or as c-number vevs, which are complex-conjugated by T . We choose

the former, so that T : C(x) → C(x). Comparing with (2.87), we find that the periods are

64 The distinction between them is that rN is an r-symmetry that does not commute with the supercharges,
while C does commute with them (see below).
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negated by time-reversal,

T : aDm = −aDm . (2.92)

The dual pre-potential FD(aD) at the multi-monopole point, given in (2.51), is invariant

under the symmetry actions of rN and C in (2.89) and (2.91), and it transforms as T : FD →
−FD under the T -symmetry in (2.92). Via (2.47), this in turn determines the action on

the am-periods,

rN : am → aN−m , C : am → aN−m , T : am → am . (2.93)

Note that the vev am = 2NΛ
π
sm at the multi-monopole point is indeed invariant under these

unbroken symmetries.

Having determined the action of the unbroken symmetries on the periods, we now spell

out all symmetries of the effective Lagrangian at the multi-monopole point. It is straightfor-

ward to check that these symmetries do in fact leave the renormalizable part (2.71) and (2.73)

of the effective Lagrangian invariant, but in fact they are exact symmetries of (2.67), as well

as all higher-derivative terms in the effective Lagrangian that we do not discuss explicitly.

For future reference, the action of the discrete 0-form symmetries on the scalar fields of the

model are summarized in table 1.

Symmetry am aDm him

rN aN−m aD(N−m) hi(N−n)

C aN−m aD(N−m) hi(N−m)

C̃ am aDm him

T am −aDm him

CT̃ am −aDm h
i
m

Table 1: The action of the symmetries rN , C, T , as well as their combinations C̃ = rNC
and CT̃ = CrNT on the scalar fields of the effective Lagrangian at the multi-monopole point.
The transformations in this table are for operator-valued fields, not their c-number vevs; the
latter are additionally complex conjugated by the anti-unitary T and CT̃ symmetries.

• SU(2)R Symmetry: The fields transforming under this symmetry are the Abelian gaug-

inos and the hypermultiplet scalars, which carry explicit SU(2)R doublet indices,

ρiαm , him . (2.94)
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• Z4 r-Symmetry: This symmetry is generated by rN and its action on the periods aDm

was determined in (2.89). Since rN represents a rotation by π
2
in the classical U(1)r

symmetry (broken to Z4N by the ABJ anomaly) under which the supercharges have

charge −1, it follows that
rN(Qi

α) = −iQi
α . (2.95)

Together with the supersymmetry transformations of the N = 2 vector multiplet

in (A.27), this allows us to extend the action of rN on aDm to its superpartners,

rN : aDm → aD(N−m) , ρiαm → −iρiα(N−m) , fµνm → −fµν(N−m) . (2.96)

Note that r2N = (−1)F , as required on gauge-invariant operators.

The action of rN on the hypermultiplet scalars him is almost completely determined by

three facts: rN commutes with the SU(2)R symmetry; it maps U(1)Dm → U(1)D,N−m;

and it negates all U(1)Dm gauge fields. The remaining freedom is a phase, which can

be absorbed by a gauge transformation, leading to

rN : him → hi(N−n) , ψ(±)
αm → ±iψ

(±)
α(N−m) . (2.97)

Here we have used the hypermultiplet supersymmetry transformations (A.28), as well

as (2.95), to deduce the action of rN on the fermions. Note that r2N ̸= (−1)F on the

hypermultiplet fields; this is possible because they are not gauge invariant and carry

fractionalized global symmetry quantum numbers, see for instance [13, 55] for more

detail.

• Charge Conjugation: The action of charge-conjugation C on the aDm periods was de-

termined in (2.91). Since C is unitary and commutes with the supercharges, its action

is easily extended to the entire N = 2 vector multiplet containing aDm,

C : aDm → aD(N−m) , ρiαm → ρiα(N−m) , fµνm → fµν(N−m) . (2.98)

Thus C simply exchanges the U(1)Dm and U(1)D(N−m) gauge groups, without any

further action on the gauge charges. Since C also commutes with the SU(2)R sym-

metry and the supercharges, its action on the hypermultiplet fields is (up to a gauge

transformation)

C : him → hi(N−m) , ψ(±)
αm → ψ

(±)
α(N−m) . (2.99)

Note that the invariance of the renormalizable effective Lagrangian (2.71) and (2.73)
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under these C-transformations follows from the fact that the matrix tmn of effec-

tive U(1)N−1
D gauge couplings satisfies tmn = t(N−m)(N−n), as discussed around (2.77).

When N is even, C-symmetry groups the fields into N
2
− 1 charge-conjugate pairs, as

well as the fields with gauge group index m = N
2
, which are invariant under C.65 By

contrast, when N is odd, there are no C-invariant fields, and charge conjugation groups

all fields into N−1
2

pairs.

• Time Reversal: The action of the anti-unitary time-reversal symmetry T on the periods

was found in (2.92). Given the action of T on the supercharges in (2.12),

T : Qi
α → −iQα

i , (2.100)

and the supersymmetry transformations of the N = 2 vector multiplet in (A.27), we

determine its action the components fields to be

T : aDm → −aDm , ρiαm → −iραim , fµνm → −TµλTνρfλρm , (2.101)

with Tµ
λ = diag(−1, 1, 1, 1). We can restate the transformation rule for fµνm by saying

that T acts on the 2-form f (2)
m = 1

2
fµνmdx

µ ∧ dxν as T (f (2)
m ) = −f (2)

m .

Since T commutes with the hypermultiplet gauge charges and SU(2)R transformations,

its action on the hypermultiplet scalars is fixed (up to a gauge transformation),

T : him → him , ψ(±)
αm → −iεαβψ

(±)
βm . (2.102)

Here we have used (2.100) and (A.28) to infer the T -action on the fermions. Note that

the relation T 2 = 1, which holds on gauge-invariant fields, is modified to T 2 = −1 for

the gauge-charged monopole fields. This relation is meaningful:66 it shows that the

monopole states organize into Kramers doublets.

• 1-Form Symmetry: The Abelian Higgs model at the multi-monopole point possesses an

accidental magnetic U(1)N−1
D 1-form symmetry, since all particles that carry magnetic

charge under the dual magnetic gauge group (i.e. microscopic electric charge from the

point of view of the SU(N) gauge theory in the UV) are massive there.67 As long

65 When N = 2 the C-invariant fields with m = N
2 = 1 are the only fields in the theory, because SU(2)

gauge theory does not admit a global charge-conjugation symmetry.
66 Since T commutes with the hypermultiplet gauge charges, it follows that T 2 is in fact gauge invariant.
67 By contrast, the massless hypermultiplet monopoles explicitly break all electric 1-form symmetries of

61



as there is no room for confusion, we will denote the U(1)Dm gauge group and the

associated magnetic 1-form symmetry by the same symbol.

As reviewed in section 2.2, the microscopic SYM theory has a Z(1)
N electric 1-form

symmetry associated with the center of the SU(N) gauge group. At the multi-monopole

point this Z(1)
N must be a subgroup of the U(1)N−1

D 1-form symmetry.

We claim that the Z(1)
N symmetry is a subgroup of the following (non-diagonal) linear

combination of U(1)D’s at the multi-monopole point,68

Z(1)
N ⊂ Ũ(1) =

⌊N−1
2

⌋∑
m=1

m
(
U(1)Dm − U(1)D(N−m)

)
+


N
2
U(1)D(N

2 )
N even

0 N odd

(2.103)

To check this, one needs to compute the Ũ(1) charges of all massive states at the multi-

monopole point. It suffices to check the W -bosons, whose charges can be deduced

from (2.56). Indeed, one finds that their Ũ(1) charges are all 0 or ±N .

Note that the Ũ(1) charge in (2.103) is odd under charge-conjugation C, which ex-

changes m ↔ N − m. This is indeed the correct action of C on Z(1)
N , since C ex-

changes SU(N) representations whose N -alities sum to zero modulo N (such as the

fundamental representation of N -ality 1 and the anti-fundamental representation of N -

ality N − 1).

In passing, we note that the renormalizable terms (2.71) and (2.73) of the effective

Lagrangian are classically invariant under superconformal transformations, including a su-

perconformal U(1)r symmetry under which the gauginos ρiαm have charge +1 and the hy-

permultiplet fermions ψ(±)
αm charge −1. Both conformal and U(1)r invariance is ruined by

quantum anomalies. Moreover, these symmetries are explicitly broken by the irrelevant op-

erators in the N = 2 effective Lagrangian, and also by the relevant SUSY-breaking terms

discussed in section 3 below. Thus we will not discuss them further here.69

the model.
68 Here the additive formula for Ũ(1) in terms of the U(1)Dm should be read as applying to the associated

integer-valued charges that we do not wish to introduce explicitly.
69 See [13] for a detailed discussion in the case N = 2, and the more recent [56].
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2.7 Tracking the N = 2 stress-tensor multiplet from UV to IR

Here we discuss the stress-tensor supermultiplet of the N = 2 pure supersymmetric

Yang-Mills theory with gauge group SU(N), whose UV Lagrangian is (2.2). A detailed

discussion for SU(2) gauge group appears in section 5.2 of [13]. The generalization to SU(N)

is essentially immediate, so we keep the discussion brief. This multiplet was first discussed

in [57], and further analyzed in [58, 38, 39]. It is a short multiplet of N = 2 supersymmetry

whose primary is a real, neutral scalar T . Descendants of T include the SU(2)R currents,70

the supersymmetry currents, and the stress tensor, all of which are conserved. The multiplet

is defined by the following shortening conditions,

QαiQj
αT = X(ij) , Q(i

αX
jk) = Q

(i

α̇X
jk) = 0 . (2.104)

Here X ij is a complex N = 2 flavor current multiplet that gives rise to the complex central

charge in theN = 2 supersymmetry algebra. It also contains the trace of the stress tensor and

the spin-1
2
traces of the supersymmetry currents. IfX ij = 0 the theory is thus superconformal.

Classically the pure N = 2 SYM theory in (2.2) is indeed conformal, and we can use the

transformation rules in (A.9) to confirm that it has a superconformal stress-tensor multiplet

with vanishing X ij, based on the primary

T =
2

g2
tr(ϕϕ) . (2.105)

Quantum mechanically, the coupling g runs and conformal invariance is ruined. This gener-

ates the operator

X ij ∼ βQ
i

α̇Q
α̇j
u2 , u2 = trϕ2 . (2.106)

Here β is the 1-loop beta function of the theory.

Stress-tensor supermultiplets are generally not unique. For instance, given a well-defined

stress-tensor multiplet primary T satisfying (2.104), we can shift

T → T +O +O , X ij → X ij +QαiQj
αO , Q

i

α̇O = 0 , (2.107)

while preserving the form of (2.104). Here O is an N = 2 chiral multiplet, which must

itself be well defined. The shift (2.107) modifies the conserved currents in the multiplet by

improvement terms – well-behaved total derivatives that do not affect current conservation or

70 Thus, this multiplet is not appropriate for N = 2 theories that explicitly break the SU(2)R symmetry,
e.g. theories with N = 2 Fayet-Iliopoulos D-terms.
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the integrated charges. See [59, 60] for a detailed discussion of such improvements in N = 1

theories, and [58, 13] for N = 2 theories. An example of an improvement is O ∼ βu2 to

make X ij real. This variant was studied in [58]; here we instead continue to study the

multiplet whose primary is (2.105), and for which X ij in (2.106) is complex.

Our analysis of supersymmetry-breaking below rests on our ability to track the N = 2

stress-tensor multiplet from the UV to the IR, where it is expressed in terms of the effective

degrees of freedom on the Coulomb branch. We will need the following facts (verified, for

instance, in appendix B of [58]; see also [36,13]):

(i) At generic, smooth points of the Coulomb branch, where the low-energy effective action

is (2.19), the stress-tensor primary T flows to

T → K =
1

2π

N−1∑
m=1

Im aDmam . (2.108)

HereK is the low-energy Kähler potential of the Coulomb-branch sigma model in (2.21).

Since T is a well-defined operator in the UV, this must be true for K on the Coulomb

branch. This was already argued around (2.23) from another point of view.71

(ii) At the multi-monopole point the stress-tensor primary T flows to

T → Keff(aD)−
1

2

N−1∑
m=1

h
i
mhim . (2.109)

Here Keff(aD) is the Wilsonian effective Kähler potential for the magnetic vector mul-

tiplet scalars aDm in (2.66) at the multi-monopole point, while him are the scalars in

the massless monopole hypermultiplets at that point. Note that if we move away from

the multi-monopole point, the hypermultiplets become massive and we can integrate

them out. In this case (2.109) reduces to (2.108).

In principle T receives corrections from additional massless fields (such as the monopoles

in (2.109)) at all singular loci on the Coulomb branch, but we will not need these explicitly.

71 Note that this statement is stronger than a similar statement for N = 1 theories, which states that the
existence of a Ferrara-Zumino [61] stress-tensor supermultiplet implies that dK must be a globally well-defined
1-form on the Kähler target manifold [59,60].
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3 RG flow from N = 2 SYM to adjoint QCD

Here we elaborate on the discussion in section 1.3. We explain how to flow from N = 2

SYM to adjoint QCD using a non-holomorphic scalar massM2tr(ϕϕ) for the vector multiplet

scalar ϕ. We then show how to analyze this deformation in the regime M ≪ Λ, by track-

ing tr(ϕϕ) onto the Coulomb branch of the N = 2 theory. Most importantly, we formulate a

dual Abelian Higgs model of the M -deformed N = 2 theory. The dual correctly reproduces

the small-M regime, but it can be analyzed for all values of M , and in particular the large-M

regime relevant for adjoint QCD. In this section we focus on establishing general features of

the dual, e.g. its unbroken symmetries in compliance with the Vafa-Witten theory for adjoint

QCD, while leaving a detailed analysis of its vacua and phase diagram to later sections.

3.1 The SUSY-breaking scalar mass M in the UV

We will analyze the family of RG flows that start from pure N = 2 SYM, with gauge

group SU(N) and UV Lagrangian LSU(N) in (2.2), and that are triggered by turning on the

following non-holomorphic SUSY-breaking mass term for the adjoint scalar ϕ in the N = 2

vector multiplet,

L = LSU(N) − V✘✘✘SUSY , V✘✘✘SUSY =M2T , T =
2

g2
tr
(
ϕϕ
)
. (3.1)

Given the supersymmetric kinetic terms in (2.2), the SUSY-breaking parameter M > 0 is

nothing but the mass of the adjoint scalar ϕ in the N = 2 vector multiplet. It preserves all

symmetries (and thus ’t Hooft anomalies), except for supersymmetry itself.

This family of RG flows is labeled by the dimensionless parameter M/Λ, where Λ is the

strong-coupling scale of the N = 2 gauge theory:

• When M ≪ Λ, the RG flow is nearly supersymmetric, only deviating from that of

the N = 2 theory in the deep IR. It can therefore be analyzed by perturbing the IR

effective theory describing the N = 2 Coulomb branch, provided we can track the

SUSY-breaking mass deformation in (3.1) onto the Coulomb branch. This can indeed

be done, as we explain in section 3.2 below.

• WhenM ≫ Λ, the scalar ϕ decouples and the theory flows to adjoint QCD with Nf = 2

adjoint Weyl fermions.72 Clearly, in this regime the small-M analysis on the N = 2

72 In this regime, the strong-coupling scale Λ of N = 2 SYM, and its counterpart Λadj. in adjoint QCD,
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Coulomb branch is no longer valid.

In this paper, we analyze the IR phases and the transitions between them as a function

of M/Λ. In order to push beyond the small-M regime (which is the only regime that can

be analyzed completely rigorously), we propose a useful dual description that extends to all

values of M . This dual description will be introduced and motivated in section 3.3 below;

the remainder of the paper is dedicated to exploring its consequences.

3.2 IR analysis for small SUSY-breaking (M ≪ Λ) and the origin

of the Coulomb branch

As explained above, for small values M ≪ Λ we can study the effects of SUSY-breaking

by tracking the operator T in (3.1) to the low-energy theory on the Coulomb branch of

the N = 2 theory and analyzing its effects there. As reviewed in section 2.7, this can be done

reliably because T is the primary (i.e. bottom component) of the protected N = 2 stress-

tensor supermultiplet. In the deep IR, T flows to the Kähler potential on the Coulomb

branch as in (2.108), which we repeat here,

T → K =
1

2π

N−1∑
m=1

Im aDmam . (3.2)

As explained before, this particular Kähler potential K is globally well defined on the

Coulomb branch. Strictly speaking (3.2) is only valid away from the singular points on

the Coulomb branch, but for the purposes of our small-M analysis it will be sufficient to

work directly with K in (3.2) (whose non-analyticities are rather mild).

Thus, to leading order in small M ≪ Λ, the only consequence of SUSY-breaking is the

generation of a scalar potential on the N = 2 Coulomb branch,

V✘✘✘SUSY =M2K(uI) , (3.3)

where uI are the gauge-invariant Coulomb-branch coordinates. In order to analyze its conse-

quences, we recall from section 2.4.1 that K(uI) is a convex function with a unique minimum

at the origin of the Coulomb branch, where all uI = 0 and K(uI = 0) < 0 (see for in-

are related via
Λ
βadj.

adj. ∼M
βadj.−βΛβ .

Here βadj. > β are (minus) the 1-loop beta functions of adjoint QCD and N = 2 SYM. Throughout, we will
use the N = 2 strong-coupling scale Λ.
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stance figure 6 for the cases of SU(2) and SU(3) gauge groups). This leads to the following

conclusions about the vacuum in the small-M regime:

• The vacuum is at the origin of the Coulomb branch, where all uI vanish. All 0-form

symmetries of the theory, i.e. SU(2)R, Z4N , C, and T , are unbroken there.

• The positive curvature of the SUSY-breaking potential near the origin gives masses

proportional to M to all the scalars in the N − 1 Abelian N = 2 vector multiplets. By

contrast, all N −1 gauginos (each of which is an SU(2)R doublet) and photons in these

multiplets remain massless.

• The N − 1 massless photons imply that this vacuum describes a Coulomb phase. In

particular, the microscopic Z(1)
N is spontaneously broken.

• The massless gauginos and photons match the ’t Hooft anomalies of the UV theory

in a highly non-trivial way (see [13] for a detailed discussion of the SU(2) case, with

related discussions and generalizations in [22,28,23,24,29]).

Note that the small-M Coulomb phase is neither confining, nor does it break any chiral

symmetries. While there may well be other phases with these features at larger M (as we

will soon argue to be the case), we cannot reliably access this regime within the limitations

of the approach we have pursued so far.

In order to quantify these limitations, let us recall the BPS spectrum at the origin of

the N = 2 Coulomb branch (see section 2.4.2, and in particular figure 7). Up to an O(1)
prefactor, the BPS masses at the origin are given by their simple large-N spectrum (2.39),

which we recall here,

MBPS(µkm) ∼
√
2Λsm , k = 0, . . . , 2N − 1 , m = 1, . . . , N − 1 . (3.4)

Recalling that sm = sin(πm/N), we see that the lightest of these BPS states has mass ∼ Λ/N ,

which is therefore also the natural cutoff of the IR effective theory at the origin. We should

thus only trust our SUSY-breaking analysis above in the regime M ≲ Λ/N .

However, the existence of massive BPS states also suggests an opportunity for our SUSY-

breaking analysis: if we manage to probe the regime where M is of order the BPS masses

in (3.4), we might activate these degrees of freedom and unveil new interesting phases and

vacua. The challenge is that this requires a sufficiently tractable description of these states,

which are not only massive but also mutually non-local.
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3.3 Dual description for all M via SUSY-breaking in the Abelian

Higgs model at the multi-monopole point

We shall now discuss a dual description of the N − 1 Abelian vector multiplets on the

Coulomb branch, as well as the massive BPS states at its origin, that has the desirable features

imagined at the end of the previous subsection while sidestepping the associated challenges

outlined there. In particular, it will allow us to extend our SUSY-breaking analysis to all

values of M .

The dual originates at theN multi-monopole points of theN = 2 theory (see section 2.5).

As reviewed in section 2.5.2 (see in particular figures 7 and 8), all massive BPS states at the

origin of the Coulomb branch become massless at one of the N multi-monopole points. They

do so in groups of N − 1 mutually local full hypermultiplets – precisely one from each of

the N − 1 levels indexed by m in (3.4). Because the N − 1 massless BPS states at every

multi-monopole point are mutually local, they can (in a suitable duality frame) be described

by a conventional N = 2 Abelian Higgs model (plus non-renormalizable terms), which we

described in section 2.6.

Our proposal is to describe the BPS states in the strong-coupling region surrounding the

origin via the effective Abelian Higgs models at the N multi-monopole points. Importantly,

we can only analyze one multi-monopole point at a time; the broken Z4N symmetry that

relates these points implies that analyzing one of them is also sufficient. We will choose it to

be the multi-monopole point, where all uI are real, as in (2.41). The price to pay is that this

dual description does not have manifest Z4N symmetry.

The Wilsonian effective Lagrangian for the Abelian Higgs model at the multi-monopole

point was reviewed in section 2.6.1. For most of our discussion we will focus on the renor-

malizable terms in (2.71), (2.72), (2.73), (2.74).73 This amounts to only retaining terms

up to and including O(a2D) in the effective Kähler potential (2.66) for the vector multiplet

scalars aDm at the multi-monopole point,

Keff(aD) =
NΛ

π2

N−1∑
m=1

smIm aDm +
N−1∑
m,n=1

tmn aDmaDn +O(a3D) . (3.5)

Here the matrix tmn = tmn(µ) is defined in (2.75), (2.76) and will be discussed further below.

The O(aD) term in (3.5) is a Kähler transformation and does not appear in the N = 2

73 The only exception, discussed in section 8.5, is to break some accidental degeneracies that arise in the
renormalizable theory.
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Lagrangian, but it is needed to render Keff(aD) globally well-defined and will crucially enter

our discussion of SUSY-breaking once we turn on M .

Much of our analysis will revolve around the scalar potential for the complex vector

multiplet scalars aDm and the complex hypermultiplet scalars him describing the massless

monopoles, i.e. him has unit electric charge under the dual magnetic gauge group U(1)Dm

(and is uncharged under the other U(1)D’s).
74 In the N = 2 theory, this is given by (2.72),

which we recall here,

VSUSY =
N−1∑
m=1

2 |aDm|
2 h

i
mhim

+
N−1∑
m,n=1

(
t−1
)
mn

((
h
i
mhin

)(
h
j
nhjm

)
− 1

2

(
h
i
mhim

)(
h
j
nhjn

))
.

(3.6)

The only marginal couplings in the N = 2 Abelian Higgs model that are not com-

pletely dictated by the matter content together with supersymmetry are the effective gauge

couplings tmn(µ), which appear explicitly in (3.5), (3.6) and are discussed at length in sec-

tion 2.6.2.75 They are a threshold effect and arise from integrating out the massive BPS

particles at the multi-monopole point, whose properties are thus reflected in the interactions

of the massless fields in our dual.76 Through the detailed structure of tmn(µ), the dual is able

to capture aspects of all massive BPS states at the origin – or equivalently the massive W -

bosons at the multi-monopole point (they are related by wall crossing, though the W -bosons

more naturally reflect the structure of the underlying SU(N) gauge theory) – not just the

ones that become massless at the multi-monopole point.

A consequence of this fine structure was discussed around (2.86): tmn(µ) is not only

positive definite as required by unitarity, but also has the unexpected property that its off-

74 Recall that m = 1, . . . , N −1 indexes the different U(1)Dm gauge groups, and that i = 1, 2 is an SU(2)R

doublet index. Furthermore h
i
m = (him)†, and repeated upper-lower SU(2)R indices are summed. See

section 2.6.1 and appendix A for further detail.
75 Note that these couplings were not taken into account completely or correctly in many previous dis-

cussions of the effective theory at the multi-monopole point, starting with the influential [11]; see [48] for a
detailed survey of the literature on tmn(µ).

76 Of course, integrating out massive states also generates an infinite number of irrelevant couplings (many
of them D-terms not controlled by SUSY), including the higher-order terms in K (see (3.5)).
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diagonal elements are negative,77

(t−1)mn < 0 , m ̸= n , µ < µneg . (3.7)

This holds as long as the renormalization scale µ of our effective theory satisfies µ < µneg.

Here µneg ∼ Λ/N2 is a natural cutoff that tracks the mass of the lightest W -boson at the

multi-monopole point. As already stated around (2.86) we will assume (3.7) throughout; but

by no means is it sufficient to fully capture all detailed properties of tmn(µ). For this reason

we always use the explicit formula for tmn(µ) in (2.75), (2.76).

We now proceed to analyze the effect of the SUSY-breaking mass M in (3.1) in the

dual Abelian Higgs model at the multi-monopole point. As already shown in (2.109), the

operator T in (3.1) flows to the primary of the N = 2 stress-tensor supermultiplet of the

Abelian Higgs model,

T → Keff(aD)−
1

2

N−1∑
m=1

h
i
mhim . (3.8)

Substituting the effective Kähler potential in (3.5) then leads to the following SUSY-breaking

potential,

V✘✘✘SUSY =M2

(
NΛ

π2

N−1∑
m=1

smIm aDm +
N−1∑
m,n=1

tmn aDmaDn −
1

2

N−1∑
m=1

h
i
mhim

)
. (3.9)

Here, as in (3.5), we have only retained terms up to and including O(a2D), because these

operators are related by supersymmetry.78 For instance, if we choose to include the leading

non-renormalizableO(a3D) terms in (3.5), we should correspondingly include these cubic terms

(but no quartics) in the SUSY-breaking potential (3.9) (see section 8.5). A more pragmatic

reason for truncating to the quadratic terms in (3.9) is that it simplifies the challenging

analysis of the scalar potential, without sacrificing substantial accuracy.79

In the remainder of this paper we will explore the phases of the dual Abelian Higgs model

described above as a function of the SUSY-breaking parameter M , and the implications for

adjoint QCD. Importantly, the dual enables us to explore all values of M , well beyond the

77 It would be desirable to find an intuitive or elementary derivation of this key property (one that is
perhaps simply related to the charges of the W -bosons), but we have not found one.

78 Note that this does not amount to using the full effective Kähler potential everywhere and subsequently
truncating to the renormalizable terms, which would lead to cubic and quartic terms in (3.9).

79 The quadratic approximation to the Kähler potential K around the multi-monopole point is excellent,
e.g. extrapolating all the way to the origin of the Coulomb branch in the SU(2) theory only leads to a
percent-level error. Loosely speaking, this reflects the convexity of K, see e.g. figure 6.
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cutoff ∼ Λ/N2 set by the lightest W -boson mass at the multi-monopole point, and we shall

do so with impunity. The fact that we will be able to establish a consistent picture of the

entire phase diagram, which beautifully matches onto the expected properties of adjoint QCD

in the M ≫ Λ limit, gives us hope that our approach is indeed justified (see section 10 for

further discussion).

We shall explore these phases semi-classically, by studying the vacua of the tree-level po-

tential V of the dual, which is obtained by adding the N = 2 supersymmetric potential VSUSY

in (3.6) and the SUSY-breaking potential V✘✘✘SUSY in (3.9),

V = VSUSY + V✘✘✘SUSY

=
N−1∑
m=1

(
M2NΛ

π2 smIm aDm +
(
2|aDm|2 − 1

2
M2
)
h
i
mhim

)
+

N−1∑
m,n=1

M2 tmn aDmaDn

+
N−1∑
m,n=1

(
t−1
)
mn

[(
h
i
mhin

)(
h
j
nhjm

)
− 1

2

(
h
i
mhim

)(
h
j
nhjn

)]
. (3.10)

In the remainder of this section, we initiate the study of the vacua of this potential. We

will obtain a number of general results, valid for any N , and show that our dual correctly

recovers the small SUSY-breaking regime M ≪ Λ already analyzed in section 3.2. The phase

structure for all M will be studied analytically in sections 4 and 5, for SU(2) and SU(3)

respectively, before we move on to N ≥ 4 using a combination of analytical and numerical

methods. A summary of our results, and the implications for adjoint QCD in the large-M

regime, are the subject of section 10.

3.4 Unbroken symmetries and vacuum alignment in the dual

As was already mentioned in section 1.2, adjoint QCD is subject to the constraints

on symmetry breaking obtained by Vafa and Witten [25, 26] in vector-like gauge theories.

In particular, a U(1)R subgroup of the SU(2)R symmetry, as well as a suitably defined

parity symmetry P (equivalently, by the CPT theorem, a suitable CT symmetry), cannot

be spontaneously broken.

It is therefore a reassuring fact that our dual Abelian Higgs model, with scalar po-

tential (3.9), only admits vacua that at most break SU(2)R → U(1)R (as well as vacua

where SU(2)R is not broken at all) and always preserve the symmetry CT̃ in table 1. This

holds for all values of the SUSY-breaking mass M .
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3.4.1 Vacuum alignment and spontaneous SU(2)R → U(1)R breaking

If a single hypermultiplet him gets a vev, it spontaneously breaks SU(2)R → U(1)R,

leading to a single CP1 sigma model for the two massless Nambu-Goldstone bosons. The fact

that the U(1)R Cartan subgroup remains unbroken is due to mixing with the broken U(1)Dm

gauge symmetry acting on him.

If at least two hypermultiplets get vevs, they may in principle misalign and break SU(2)R

completely. We will now show that this does not happen in our dual Abelian Higgs model

with scalar potential (3.9): in any vacuum where at least two hypermultiplets get a vev, their

vevs align in SU(2)R space, leading to the symmetry-breaking pattern SU(2)R → U(1)R. We

refer to this behavior as vacuum alignment.

To prove this assertion, it suffices to examine the dependence of the scalar potential V

in (3.9) on the hypermultiplet scalars him and their complex conjugates h
i
m, for an arbitrary

fixed value of aD,

V
∣∣
h,h

=
N−1∑
m=1

(
2|aDm|2 − 1

2
M2
)
h
i
mhim

+
N−1∑
m,n=1

(
t−1
)
mn

((
h
i
mhin

)(
h
j
nhjm

)
− 1

2

(
h
i
mhim

)(
h
j
nhjn

))
.

(3.11)

This potential can be recast in an illuminating way be recalling that (taking into account

the U(1)Dm gauge transformations acting on him) all gauge invariant data is contained in the

real SU(2)R triplet vectors (or spins),

S⃗m = h
i
mσ⃗

j
i hjm , (3.12)

Here σ⃗ j
i , with the indicated placement of SU(2)R indices, denotes the three standard Pauli

matrices (see appendix A). Since these matrices are Hermitian, it follows that(
S⃗m

)†
= S⃗m . (3.13)
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Using standard identities for Pauli matrices,80 we find

S⃗m · S⃗n = 2
(
h
i
mhin

)(
h
j
nhjm

)
−
(
h
i
mhim

)(
h
j
nhjn

)
. (3.14)

Using this formula, it is straightforward to check that (3.11) can be rewritten as follows,

V
∣∣
h,h

=
N−1∑
m=1

((
2|aDm|2 −

1

2
M2

)
h
i
mhim +

1

2
(t−1)mm(h

i
mhim)

2

)
+
∑
m<n

(t−1)mn S⃗m · S⃗n .

(3.15)

Let us make some comments on this formula:

• The first, single-sum term in (3.15) only depends on the SU(2)R invariant magnitudes

of the him, or equivalently the magnitudes |S⃗m| of the spin vectors S⃗m defined in (3.12).

Let us consider these magnitudes (along with aDm) to be fixed, so that the first term

in (3.15) is also fixed.

• The second, double-sum term in (3.15) is a Heisenberg spin chain Hamiltonian for

the S⃗n, with all-to-all couplings given by the off-diagonal matrix elements of (t−1)mn.

Importantly, this term is invariant under simultaneous SU(2)R rotations of the S⃗m, but

it depends on their relative orientation.

• It is here that we use the assumption, spelled out in (3.7) (see also the discussion

around (2.86)), that these off-diagonal matrix elements are negative, (t−1)m̸=n < 0. This

implies that the Heisenberg couplings in (3.15) are all ferromagnetic, so that all non-

vanishing spins S⃗m must align in the vacuum. This perfect vacuum alignment implies

that the symmetry-breaking pattern is indeed SU(2)R → U(1)R, with unbroken U(1)R

Cartan subgroup (as required by the Vafa-Witten theorem in adjoint QCD).81 This

leads to exactly two massless Nambu-Goldstone bosons, which correspond to coherent

spin wave oscillations around the aligned vacuum. They are described by a sigma model

with target space CP1 = SU(2)R/U(1)R.

• It is instructive to contemplate the role of relative, non-aligned oscillations of the S⃗m.

80 In particular, we use
(σ⃗)i

j · (σ⃗)k
ℓ
= 2δℓi δ

j
k − δ

j
i δ

ℓ
k .

81 The only exception to this is a vacuum where all S⃗m vanish, leaving SU(2)R unbroken.
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The ferromagnetic Heisenberg couplings in (3.15) ensure that exciting these costs

more energy, leading to massive scalar particle excitations; only the two Nambu-

Goldstone bosons discussed above are exactly massless.82 This is entirely due to the

off-diagonal (t−1)m̸=n. If we were to (incorrectly) omit them, there would be N − 1

decoupled copies of SU(2)R, one for each spin S⃗m; moreover, there would be no vac-

uum alignment (with the diagonal SU(2)R acting on all spins generically broken com-

pletely), and every non-zero spin would break its own copy of SU(2)R, leading to many

Nambu-Goldstone bosons in decoupled copies of CP1. Clearly this would be a con-

founding scenario from the point of view of adjoint QCD; by supplying the correct,

negative (t−1)m̸=n the N = 2 SYM theory has elegantly absolved us from having to

contemplate it.

We can use vacuum alignment to simplify the form of the hypermultiplet vevs him. Using

a global SU(2)R rotation, we can choose the alignment direction of all non-zero spins S⃗m ̸= 0

to be the 3-direction, i.e. S1
m = S2

m = 0, S3
m > 0. Comparing with (3.12), we see that the

first two conditions require h
1
mh2m = 0, which combined with the third condition, requires

h2m = 0. Finally, using a gauge transformation, one may align all h1m > 0. Thus, as a

consequence of SU(2)R vacuum alignment, we can simplify our subsequent analysis of the

scalar potential by only considering hypermultiplet vevs of the form

him =Mhmδi1 , hm ≥ 0 , m = 1, . . . , N − 1 . (3.16)

Here we have scaled out a factor of the SUSY-breaking mass M to render hm dimensionless.

Note that, since we always take the hm to be non-negative, we will use henceforth use hm > 0

and hm ̸= 0 interchangeably throughout the paper.

3.4.2 Invariance of all vacua under CT̃ -symmetry

The action of CT̃ on the operator-valued fields of the Abelian Higgs model can be found

in table 1. Here we are interested in the action on the c-number vevs (which we here, and only

here, emphasize with the symbol ⟨· · · ⟩), which are further subject to complex conjugation

(which we here, and only here, denote by ∗ for emphasis) because the symmetry is anti-

unitary,

CT̃ : ⟨aDm⟩ → −⟨aDm⟩∗ , ⟨him⟩ → ⟨h
i
m⟩∗ = ⟨him⟩ . (3.17)

82 We will confirm this explicitly in section 9.
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Thus CT̃ symmetry does not restrict the hypermultiplet vevs, but it requires the vevs of

the aDm to be purely imaginary.

The total effective potential V in (3.10) is manifestly invariant under CT̃ . It is also clear

that Re aDm enters V quadratically, with positive-definite coefficient matrix, in such a way

that all extrema of V have Re aDm = 0, thereby preserving CT̃ .83 In the sequel, it will be

convenient to introduce the following notation for aDm,

aDm = −iMxm xm ∈ R , (3.18)

where we have extracted a factor of the SUSY-breaking massM from aDm so that the variable

xm is dimensionless. Note, however, that unlike the hm, which we have gauge fixed to be

non-negative, the xm are gauge invariant and can have either sign.

3.5 Exploring the phases of the dual Abelian Higgs model

Collecting the results of subsections 3.4.1 and 3.4.2 above, we have reduced the study of

the semi-classical vacua of the dual Abelian Higgs model to the special loci found in (3.18)

and (3.16), parametrized in terms of the dimensionless variables xm and hm,aDm = −iMxm , xm ∈ R

him =Mhmδi1 , hm ≥ 0
m = 1, . . . , N − 1 . (3.19)

With these restrictions, the scalar potential V in (3.10) simplifies considerably. For the

case M ̸= 0 that will occupy us throughout this paper,84 it is very convenient to express the

scalar potential V in terms of a dimensionless potential, denoted by V ,

V =M4V (3.20)

where V is given by,

V =
N−1∑
m=1

(
− NΛ

π2M
smxm +

1

2

(
4x2m − 1

)
h2m

)
+

N−1∑
m,n=1

(
tmnxmxn +

1

2
(t−1)mnh

2
mh

2
n

)
(3.21)

83 This conclusion remains valid upon the inclusion of certain higher-order corrections to the potential,
discussed in section 8.5.

84 To restore supersymmetry, we must take M → 0 while holding aDm and h1m fixed.
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For future reference, it is very useful to parametrize the SUSY-breaking parameter M/Λ in

terms of the dimensionless variable

κ =
NΛ

2π2M
, (3.22)

in terms of which the dimensionless scalar potential V in (3.21) reads

V =
N−1∑
m=1

(
−2κsmxm +

1

2

(
4x2m − 1

)
h2m

)
+

N−1∑
m,n=1

(
tmnxmxn +

1

2
(t−1)mnh

2
mh

2
n

)
(3.23)

Note that the small SUSY-breaking regime M ≪ Λ corresponds to κ → ∞, while κ → 0 is

the large-M regime where we expect to make contact with adjoint QCD.

3.5.1 Semi-classical analysis of the scalar potential

The analysis of the semi-classical phase structure of the dual Abelian Higgs model will

consist of three steps. Throughout, we assume that a value of N (which determines the

UV SU(N) gauge group), the strong coupling scale Λ, and the renormalization scale µ

(which enters the matrix tmn(µ)) have been fixed. We only vary the SUSY-breaking mass M ,

or equivalently the dimensionless parameter κ defined in (3.22).

1.) Existence of solutions to the equations for the extrema of the dimensionless potential

V in (3.21) and (3.23) as a function of real variables xm ∈ R and non-negative variables

hm ≥ 0 with m = 1, . . . , N − 1,

−κsm + 2h2mxm +
N−1∑
n=1

tmnxn = 0 , κ =
ΛN

2π2M
(3.24)

hm

(
4x2m − 1 + 2

N−1∑
n=1

(t−1)mnh
2
n

)
= 0 (3.25)

For a given M (equivalently κ), there may exist several solutions, whose stability must

then be analyzed.

2.) Local stability of the solutions obtained in item 1.) above requires positivity of the

Hessian matrix H of second derivatives of V in (3.21),

H =

 Hxx Hxh

Hhx Hhh

 (3.26)

76



Here each block is an (N −1)× (N −1) matrix, whose components are given as follows,

(Hxx)mn =
∂2V

∂xm∂xn
= 4h2mδmn + 2tmn (3.27)

(Hhx)mn =
∂2V

∂hm∂xn
= 8xmhmδmn

(Hhh)mn =
∂2V

∂hm∂hn
= δmn

(
4x2m − 1 +

N−1∑
ℓ=1

2(t−1)mℓh
2
ℓ

)
+ 4(t−1)mnhmhn

The Hessian matrix is symmetric so that Hxh = (Hhx)
t. Local stability, i.e. positivity

of the Hessian, only retains those solutions found in item 1.) that are free of tachyons.

3.) Global stability of a solution satisfying the conditions in items 1.) and 2.) above must

be decided by evaluating the potential V on the solution. The globally stable solution

– and thus the ground state of the dual Abelian Higgs model in the semi-classical

approximation – is always the one with the lowest value of V . If there is a unique

solution to 1.) and 2.), it is automatically globally stable (since V is bounded from

below), but in general there are multiple branches of locally stable solutions. Assessing

global stability must generally be done numerically, since the full solutions are typically

not available analytically.

3.5.2 Recovering the Coulomb branch vacuum at the origin for M ≪ Λ

An important check of the dual Abelian Higgs model is whether it correctly reproduces

the small-M regime, because that regime was reliably analyzed in section 3.2. There we

found that the theory is in a Coulomb phase at the origin uI = 0 of the Coulomb branch,

with N − 1 massless photons and gaugino SU(2)R doublets, but no massless scalars.

In order to study the small-M regime in the dual Abelian Higgs model, we must first

solve the equations (3.24) and (3.25) for small M ≪ Λ, or equivalently for large κ. It is easy

to see that these equations always admit a Coulomb vacuum, with all hm = 0 and xm given

by

xm = κ

N−1∑
n=1

(t−1)mnsn , hm = 0 . (3.28)

What is much less obvious, but true (as we will show in section 6.7), is that this is the only

stable solution when κ is sufficiently large, i.e. when M is sufficiently small.

With this in mind, we can check whether the solution (3.28) matches our expectations

about the small-M Coulomb vacuum at the origin established in section 3.2:
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• Since all hm = 0, the U(1)N−1
D gauge symmetry is not Higgsed and there are N − 1

massless photons.

• We see from the Yukawa couplings (2.74) of the dual Abelian Higgs model that the N−1
gauginos ρim are massless, because all hm = 0.

• We see from the Hessian (3.27), or directly from the full scalar potential (3.10), that the

scalars aDm have positive-definite mass matrix M2tmn, i.e. none of them are massless.

• The hypermultiplet scalars him (and their fermionic superpartners ψ(±)
m ) acquire masses

reminiscent of the BPS mass formula,

(hypermultiplet mass) =
√
2|aDm| =

√
2ΛN

2π2

N−1∑
n=1

(t−1)mnsn . (3.29)

It can be checked numerically that this formula is in good agreement with the exact

BPS mass formula (2.38) at the origin of the Coulomb branch of the N = 2 theory.

The agreement is most striking (and simplest to deduce analytically) in the large-N

limit of (3.29), which can be evaluated using (C.10),

√
2|aDm| →

√
2Λsm as N →∞ . (3.30)

This is in perfect agreement with the large-N BPS masses at the origin (3.4) in the

same limit. Moreover, the hypermultiplets from all N multi-monopole points all have

the same spectrum, and thus effectively restore the unbroken Z4N symmetry at the

origin (which is not manifest in the dual).

We see that the dual gives an excellent description of the small-M Coulomb vacuum at the

origin, modulo the fact that it obscures the unbroken Z4N symmetry there. We take this as

encouragement to analyze the phases of the dual for all values of M , the ultimate goal being

adjoint QCD in the large-M limit.

3.5.3 Simplifications for maximal Higgs branches

We collect here some general simplifications that will be useful when analyzing maximal

Higgs branches, which we define to be solutions of (3.24) and (3.25) for which all hm ̸= 0.

78



For any maximal Higgs branch the system of equations (3.25) is solved as follows,

h2m =
1

2

N−1∑
n=1

tmn(1− 4x2n) (3.31)

We note that a sufficient condition for the existence of solutions to this equation is given by

4x2m < 1 for all m = 1, . . . , N − 1, but this condition is not necessary since the off-diagonal

elements of t−1 are negative.

As a result of (3.31), the Hessian matrix (3.27) simplifies, and we have,

H =

 4h2mδmn + 2tmn 8xmhmδmn

8xmhmδmn 4(t−1)mnhmhn

 (3.32)

The associated quadratic form Q in the variables αm, βm ∈ R is given by,

Q =
N−1∑
m,n=1

( (
4h2mδmn + 2tmn

)
αmαn + 4(t−1)mnhmhnβmβn + 16xmhmδmnαmβn

)
(3.33)

Positive definiteness of the Hessian is equivalent to positive definiteness of the quadratic

form Q. We shall now reduce the criterion for positivity of Q to a simplified criterion in

half as many variables. To do so, we change variables from βm to γm using the relation

2hmβm =
∑

n tmnγn, and express h2m in terms of xm using (3.31). In terms of the variables

αm and γm, Q then reduces as follows,

Q = Qα +
N−1∑
m,n=1

tmn(γm + 4xmαm)(γn + 4xnαn)

Qα =
N−1∑
m,n=1

tmn

(
(1− 4x2m)α

2
n + (1− 4x2n)α

2
m + 2(1− 8xmxn)αmαn

)
(3.34)

In view of the positive definiteness of t, the quadratic form Q − Qα is positive definite in

γ for arbitrary α, and vanishes if and only if γm = −4xmαm for all m = 1, . . . , N − 1.

The remaining quadratic form Qα depends only on the variables α, and positive-definiteness

of the Hessian H is equivalent to positive-definiteness of Qα, a simpler problem that will

considerably facilitate the analysis of local stability for maximal Higgs branches.
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4 Phase structure for SU(2) gauge group

In this section, we present an analysis of the dual Abelian Higgs model with soft super-

symmetry breaking for the case N = 2 at the classical level, and use the results to infer the

semi-classical phase structure of the theory with SU(2) gauge group first studied in [13]. This

is an essential prerequisite for the much more involved analysis of the saddle point equations

(3.24)-(3.25), the local stability conditions on the Hessian (3.27), and global stability for the

case N ≥ 3 that will occupy us for much of the paper.

Drastic simplifications take place when N = 2: the matrix tkℓ of effective U(1)
N−1 gauge

couplings has a single, positive entry t11 > 0,85 and vacuum alignment is automatic as there

is only one hypermultiplet field. Nevertheless, the phase structure is nontrivial, as we now

review.

We parameterize t11 in terms of the (dual magnetic) gauge coupling e, as part of the

following dimensionless variables appropriate to the N = 2 case,

t11 = e−2 > 0 , x = x1 ∈ R , h = h1 ≥ 0 , s1 = 1 (4.1)

The dimensionless potential V in (3.21) then gives

V = − 2xΛ

π2M
+
x2

e2
+

1

2
h2
(
4x2 − 1

)
+
e2h4

2
, (4.2)

so that the saddle point equations (3.24)-(3.25) reduce to

x+ 2e2h2x− e2Λ

π2M
= 0 , h

(
4x2 − 1 + 2e2h2

)
= 0 , (4.3)

and the Hessian H in (3.27) takes the form

H =

 2/e2 + 4h2 8hx

8hx 4x2 − 1 + 6e2h2

 (4.4)

To analyze the saddle point equations and stability conditions, we consider the branches

h = 0 (the Coulomb branch) and h ̸= 0 (the Higgs branch) separately.86

85 As explained around (2.81), this holds as long as µ ≤ Λ, which we assume.
86 Recall that h ≥ 0, so that h ̸= 0 implies h > 0.
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4.1 The Coulomb branch (CB) with h = 0

The saddle point equations (4.3) always admit a solution with vanishing Higgs vev,

h = 0, which we refer to as the Coulomb branch (CB). This solution exists for all values

of the SUSY-breaking mass M , and the first equation in (4.3) fixes the vev x of the vector-

multiplet scalar as follows,

x =
e2Λ

π2M
(4.5)

The Hessian (4.4) is diagonal since h = 0; the entry Hxx is always positive, while positivity

of Hhh requires 4x2 > 1. Thus, even though the Coulomb branch solution of the saddle

point equations exists for all M , it is only locally stable provided that x > xCB = 1
2
, which

translates into the following upper bound for M ,

M < MCB MCB =
2e2Λ

π2 (4.6)

WhenM > MCB, the Coulomb branch is not locally stable, i.e. there are tachyons. It follows

that there must be a phase transition (denoted by ∗) to the Higgs branch that must occur for

someM =M∗ ≤MCB; as we will see below, the inequality turns out to be strict, M∗ < MCB,

so that the transition occurs before the Coulomb branch becomes locally unstable.

The Coulomb branch solution (4.5) is indicated by the red line of unit slope in figure 9,

where x > 0 is plotted on the horizontal axis and e2Λ/(π2M) > 0 is plotted on the vertical

axis.87 The line is solid red in the region of local stability x > xCB = 1
2
, and dotted red in

the region 0 < x < xCB where the solution exists but is locally unstable.

In order to analyze the global stability of the Coulomb branch relative to the Higgs

branch (see below), we will need to know the value of the dimensionless potential V in (4.2)

evaluated on the Coulomb branch solution (4.5),

VCB = − e2Λ2

π4M2 M < MCB (4.7)

87 In principle, x ∈ R, but M > 0 implies that all solutions to the saddle point equations also have x > 0.
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x

e2Λ

π2M

e2Λ

π2M*

Higgs branch (HB): M > M∗

Coulomb branch (CB): M < M∗

Phase transition (first order)

xCB = 1
2

xHB = 1√
6

x∗ =
1√
8

x2x− 4x3

Figure 9: Plot of the dimensionless vector multiplet scalar vev x (horizontal axis)
against e2Λ/π2M (vertical axis). As explained in the text, M > 0 implies that all solutions of
the saddle point equations have x > 0, so that we can restrict to the first quadrant. The h = 0
Coulomb branch (CB), shown in red, is the graph of the function x. The CB always exists,
and is locally stable (indicated by the solid red line) when x > xCB = 1

2
; the region of local

instability is indicated by the dotted red line. The h ̸= 0 Higgs branch (HB), shown in blue,
is the graph of the function 2x−4x3; it only exists when 0 < x < xCB = 1

2
(the two endpoints

touch the Coulomb branch), and is locally stable (solid blue line) when 0 < x < xHB = 1√
6
;

the region where the HB exists but is locally unstable is indicated by the dotted blue line.
For M < M∗, the CB is the globally stable vacuum (an example is the red dot intersect-
ing a horizontal dotted black line), and for M > M∗ the HB is the globally stable vacuum
(e.g. the blue dot intersecting a horizontal dotted black line). At M = M∗ there is a first
order phase transition between the two branches, where x jumps discontinuously from its
Coulomb branch value e2Λ/π2M∗ > xCB = 1

2
(indicated by the black dot on the solid red

curve) to the strictly smaller Higgs branch value x∗ =
1√
8
(indicated by the black dot on the

solid blue curve).
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4.2 The Higgs branch (HB) with h ̸= 0

We refer to solutions of the saddle point equations (4.3) with h ̸= 0 as the Higgs

branch (HB). On this branch, the second equation in (4.3) gives

h2 =
1

2e2
(1− 4x2) (4.8)

Since h > 0 and e > 0, such solutions require 4x2 < 1, or equivalently |x| < xCB = 1
2
.

Substituting (4.8) into the first equation in (4.3) then gives a cubic equation for x,

2x− 4x3 =
e2Λ

π2M
|x| < xCB =

1

2
(4.9)

Given that M > 0 and the restriction on x, it follows that all solutions are positive, x > 0.

The graph of 2x− 4x3 is represented by the blue curve in figure 9, where we restrict to

the interval 0 < x < xCB = 1
2
for reasons explained above. Next, we turn to analyzing the

conditions for the existence, local stability, and global stability of the HB solutions.

4.2.1 Existence of HB solutions

The solutions to the cubic equation (4.9) may be obtained graphically by intersecting

the blue curve in figure 9 (the graph of its left-hand side 2x− 4x3) by a horizontal line with

intercept e2Λ/(π2M) (its right-hand side). As already explained around (4.9), all physical

HB solutions lie in the interval 0 < x < xCB = 1
2
. In this region, the function 2x−4x3 attains

its unique maximum at xHB = 1/
√
6. Thus HB solutions only exist for sufficiently large M ,

when

M > MHB MHB =
3
√
6e2Λ

4π2 (4.10)

For M > MHB there are two solutions with x > 0: one solution lies to the left of the

maximum of the cubic, x < xHB, while the other lies to its right, x > xHB. The second

solution only satisfies x < xCB = 1
2
as long as MHB < M < MCB,

88 and in this interval the

CB and HB solutions co-exist.

88 Comparing (4.6) and (4.10), we indeed see that MHB < MCB.
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4.2.2 Local stability of HB solutions

Local stability requires positivity of the Hessian (4.4), which holds provided tr(H) > 0

and det (H) > 0. Upon substituting the expression for h from (4.8) into H, we see that the

condition tr(H) > 0 is automatically satisfied for 0 < x < 1
2
, while the determinant is given

by,

detH =
8

e2
(1− 4x2)(1− 6x2) (4.11)

Positivity of detH then restricts 0 < x < xHB = 1/
√
6; the solution in this range is locally

stable (indicated by the solid blue curve in figure 9), while HB solutions with x > xHB have

tachyons (indicated by the dotted blue curve in figure 9). Therefore, a single locally stable

HB solution exists when M > MHB, and it is given by the solution to (4.9) that satisfies

0 < x < xHB = 1/
√
6. The value of the dimensionless potential on the HB solutions89 can

be expressed as a simple function of x by substituting h in (4.8) into the potential (4.2) and

using the cubic (4.9),

VHB = − 1

8e2
(
1 + 16x2 − 48x4

)
0 < x < xHB =

1√
6

(4.12)

4.3 Global stability of CB and HB solutions

To investigate the global stability of the solutions and determine the true vacuum as a

function ofM , we first summarize the existence and local stability properties of the Coulomb

and Higgs branch solutions:

• For 0 < M < MHB only the CB solution with h = 0 exists. It is therefore automatically

locally stable (as verified above) and globally stable.

• ForM > MCB the only solution that exists and is locally stable is the HB solution with

h ̸= 0, which is therefore necessarily also globally stable.

• In the intervalMHB < M < MCB two locally stable solutions co-exist: a CB with h = 0

and a HB with h ̸= 0 and x < xHB. Their global stability, as well as the phase transition

between them, is determined by comparing the values of the potentials, to which we

now turn.

In the coexistence region, we can use (4.9) to express the difference between the vacuum

89 Since we are using the field equations, this is an “on-shell” potential.

84



energies (4.7) and (4.12) in terms of the value of x on the Higgs branch,

VHB − VCB = − 1

8e2
(1− 8x2)(1− 4x2)2 2x− 4x3 =

e2Λ

π2M
(4.13)

This difference has a double zero at the upper end M = MCB of the coexistence window,

where x = xCB = 1
2
and the two branches touch, and another zero at the phase transition

point M =M∗ where

M∗ =
4
√
2e2Λ

3π2 x = x∗ =
1√
8

(4.14)

Both x∗ = 1/
√
8 and M∗ are indicated in figure 9.

Let us make a few comments about this phase transition:

• The transition occurs within the coexistence region, where both CB and HB solution

are locally stable, as can be seen from

MHB

e2Λ
≈ 0.1861 <

M∗

e2Λ
≈ 0.1910 <

MCB

e2Λ
≈ 0.2026 (4.15)

• At M < M∗ the CB is the true, globally stable vacuum (persisting down to M = 0),

while for M > M∗ the HB is the true vacuum (persisting for all larger values of M).

• The transition is first order: at the transition pointM =M∗ we can use (4.5) and (4.14)

to evaluate the discontinuous jump in x from CB to HB,

∆x = x∗ −
e2Λ

π2M∗
= −
√
2

8
. (4.16)

The two distinct values of x at the transition point M = M∗ are indicated by the

two black dots in figure 9: the black dot on the solid blue (locally stable) HB curve

indicates x∗ = 1√
8
, while the black dot on the solid red (locally stable) CB curve

is at x = e
2
Λ

π
2
M∗

= 3
√
2/8. Note that the transition occurs strictly before the CB

reaches x = xCB = 1
2
and becomes locally unstable, as indicated in (4.15).

4.4 Graphical summary of the SU(2) phase diagram

It is very convenient to have a compact graphical representation of the energetics of the

CB and HB of the SU(2) theory, which in turn determines the phase diagram as a function
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of M . Indeed, this becomes essential when we generalize to SU(N ≥ 3), where there are

many more branches. Throughout, we will adopt the following graphical conventions, which

are implemented in figure 10 for the SU(2) case:

• On the vertical axis, we will plot the dimensionless potential V of each branch, relative

to the potential VCB of the Coulomb branch. The CB will thus always be a horizontal

line with vanishing intercept (i.e. it is embedded within the horizontal axis). In SU(2)

the only other branch is the HB, for which we plot the difference VHB − VCB. The

globally stable branch is always the one with the lowest potential.

• For any gauge group SU(N), we take the horizontal axis to be parametrized by the

dimensionless variable

κ =
NΛ

2π2M
(4.17)

Plots in this variable are clearer and more concise than those obtained by plotting

against M/Λ ∼ 1/κ. For the SU(2) case we set N = 2 and use κCB < κ∗ < κHB

corresponding to the values of M in (4.15).

• We use solid lines to indicate branches that exist and are locally stable. Different

branches are distinguished by their color (e.g. the CB is always red and the HB is

always blue). If needed, we will indicate locally unstable portions of a given branch

using dotted lines of the appropriate color.

It is now straightforward to infer the globally stable branches, and hence the phase

diagram, by reading figure 10 from right to left while tracing the lowest-energy branch:

• At small M , κ ∼ Λ/M is large, and the CB (indicated by the solid red line) is the only

stable branch, with zero potential (relative to itself).

• As we increase M , κ ∼ Λ/M decreases. At κHB the HB becomes locally stable, but

VHB − VCB > 0 so that the CB remains the true, globally stable vacuum.

• At κ = κ∗ there is a phase transition because VHB − VCB changes sign, rendering the

HB globally stable. The CB remains locally stable until κCB, but has higher energy

than the HB.
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Figure 10: In both panels, the dimensionless potential difference VHB−VCB is plotted against
κ = Λ/(π2M) for the SU(2) theory. The locally stable part of the Coulomb branch (CB)
is shown in the horizontal, solid red line (at zero relative potential), and the Higgs branch
(HB) is shown in solid blue. The right panel zooms in on the boxed area of the left panel.
All potentials are evaluated at the renormalization scale µ = 10−3Λ, namely e2 = 3.8057.

Thus, we recover the previously deduced semi-classical picture of the phase structure for

the SU(2) theory:

M < M∗ Coulomb phase h = 0

M > M∗ Higgs phase h ̸= 0 (4.18)

For a discussion of the mass spectrum in these phases, we refer to section 9 where the masses

are obtained for arbitrary SU(N) gauge group. For the special case of N = 2 considered here,

the massless spectrum is as follows: in the Coulomb phase, there is a massless photon and

an SU(2)R doublet of massless Weyl fermions; in the Higgs phase, the fact that h ̸= 0 leads to

a mass for the photon and all fermions, and it also spontaneously breaks SU(2)R → U(1)R,

leading to two massless Nambu-Goldstone bosons parameterizing a CP1 nonlinear sigma

model. A detailed discussion of these phases, with an emphasis on symmetries and ’t Hooft

anomaly matching, can be found in [13].
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5 Phase structure for SU(3) gauge group

In this section we present a detailed analysis of the semi-classical phase structure for

gauge group SU(3). As in the case N = 2, the results may still be obtained analytically

and will provide further valuable information before we proceed to the case of arbitrary

N . An interesting question that does not arise for SU(2) gauge group is the realization of

charge-conjugation symmetry C.

5.1 Adapted parameterization of tmn

For N = 3, the components of the symmetric 2× 2 matrix tmn (with m,n = 1, 2) satisfy

t22 = t11 due to charge-conjugation symmetry. The remaining two independent components

of tmn are then given as follows (see (2.75) and (2.76)),

t11 = t22 =
1

4π2

(
log

Λ

µ
+ log(18

√
3)

)
t12 = t21 =

1

4π2 log 4 (5.1)

As we have 0 < t12 < t11 for all µ < Λ, we may conveniently (and without loss of gener-

ality) parametrize the matrix elements of t and t−1 in terms of two real gauge couplings e1

and e2 that satisfy 0 < e1 < e2,

t11 = t22 =
1

2

(
1

e21
+

1

e22

)
> 0 (t−1)11 = (t−1)22 =

1

2

(
e21 + e22

)
> 0

t12 = t21 =
1

2

(
1

e21
− 1

e22

)
> 0 (t−1)12 = (t−1)21 =

1

2

(
e21 − e22

)
< 0

(5.2)

Positivity of the matrix t is automatic as both the trace and determinant are positive. The

diagonal entries of t and t−1 are positive while the off-diagonal elements of t−1 are negative.

5.2 Taxonomy of different branches

The semi-classical vacuum solutions to the dual Abelian Higgs model, which solve the

system of equations given in (3.24) and (3.25), split into different branches according to

whether (3.25) is solved by setting hm = 0 or by setting the second factor to zero, for each

value of m = 1, . . . , N−1. These 2N−1 branches correspond to partitions, as will be discussed

in detail for arbitrary N in section 6. There we will develop a condensed notation that is

useful in dealing with the exponential proliferation of branches for larger N , which is further

complicated by the action of charge-conjugation symmetry C. Since the case N = 3 that we
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are considering here is still fairly tame, we eschew this condensed notation here.

For SU(3) we have the following branches:

• We always refer to the branch h1 = h2 = 0 where all hm = 0 as the Coulomb branch

(CB).

• We always refer to the branch h1, h2 > 0 where all hm ̸= 0 as the (maximal) Higgs

branch (HB). When desired, this branch can be further subdivided by considering the

realization of charge-conjugation C:

– The C-symmetric Higgs branch (HB+) has h1 = h2 > 0.

– The C-non-symmetric Higgs branch (HB−) has both h1, h2 > 0 but h1 ̸= h2.

• The two branches (h1 > 0, h2 = 0) and (h1 = 0, h2 > 0) are mixed Coulomb-Higgs

branches. In general we refer to a branch on which p Higgs fields are non-vanishing

as a pH branch (e.g. the maximal HB has p = N − 1). Thus (h1 > 0, h2 = 0) and

(h1 = 0, h2 > 0) are both 1H, or single Higgs branches. Since these two branches are

exchanged by C, it suffices to analyze one of them.

We will now analyze them in turn.

5.3 The Coulomb branch (CB) with h1 = h2 = 0

The relations h1 = h2 = 0 trivially solve the equations (3.25) for all values of M . The

solution to the remaining equations (3.24) is given by,90

x1 = x2 =
3e21s1Λ

2π2M
(5.3)

Thus the CB is automatically C-symmetric. While this solution always exists, it is not always

locally stable. The nonzero blocks of the Hessian (3.27) are Hxx, which is always positive

definite, and Hhh, whose positivity requires 4x21 = 4x22 > 1. Therefore, the Coulomb branch

solution is locally stable provided that,

M < MCB MCB =
3e21s1Λ

π2 (5.4)

90 We have left this expression in terms of s1 =
√
3/2 for N = 3 so that it will be easy to compare with

the case of arbitrary N to be investigated in later sections.
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The vacuum energy is given by substituting the CB solution (5.3) into (3.23),

VCB = −9s21e
2
1Λ

2

2π4M2 (5.5)

5.4 The C-symmetric Higgs branch (HB+) with h1 = h2 > 0

On this branch the set of equations (3.25) imposes x21 = x22 while (3.24) further im-

poses x1 = x2, so that this branch is actually fully C-symmetric. The reduced saddle point

equations (3.24) and (3.25) may be expressed in terms of the reduced variables,

x = x1 = x2 h = h1 = h2 (5.6)

which satisfy the following reduced equations,

2x− 4x3 =
3e21s1Λ

2π2M
h2 =

1

2e21

(
1− 4x2

)
(5.7)

These equations are identical to the equations (4.8) and (4.9) for the N = 2 Higgs branch

solution, provided we identify the N = 2 coupling e2 with the SU(3) coupling 3e21s1/2

and rescale h. Importing the corresponding results from our analysis of the N = 2 case

around (4.10), we obtain the following existence conditions for HB+,

M > MHB MHB =
9
√
6e21s1Λ

8π2 (5.8)

or equivalently x < xHB = 1/
√
6.

Local stability requires positivity of the Hessian H. On this maximal Higgs branch we

may use the results of section 3.5.3 to reduce the condition of positivity of H to the equivalent

condition of positivity of the quadratic form Qα in the real variables α1, α2 given in (3.34),

which takes the following form,

e21e
2
2Qα =

(
e21 + 3e22 − (8e21 + 16e22)x

2
)
(α2

1 + α2
2) + 2(e22 − e21)(1− 8x2)α1α2 (5.9)

Positivity of Qα is equivalent to positivity of both the trace and determinant of the matrix

corresponding to the quadratic form e21e
2
2Qα, which amount to,

0 < (e21 + 3e22)(1− 6x2) + 2(e22 − e21)x2

0 < e22(1− 6x2)
[
(e21 + e22)(1− 6x2) + 2(e22 − e21)x2

] (5.10)
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Since e22 > e21 > 0, both conditions are manifestly satisfied, and the solutions are therefore

locally stable, throughout their region of existence x < xHB = 1√
6
.

In preparation for the study of global stability we evaluate the potential V of (3.21) on

the solution for h given in the second equation of (5.7), and obtain the following reduced

potential in the Higgs branch HB, in the interval 0 < x < xHB = 1√
6
,

VHB = − 1

4e21

(
1 + 16x2 − 48x4

)
2x− 4x3 =

3e21s1Λ

2π2M
(5.11)

5.5 The C-non-symmetric Higgs branch (HB−) with h1 ̸= h2 > 0

For this maximal Higgs branch, the saddle point equations (3.25) allow us to solve for

h1, h2 in terms of x1, x2 and we obtain

h21 =
1

2e21
− x21 + x22

e21
− x21 − x22

e22

h22 =
1

2e21
− x21 + x22

e21
+
x21 − x22
e22

(5.12)

The assumption h2 ̸= h1 implies x22 ̸= x21. The existence of solutions with real h1, h2 requires

the following restriction on the range of x1 and x2,

x21 + x22 +
e21

e22

∣∣x21 − x22∣∣ < 1

2
(5.13)

Eliminating h1, h2 from (3.24) gives a set of reduced equations for x1 and x2, which we

express in terms of x± = x1± x2. Since x22 ̸= x21 we may use x± ̸= 0 to simplify the resulting

equations and obtain a relation expressing x2− in terms of x2+,

x2− = 1 +
e21

e22
− x2+

(
1 + 2

e21

e22

)
for x2+ <

e21 + e22

2e21 + e22
(5.14)

Here the inequality ensures that x2− > 0, and it is saturated when x− = 0. We also obtain a

reduced equation for x+ alone,

4e21(e
2
1 + e22)x

3
+ − (2e41 + 3e21e

2
2 − e42)x+ =

3s1Λ

π2M
e21e

4
2 (5.15)

We shall now show that the solutions of this type are never locally stable. To do so, we

use the fact that positivity of the Hessian is equivalent to positivity of the quadratic form
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Qα in (3.34), since we satisfy its applicability condition that h1, h2 ̸= 0. Positivity of Qα is

equivalent to positivity of both the trace and determinant of the matrix Q corresponding to

the rescaled quadratic form e21e
2
2Qα. In terms of the variable x+, the trace evaluates to

trQ =
2

e22

(
4e21(e

2
1 + 2e22)x

2
+ −

(
2e41 + 5e21e

2
2 + e42

))
(5.16)

where we used (5.14) to eliminate x− in favor of x+. Note that trQ is a monotonically

increasing function of x2+ > 0. At the upper bound allowed for x+ in (5.14), it evaluates to

a negative value

trQ =
2e22(e

2
1 − e22)

2e21 + e22
< 0 , (5.17)

because e1 < e2. As a result, the trace is always negative in the region (5.14), and the HB−

solutions with h1 ̸= h2 > 0 are always locally unstable. Therefore, we shall not consider this

branch any further.

5.6 The single Higgs (1H) branch with h1 = 0, h2 > 0

Solutions for which one hm is nonzero while the other vanishes spontaneously break

charge conjugation symmetry C. Since the solutions with (h1 = 0, h2 > 0) and (h1 > 0, h2 =

0) are exchanged by C, we restrict attention to the former without loss of generality. The

set of equations (3.25) are solved by,

h1 = 0 , h22 =
1− 4x22

e21 + e22
(5.18)

which has real solutions for 4x22 < 1. Eliminating h2 in (3.24) we obtain x1 in terms of x2,

x1 =
1

e21 + e22

(
3Λ

π2M
s1e

2
1e

2
2 − (e22 − e21)x2

)
(5.19)

and a cubic for the remaining variable x2,

2x2 − 4x32 =
3e21s1Λ

2π2M
(5.20)

The cubic in x2 is precisely the cubic (5.7) encountered in the case h1 = h2 ̸= 0 upon setting

x = x2. Thus, the bound M > MHB given in (5.8) for the existence of the solution applies.

To analyze local stability of the solution, we can no longer use the reduced stability con-
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ditions of subsection 3.5.3 because we are not considering a maximal Higgs branch. Instead,

we shall directly investigate the positivity of the full Hessian,

H =



2t11 2t12 0 0

2t12 2t22 + 4h22 0 8h2x2

0 0 (Hhh)11 0

0 8h2x2 0 4(t−1)22h
2
2


(5.21)

where (Hhh)11 = 4x21−1+2(t−1)12h
2
2 may be expressed entirely in terms of x2 by eliminating

x1 with the help of (5.19), to obtain,

(Hhh)11 =
2e22(1− 4x22)

(e21 + e22)
2

(
−32e22x42 + 8e21x

2
2 + 16e22x

2
2 − e21 − e22

)
(5.22)

The entry (Hhh)11 decouples from the other entries in the Hessian and must be positive by

itself. Given the reality condition 4x22 < 1 derived earlier, positivity of (Hhh)11 requires,

x1H < x2 <
1

2
x21H =

1

8e22

(
2e22 + e21 −

√
e41 + 2e21e

2
2 + 2e42

)
(5.23)

Here the subscript 1H indicates the single Higgs branch we are considering. Applying the

Sylvester criteria for positivity of the remaining 3 × 3 reduced matrix H, we see that the

upper left entry and the determinant of the upper left 2×2 matrix are automatically positive.

This leaves the remaining condition that the determinant of the 3 × 3 matrix be positive,

det


2t11 2t12 0

2t12 2t22 + 4h22 8h2x2

0 8h2x2 4(t−1)22h
2
2

 =
16

e21e
2
2

(1− 4x22)(1− 6x22) > 0 (5.24)

Given the reality condition 4x22 < 1, the positivity of the determinant reduces to the condition

6x22 < 1. It may be readily verified that 6x21H < 1 for all values of e21 and e
2
2, with x1H defined
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in (5.23). Therefore, the window of local stability for the h1 = 0, h2 ̸= 0 solution is given by,

x1H < x2 < xHB =
1√
6

(5.25)

Equivalently, since the curve 2x2− 4x32 is monotonically increasing in the interval [0, 1√
6
] (see

figure 9), local stability imposes the following conditions on M ,

MHB < M < M1H 2x1H − 4x31H =
3e21s1Λ

2π2M1H

(5.26)

where MHB is given in (5.8). In particular, M1H is a monotonically decreasing function of

e21/e
2
2 whose minimum value is realized as e21 → e22 and coincides with the upper bound for

local stability of the Coulomb branch solution MCB, given in (5.4), while its maximum value

is realized at e21 → 0,

MCB < M1H <
3
√

4− 2
√
2 e21s1Λ

π2 (5.27)

We conclude that the region of existence and local stability of the 1H branch at least consists

of the range MHB < M < MCB where both the Coulomb branch and the maximal Higgs

branch exist and are locally stable, and at most extends slightly beyond this range to the

larger value of M given in (5.27).

To investigate global stability in the next subsection, we will need the value of the

potential evaluated on the 1H solution, which is readily evaluated as follows,

V1H = −128e22x
6
2 − 16(8e22 + 3e21)x

4
2 + 16(2e22 + e21)x

2
2 + e21

4e21(e
2
1 + e22)

(5.28)

where x2 is given in terms of M by (5.20).

5.7 Global stability of CB, 1H, and HB branches

In this subsection we carry out the analysis of the global stability of the locally stable

branches: the Coulomb branch (CB), single Higgs (1H) branch, and the C-symmetric maxi-

mal Higgs branch (HB+). It will be useful to recall the ordering of the various thresholds in

M ,

MHB < MCB < M1H (5.29)
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as well as the results on existence and local stability established above:

• The Coulomb branch is locally stable for M<MCB with MCB given in (5.4).

• The C-symmetric Higgs branch is locally stable for MHB<M with MHB given in (5.8).

• The single Higgs branch is locally stable for MHB<M<M1H with M1H given in (5.26).

5.7.1 Coulomb versus maximal Higgs branch

In the window MHB < M < MCB, both the Coulomb and C-symmetric Higgs branch

exist and are locally stable. To compare the values of the potential in these branches we

use equations (5.5) and (5.11) and express the potential for the Coulomb branch for a given

value of M in terms of the value x corresponding to M in the Higgs branch, as given in (5.7)

and as we did for the N = 2 case. The result for their difference is as follows,

VHB − VCB = − 1

4e21
(1− 4x2)2(1− 8x2) (5.30)

The transition point is at x∗ =
1√
8
and corresponds to a value of M given by

M∗ =
2
√
2e21s1Λ

π2 MHB < M∗ < MCB (5.31)

For M < M∗ we have VCB < VHB so that the Coulomb branch has lower energy, and for

M > M∗ we have VCB > VHB so that the maximal Higgs branch has lower energy.

5.7.2 Maximal versus single Higgs branches

In the window MHB<M <M1H both the maximal and single Higgs branches exist and

are locally stable. To compare the potentials V1H given in (5.28) and VHB given in (5.11), we

express both in terms of x = x2 since the relations between M and x in (5.7) and M and x2

in (5.20) are identical, and we obtain,

V1H − VHB =
e22

4e21(e
2
1 + e22)

(1− 4x2)2(1− 8x2) (5.32)

We conclude that for x < x∗ = 1√
8
, the maximal Higgs branch has lower energy than the

single Higgs branch. Since, in this range of M , the maximal Higgs branch also has lower

energy than the Coulomb branch by (5.30), it is the globally stable branch for all M > M∗.

95



5.7.3 Coulomb versus single Higgs branches

In the window MHB < M < MCB, both the Coulomb and the single Higgs branches

are stable. The difference of their potentials is obtained from (5.5) and (5.28), where M is

eliminated in the formula for the Coulomb branch in favor of x2 using the relation (5.20),

and we find,

V1H − VCB = − 1

4(e21 + e22)
(1− 4x22)

2(1− 8x22) (5.33)

For x2 < x∗, we have already established in the preceding subsections that the maximal Higgs

branch is the globally stable solution. The above formula shows that for x2 > x∗ we have

V1H > VCB, so that the Coulomb branch is globally stable in this range. Therefore, the single

Higgs branch is nowhere globally stable, except exactly at x = x∗ where the three branches

exactly cross. This is manifest in the graphical representation plotted in figure 11 below.

5.8 Graphical summary of the SU(3) phase diagram

The global stability analysis above is summarized in table 2 and figure 11.

Branch Higgs fields existence local stability global stability C

Coulomb h1 = h2 = 0 0 < M <∞ M < MCB M ≤M∗ yes

single Higgs h1 = 0, h2 ̸= 0 MHB<M MHB<M<M1H M =M∗ no

maximal Higgs h1 = h2 ̸= 0 MHB < M MHB < M M∗ ≤M yes

Table 2: The locally stable solutions for N = 3. For each branch, we indicate whether C is
spontaneously broken. The C-non-symmetric maximal Higgs branch HB− with h1 ̸= h2 > 0
is never locally stable, and therefore we do not list it. We also only list one of the two 1H
branches that are exchanged by C.

At the transition point M = M∗ there are three globally stable, exactly degenerate

vacua: the CB, the 1H branch, and the HB, which are separated in field space since the value

of the Higgs fields on the 1H and HB branches is nonzero at the transition point. As we

dial M from 0 to∞, we are on the CB for M < M∗ and on the HB for M > M∗, resulting in

a first-order phase transition between them. Thus, the 1H branch is never actually realized

as we dial M to M∗ from the left or the right. We will make further comments on the fate

of the accidental degeneracy between the three branches in section 5.9 below.
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Figure 11: In both panels, the potential differences VH − VCB are plotted against κ for the
various branches, denoted by H. The Coulomb branch (CB) is shown in the horizontal red
line; the maximal C-symmetric Higgs branch (HB) is shown in blue; and the C-non-symmetric
single Higgs branch 1H is shown in green. Solid and dashed lines indicate regions of local
stability and instability, respectively. The right panel zooms in on the boxed area of the left
panel. Note that the three branches exactly cross at the transition point κ∗. (See section 5.9.)
All potentials are evaluated for the renormalization scale µ = 10−3Λ (corresponding to e21 =
3.36452 and e22 = 4.40551).

We plot the SU(3) phase diagram in figure 11, following the graphical conventions estab-

lished in section 4.4 above: we plot the potential differences VH−VCB of the various branches

relative to that of the Coulomb branch (on the vertical axis) versus the dimensionless vari-

able κ introduced in (4.17), which we specialize here to N = 3,

κ =
3Λ

2π2M
(5.34)

with corresponding relations for κCB, κHB, κ1H, and κ∗. Thus, the small-M region of weak

SUSY-breaking corresponds to large κ, while the large-M region corresponds to small κ. At

intermediate values, we have

κ1H < κCB < κ∗ < κHB (5.35)

These values are also illustrated in figure 11.
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5.9 Stability of the C-non-symmetric 1H branch

As may be seen from figure 11 and confirmed by inspection of (5.30) and (5.32), the

potentials of all three branches exactly coincide VCB = VHB = V1H at the pointM =M∗. One

implication of this degeneracy is that the 1H single Higgs branch is never actually accessed

as we dial M . This accidental degeneracy is an exact prediction of the potential (3.23)

of our Abelian dual at the multi-monopole point. We shall see in section 6.9 that similar

degeneracies persist to arbitrary values of N ≥ 3.

Recall, however, that the analysis of the potential (3.23) that we carried out above

for N = 3 involved two simplifying assumptions:

• We analyzed the problem classically. Quantum corrections (however small) are expected

to break accidental degeneracies.

• The potential in (3.23) was obtained by only retaining terms up to and including O(a2D)
in the Seiberg-Witten effective Kähler potential, as in (3.5), the expectation being

that the subleading O(a3D) do not generically change the leading-order answers in a

qualitatively significant fashion. However, precisely this expectation breaks down when

the leading-order answers have accidental degeneracies, as in our case. We should

therefore analyze whether these degeneracies are lifted by the O(a3D) corrections that
we have omitted – and that are known explicitly, see (2.66).

In section 8.5 these O(a3D) corrections will be taken into account perturbatively. As

expected, they correct the plots in figure 11 to those displayed in figure 21, and they lift the

accidental degeneracy. For the case N = 3, we moreover see that the corrections lower the

potential of the C-non-symmetric 1H branch in the vicinity of κ∗, so that there is a phase

in which it is globally stable. Thus the SU(3) theory now has three phases: the CB, the 1H

branch, and the HB, which are traversed in order of ascendingM and separated by first-order

transitions. The derivation of these results and their generalization to arbitrary N will be

discussed in detail in Section 8.5.
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6 Branch structure for arbitrary SU(N) gauge group

In this section we shall analyze the existence, local stability and global stability of semi-

classical vacua for the dimensionless reduced effective potential (3.23), which emerges from

the Abelian dual at the multi-monopole point after SUSY-breaking and vacuum alignment.

We will study the problem for general SU(N) gauge group. Throughout we make use of the

assumption that µ/Λ is sufficiently small so that the matrix tmn in (2.75) is positive definite

and satisfies (t−1)mn(µ) < 0 for all n ̸= m, as was already postulated in (2.86).

6.1 Review of the dual Abelian Higgs model

The results obtained previously under these assumptions are as follows. All vacua have

Re (aDm) = 0, as shown in section 3.4.2, and are perfectly aligned in SU(2)R space, as shown

in section 3.4.1. Summarizing the results of equations (3.18) and (3.16), we express aDm, him

and Λ in terms of the dimensionless real-valued variables xm, hm and κ, respectively,
aDm = −iM xm

h1m = M hm ≥ 0

h2m = 0

κ =
NΛ

2π2M
(6.1)

where m = 1, . . . , N − 1. Note that M,Λ > 0 so that κ > 0 as well. The dimensionless

reduced effective potential V of (3.23) is expressed in terms of xm, hm, κ and the entries of

the matrix tmn (see (2.75) and (2.76)), and is reproduced here for convenience,

V =
N−1∑
m=1

(
−2κsmxm +

1

2

(
4x2m − 1

)
h2m

)
+

N−1∑
m,n=1

(
tmn xmxn +

1

2
(t−1)mn h

2
m h

2
n

)
(6.2)

We also recall the associated field equations: varying xm leads to (3.24),

2h2mxm +
N−1∑
n=1

tmn xn = κsm (6.3)

while varying hm leads to (3.25),

hm

(
4x2m − 1 + 2

N−1∑
n=1

(t−1)mn h
2
n

)
= 0 (6.4)
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For each value of m, equation (6.4) has two solutions, one corresponding to hm = 0, and

the other corresponding to the vanishing of the expression inside the large parentheses. We

refer to the latter branch as hm ̸= 0, or equivalently hm > 0. To disentangle the vacuum

structure of the resulting 2N−1 branches, we shall now introduce a convenient terminology

and notation.

6.2 Taxonomy of different branches

We parametrize the different branches of solutions to (6.3), (6.4) in terms of the partitions

of the set of indices {1, . . . , N − 1} into two mutually disjoint subsets C and H. Let C denote

the set of values m for which hm = 0 and H the set of values m for which hm ̸= 0,
m ∈ C : hm = 0

m ∈ H : hm ̸= 0


C ∩ H = ∅

C ∪ H = {1, . . . , N − 1}
(6.5)

One may denote such a partition by C|H or, equivalently when the value of N has been

specified, simply by H. The letters C and H stand for Coulomb and Higgs respectively. The

partition given by C = {1, . . . , N − 1} and thus H = ∅ corresponds to the Coulomb branch

(often abbreviated as CB) while the partition given by H = {1, . . . , N − 1} and thus C = ∅
corresponds to the maximal Higgs branch (often abbreviated as HB). A partition C|H for

which neither C nor H is empty corresponds to a mixed Coulomb-Higgs branch as we shall

see in more detail in the sequel.91 Henceforth, we shall prefer to label the partitions by

H when the value of N has been specified. Finally, we will often refer to a branch with p

non-zero Higgs fields (so that p = |H| is the cardinality of H) as a pH branch, e.g. p = N − 1

for the maximal HB.

Inspection of (6.4) reveals that the only matrix elements (t−1)mn upon which this equa-

tion depends are those for whichm,n ∈ H. We now define a square matrix u whose dimension

is the cardinality p = |H| of H, and whose inverse is the restriction of t−1 to H,

(u−1)mn = (t−1)mn , m, n ∈ H . (6.6)

Since the matrix t−1 is positive definite, so is its restriction u−1, whose inverse is u. The

off-diagonal elements of u−1 are also negative since those of t−1 are in view of (2.86). This

91 As will be explained in subsection 6.6, certain partitions C|H naturally exhibit further sub-structure of
solutions depending on whether charge-conjugation symmetry C is preserved or spontaneously broken.
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property, combined with the positive definiteness of u, implies that all matrix elements of u

are positive. To prove this, we set u−1 = D−L where D is a positive definite diagonal matrix

while L has vanishing diagonal entries and positive off-diagonal entries. We then obtain u as

a convergent geometric series u = D−1 +D−1LD−1 + · · · which shows that all the entries of

the matrix u are positive.

6.3 Reducing the field equations on each branch

The reduced field equations corresponding to a given partition C|H (or simply H, since

we are working at fixed N) may be organized as follows. By definition of the partition C|H
in (6.5), we have hm = 0 for all m ∈ C and we may solve equation (6.4) for all hm with m ∈ H

in terms of the variables xn with n ∈ H, making use of the matrix u defined in (6.6),

h2m =
1

2

∑
n∈H

umn(1− 4x2n) m ∈ H (6.7)

For a given partition C|H, equation (6.7) along with hm = 0 for all m ∈ C provides the

complete solution to equation (6.4).

To eliminate hm from the remaining equations (6.3) we proceed by treating the equations

for m ∈ C and m ∈ H separately,

m ∈ C
∑
k∈C

tmkxk +
∑
n∈H

tmnxn = κsm

m ∈ H
∑
k∈C

tmkxk +
∑
n∈H

tmnxn + xm
∑
n∈H

umn(1− 4x2n) = κsm (6.8)

The equations for m ∈ C are linear in xk for k ∈ C, and may be solved for xk with k ∈ C in

terms of the xn for n ∈ H. To do so, we introduce an auxiliary matrix σ, whose dimension is

the cardinality |C| of C, and whose inverse is the restriction of the matrix t to C,∑
k∈C

tmk σkℓ = δm,ℓ m, ℓ ∈ C (6.9)

Clearly, the values of the entries of the matrix σ depend on the partition C|H. In terms of σ,

the first equation of (6.8) is solved for xk with k ∈ C as follows,

xk =
∑
ℓ∈C

σkℓ

(
κsℓ −

∑
n∈H

tℓn xn

)
, k ∈ C (6.10)
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Eliminating xk for k ∈ C from the second equation in (6.8) gives the following reduced

equation for xm with m ∈ H,∑
n∈H

umn

(
xn + xm(1− 4x2n)

)
= κ

∑
n∈H

umn(t
−1s)n (6.11)

Throughout, we shall use the following shorthand, for arbitrary values of n = 1, . . . , N − 1,

(t−1s)n =
N−1∑
p=1

(t−1)npsp (6.12)

To simplify and consolidate the various contributions to (6.11), we have used the following

matrix algebra relation for m,n ∈ H,

tmn −
∑
k,ℓ∈C

tmk σkℓ tℓn = umn (6.13)

which may be proven by block decomposing the matrix t and its inverse.

An alternative form of the field equations (6.11), which will be particularly useful in the

sequel, is obtained by moving the first term in the parentheses in (6.11) to the right side

of the equation, and then matrix-multiplying by u−1 on both sides of the equation. The

resulting alternative for (6.11) for all m ∈ H is given by,

κ(t−1s)m = xm +
∑
p,q∈H

(u−1)mp xp upq (1− 4x2q) , m ∈ H (6.14)

Having solved this system of cubic equations for xm with m ∈ H, the solutions for xk with

k ∈ C and hm with m ∈ H may be obtained by direct substitution into (6.10) and (6.7),

respectively. Thus, the problem of solving the system of equations (6.3) and (6.4) has been

reduced to solving the system of cubics (6.14) for each partition C|H. Note that these cubics
exactly reduce to equations we have previously encountered, e.g. (4.9) for the HB of N = 2,

and (5.7) for the 1H branch h1 = 0, h2 ̸= 0 (denoted by C = 1 and H = 2) for N = 3.

6.4 Reducing the effective potential in each branch

For a given partition C|H, the potential V may be reduced by evaluating V on the

solution for the Higgs field hm for m ∈ H given by (6.7), and the solution for xk with k ∈ C
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given in (6.10). The result is a reduced potential VH that is specific to the partition C|H,

VH = V
∣∣∣
(6.7)&(6.10)

(6.15)

and whose dependence on the variables xm with m ∈ H is given by,

VH = VCB +
∑

m,n∈H

umn

[ (
xm − κ(t−1s)m

) (
xn − κ(t−1s)n

)
− 1

8
(1− 4x2m)(1− 4x2n)

]
(6.16)

Here VCB is the potential of the Coulomb branch (for which H = ∅) given by,

VCB = −κ2
N−1∑
k,ℓ=1

(t−1)kℓsksℓ (6.17)

For a given partition C|H, the equations (6.11) for xm withm ∈ H may be derived by applying

the variational principle to VH, which is therefore an off-shell potential for these variables.

Using the alternative presentation of the field equations for xm with m ∈ H given

in (6.14), we may evaluate the effective potential VH on a solution to these equations so

as to eliminate the κ-dependence and obtain the following simplified form of the potential,

V sol
H = VCB +

∑
m,n∈H

(
− 1

8
umn +

∑
p,q∈H

umpxp(u
−1)pqxquqn

)
(1− 4x2m)(1− 4x2n) (6.18)

It must be stressed that this potential, obtained by evaluating VH on a solution to the

field equations, is now an on-shell potential, i.e. the field equations cannot be derived by

varying V sol
H in (6.18).

Let us examine two important special cases:

• When H = ∅, i.e. on the CB, the sums over H in (6.16) and in (6.18) are absent and

the potential reduces to VCB, which indeed was defined to be the value of the effective

potential in the pure Coulomb branch (see (6.17)).

• When C = ∅, i.e. on the maximal HB, one may substitute t for u, t−1 for u−1, and the

full range m,n = 1, . . . , N − 1 for m,n ∈ H in the above expressions to obtain the field

equations and the potential for the maximal Higgs branch.
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6.5 Reducing the local stability conditions

The local stability conditions, formulated generally in terms of the Hessian matrix H
in (3.27), may now be analyzed for each partition C|H by eliminating the Higgs fields in terms

of xm. To do so, it will be convenient to recast the positivity conditions of the Hessian (3.27)

in terms of an associated quadratic form Q in real variables αm, βm,

Q =
N−1∑
m,n=1

(
(Hxx)mn αmαn + 2(Hxh)mn αmβn + (Hhh)mn βmβn

)
(6.19)

Positive definiteness of H is equivalent to positive definiteness of the quadratic form Q. To

simplify the latter condition, we decompose its contributions according to whether m ∈ C or

m ∈ H, and similarly for n. For m ∈ C, the first term in (Hxx)mn, the last term in (Hhh)mn

and all of (Hxh)mn vanish, while for m ∈ H, the first term in (Hhh)mn vanishes in view of

(6.4) and the fact that hm ̸= 0. Taking these simplifications into account, and rearranging

terms into absolute square combinations, we decompose Q into a sum of four quadratic forms

of αm and βm,

Q = Qα +Qβ +Q1 +Q2 (6.20)

which are given by,

Qα =
∑

m,n∈H

umn

(
(1− 4x2m)α

2
n + (1− 4x2n)α

2
m + 2(1− 8xmxn)αmαn

)
Qβ =

∑
k∈C

(
4x2k − 1 +

∑
m,n∈H

(t−1)kn unm(1− 4x2m)

)
β2
k

Q1 = 2
∑
k,ℓ∈C

tkℓ

(
αk +

∑
m∈H

(σt)kmαm

)(
αℓ +

∑
n∈H

(σt)ℓnαn

)
Q2 = 4

∑
m,n∈H

umn

(
2xmαm +

∑
p∈H

(t−1)mphpβp

)(
2xnαn +

∑
q∈H

(t−1)nqhqβq

)
(6.21)

The quadratic form Q1 contains all the dependence of Q on the variables αk for k ∈ C,

while Q2 contains all the dependence on the variables βp for p ∈ H. Both Q1 and Q2 are

positive definite since t and u are positive definite. Thus, positive definiteness of H and Q is

equivalent to positive definiteness of both Qα and Qβ,

H > 0 ⇐⇒
{
Qα > 0 and Qβ > 0

}
(6.22)
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Positive definiteness of Qβ is equivalent to the following conditions for all k ∈ C,

4x2k − 1 +
∑

m,n∈H

(t−1)kn unm(1− 4x2m) > 0 , k ∈ C (6.23)

For arbitrary N and an arbitrary partition C|H, the conditions (6.22) are difficult to study

analytically. However, some simple necessary conditions may be obtained, as we now do.

6.6 Charge conjugation

The matrix of gauge couplings t, defined in (2.75) and (2.76), and the values sm =

sin(πm/N) are invariant under charge conjugation C,

t(N−m)(N−n) = tmn sN−m = sm (6.24)

The combined set of field equations (6.3) and (6.4) and the reduced effective potential (6.2)

are also C-invariant provided xm and hm transform as follows,

C :

xm → xN−m

hm → hN−m

(6.25)

Furthermore, charge conjugation maps a partition C|H into a partition Cc|Hc where,

C : C|H→ Cc|Hc

Cc =
{
k ∈ {1, . . . , N − 1} s.t. N − k ∈ C

}
Hc =

{
k ∈ {1, . . . , N − 1} s.t. N − k ∈ H

} (6.26)

A partition that satisfies Cc|Hc ̸= C|H is not C-invariant; the corresponding solutions spon-

taneously break C and are exchanged by it, but are otherwise physically identical. It is

therefore sufficient to analyze just one of the two C-non-symmetric partitions. A partition

that satisfies Cc|Hc = C|H is C-invariant and can be further subdivided into two different

branches of solutions: one corresponding to C-symmetric vacua, the other to vacua with

spontaneously broken charge conjugation. The branch of C-symmetric solutions correspond-

ing to the partition C|H = Cc|Hc will be denoted by H+ while the branch of C-non-symmetric

solutions will be denoted H−.
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6.6.1 C-invariant solutions for C-invariant partitions

As explained above, C-invariant solutions can only occur for C-invariant partitions. We

shall now consider the field equations and the effective potential for C-invariant solutions in

a C-invariant partition C|H with reduced matrix u. Invariance of the solution requires, 92

xN−m = xm hN−m = hm m = 1, . . . , N − 1 (6.27)

Defining the set H∗ = {m ∈ H s.t. m < N/2}, the reduced equations for xm are as follows,∑
n∈H∗

ûmn

(
xn − κ(t−1s)n + xm(1− 4x2n)

)
= 0 for all m ∈ H∗ (6.28)

where the entries of û are given by,

ûmn = 2umn + 2um(N−n) m,n = 1, . . . ,
[
N−1
2

]
(6.29)

supplemented by the following relations when N = 2ν is an even integer,

ûνν = uνν ûmν = umν + u(N−m)ν m = 1, . . . , ν − 1 (6.30)

The reduced potential is given by,

VH = VCB +
∑

m,n∈H∗

ûmn

[ (
xm − κ(t−1s)m

) (
xn − κ(t−1s)n

)
− 1

8
(1− 4x2m)(1− 4x2n)

]
(6.31)

It may be readily verified that these equations reproduce the reduced equations for gauge

group SU(3) on its C-symmetric Higgs branch (HB+) analyzed in section 5.

6.6.2 C-non-invariant solutions for C-invariant partitions

The analysis of C-non-invariant solutions to a C-invariant partition C|H is more involved

than that for C-invariant solutions because the number of independent variables is larger.

Here we shall provide a set-up that simplifies the equations without actually solving them.

The starting point is the set of reduced equations for xm with m ∈ H given in (6.11).

Since Hc = H, the index N − m also belongs to H. The issue is whether the differences

xm − xN−m vanish or not. If they all vanish, then the corresponding solution is C-invariant,

92 Actually, requiring xN−m = xm for all m is equivalent to requiring h2N−m = h2m for all m, as follows
from (6.3) and (6.4). Since all hm ≥ 0 are non-negative, either condition in (6.27) implies the other.
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while otherwise the solution spontaneously breaks C-symmetry. To analyze the possible

branches that can appear for a given C-symmetric partition, we study the equations for the

differences xm − xN−m and the sums xm + xN−m using the following parametrization,

xm = ym +∆m xN−m = ym −∆m (6.32)

Taking the sums and differences of the m and N −m equations in (6.14) and using the fact

that (t−1s)N−m = (t−1s)m implies (u−1s)N−m = (u−1s)m gives the sum equations,

κ
∑
n∈H

umn(t
−1s)n =

∑
n∈H

umn

(
ym(1− 4y2n − 4∆2

n) + yn − 8yn∆m∆n

)
(6.33)

and the difference equations, ∑
n∈H

Umn∆n = 0 (6.34)

where the components of the matrix U for m,n ∈ H are given by,

Umn = umn(1− 4ymyn) + δm,n

∑
p∈H

unp(1− 4y2p − 4∆2
p) (6.35)

Under charge conjugation, ym and Umn are invariant, while ∆n → −∆n. Thus, a charge

conjugation invariant solution is characterized by ∆n = 0 for all n ∈ H while otherwise

the solution spontaneously breaks C. For the latter case, the analysis of the SU(3) case

has shown that such a solution exists but that it is always locally unstable. In section 7

we shall establish numerically that a similar conclusion holds for the cases of gauge groups

SU(4), SU(5), and SU(6), but we have not found an analytic proof.

6.7 The Coulomb branch CB: H = ∅

The Coulomb branch CB has vanishing Higgs fields hk = 0 for all k = 1, . . . , N −1 while

the solution for xk is given by (6.10),

xk = κ(t−1s)k (6.36)

The conditions for local stability of the Coulomb branch may be read off from (6.22),

1
2
< |xk| for all k = 1, . . . , N − 1 (6.37)
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and imply the bound M < MCB or equivalently,

κCB < κ κCB =

(
2 min
1≤k≤N−1

{
(t−1s)k

})−1

(6.38)

As κ → ∞, the only solution is the Coulomb branch. Indeed, if we assumed that H ̸= ∅
as κ → ∞, we see from (6.3) and (6.4) that xk cannot remain bounded for at least one

k ∈ H since otherwise the left side would remain bounded while the right side diverges as

κ → ∞. But if xk diverges for any k ∈ H, then h2k < 0 for all k ∈ H in view of (6.7), which

is contradictory to our assumptions. Hence H must be empty in the limit κ → ∞ and, by

continuity must remain empty for sufficiently large κ. Finally, the value of the potential in

the Coulomb branch is given by VCB in (6.17).

6.8 The maximal Higgs branch HB: C = ∅

In this subsection, we analyze the existence and stability of solutions for small κ which

corresponds to the case where the supersymmetry breaking scale is large compared to NΛ.

We shall show that the stable solutions necessarily lie on a maximal Higgs branch HB, where

C = ∅. It is instructive to begin with the special case κ = 0.

6.8.1 The solution for κ = 0

To analyze the existence and stability of solutions for κ = 0, we begin by considering

the equations for xm in (6.3),

N−1∑
n=1

(
tmn + 2h2mδm,n

)
xn = 0 (6.39)

Clearly, positive definiteness of t implies xn = 0 for all n = 1, . . . , N − 1. The local stability

condition (6.23) for a solution corresponding to an arbitrary partition C|H for xn = 0 for all

n = 1, . . . , N − 1 reduces to the following condition for all k ∈ C,∑
m,n∈H

(t−1)knunm > 1 (6.40)

Since k ∈ C and n ∈ H, the matrix elements (t−1)kn are all negative, while the matrix elements

unm are all positive. As a result, the left side is negative and the inequality can never be

satisfied, unless C = ∅ in which case the condition is simply absent. Thus we conclude that
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local stability eliminates all but the maximal Higgs branch. The remaining local stability

condition Qα ≥ 0 is satisfied for xm = 0 as Qα reduces to,

Qα =
N−1∑
m,n=1

tmn(αm + αn)
2 (6.41)

Since the matrix elements of t are strictly positive Qα is positive. It is definite since the

vanishing of all αm + αn implies αm = 0 for all m. We conclude that for κ = 0 the maximal

Higgs branch is the only locally stable solution and therefore it must also be globally stable,

as is explicitly proven in Appendix D.

6.8.2 Series expansion of the solution for small κ

By continuity in κ, the solution corresponding to the partition with C = ∅ will remain the

global minimum of the potential for κ non-zero but small. The solution may be constructed

by Taylor series expanding equation (6.11) for C = ∅ in powers of κ to obtain xm,

N−1∑
n=1

Tmnxn − 4xm

N−1∑
n=1

tmnx
2
n = κsm Tmn = tmn + δm,n

N−1∑
p=1

tnp (6.42)

for m,n = 1, . . . , N − 1, and then using (6.7) to obtain hm. To leading order in κ, the

equation reduces to the linear matrix equation Tx = κs. Since the polynomial in x on the

left side of the first equation in (6.42) is odd in x, and the right side is odd in κ, the Taylor

expansion of xm in powers of κ involves only odd powers of κ,

xm = κx(1)m + κ3x(3)m + κ5x(5)m +O(κ7) (6.43)

It is immediate to obtain the first two coefficients recursively,

x(1)m =
N−1∑
n=1

(T−1)mnsn x(3)m = 4
N−1∑
n,p=1

(T−1)mn tnp x
(1)
n (x(1)p )2 (6.44)

The Taylor series solution is manifestly C-invariant to all orders in κ since, by induction on

the order (r) of the expansion, the individual contributions satisfy,

x
(r)
N−m = x(r)m m = 1, . . . , N − 1 (6.45)

109



using the relations sN−m = sm, t(N−m)(N−n) = tmn and T(N−m)(N−n) = Tmn. The radius of

convergence of this expansion is finite, but its value depends on the detailed structure of the

matrix t. In the crude approximation where tmn is dominated by its diagonal entries, the

N − 1 cubics decouple, and the condition for convergence for the expansion of each cubic

becomes 27κ2s2m < 8t2mm for all m. Equivalently this is the point at which the Hessian ceases

to be positive definite.

To investigate global stability, we expand the effective potential VH, given in (6.16) for

an arbitrary partition, to second order in κ,

VH = VCB −
1

8

∑
m,n∈H

umn + κ2
∑

m,n∈H

umn (x
(1)
m

)2
+O(κ4) (6.46)

The first term is the energy of the Coulomb branch, the sum of the first two terms gives

the potential of the κ = 0 HB, while the third term systematically raises the value of the

effective potential for every partition as κ is increases away from 0. Note that the quadratic

κ-dependence in (6.46) explains the universally parabolic shape at small κ of the HB potential

plotted in figures 10 and 11 above for SU(2) and SU(3), respectively, as well as in figures

13, 14, and 15 below for SU(4), SU(5), and SU(6), respectively.

6.9 Comparing the branches H = CB, {m}, {m,N −m}

In this subsection we shall compare the existence and local and global stability of the

Coulomb branch CB with the following branches, for arbitrary N ≥ 3 and m < N/2,93

H1 = {m} hm > 0 hk = 0, k ̸= m

H+
2 = {m,N −m}+ hm = hN−m > 0 hk = 0, k ̸= m,N −m

H−
2 = {m,N −m}− hm ̸= hN−m > 0 hk = 0, k ̸= m,N −m (6.47)

We will show that when the potentials for the branches H1 and H+
2 are lower than the

potential of the Coulomb branch, then the potential of the branch H+
2 is always lower than

the potential of the branch H1. Furthermore, the branch H−
2 is always locally unstable. This

simple case exemplifies many salient features of the cascade that we will explore below for

general SU(N).

The reduced equations for xm in branch H1 and for xm = xN−m in branch H+
2 are given

93 Note that for N = 2ν an even integer and m = ν, the branch H−
2 does not exist, while the other two

branches coincide H+
2 = H1.
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by (6.11) in terms of the same relation between xm and κ,

2xm − 4x3m = κ(t−1s)m (6.48)

The equations are those of the SU(2) case studied in section 4.2, with an adapted parameter

on the right side of the cubic relative to the SU(2) case (see (4.9)), and we may therefore

directly import the results from SU(2). Existence of the solutions requires xm < 1/
√
6 and

imposes the following condition on κ,

κ(t−1s)m <
4

3
√
6

(6.49)

The reduced potentials on the branches are given as follows,

VH1
= VCB − 1

8

(1− 8x2m)(1− 4x2m)
2

(t−1)mm

H1 = {m}

VH+
2
= VCB − 1

4

(1− 8x2m)(1− 4x2m)
2

(t−1)mm + (t−1)m,N−m

H+
2 = {m,N −m}+ (6.50)

Since (t−1)m,N−m < 0 for m < [N/2], the potential for the branch H+
2 is lower than the

potential of the branch H1 as soon as 8x2m < 1 and both potentials are lower than the

potential VCB in the Coulomb branch, as announced earlier. For N even and m = N/2, the

two potentials coincide, in agreement with the fact that the branches H1 and H+
2 coincide.

6.9.1 Local instability of the branch H−
2

To analyze the local stability for the branch H−
2 , we make use of the formalism developed

in subsection 6.6.2 for C-non-symmetric solutions to branches corresponding to C-symmetric

partitions. The only non-vanishing variables here are ym = yN−m and ∆m = −∆N−m, defined

in (6.32), where ∆m ̸= 0 by definition of the branch H−
2 . Equation (6.34) then reduces to the

condition Um,m − Um,N−m = 0 which is solved in ∆m by,

∆2
m =

um,m(1− 4y2m)

2(um,m + um,N−m)
(6.51)

A cubic equation for ym may be obtained by eliminating ∆m between (6.51) and the remaining

equation (6.33), but it will not be needed here. Instead we shall right away pass to the analysis

of the local stability condition Qα > 0 given in (6.21). Positivity of the quadratic form Qα

requires that its trace be positive. Expressing the trace of Qα in terms ym and ∆m, we find
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the following C-symmetric expression,

trQα = 8um,m(1− 6y2m − 6∆2
m) + 4um,N−m(1− 4y2m − 4∆2

m) (6.52)

Eliminating ∆m from the trace, using (6.51), we obtain,

trQα =
−4u2m,m(1− 3y2m) + 4(1− 4y2m)u

2
m,N−m + 4(1− 8y2m)um,mum,N−m

um,m + um,N−m

(6.53)

An immediate rearrangement of the terms in the numerator gives,

trQα = −4
(u2m,m − u2m,N−m − um,mum,N−m)(1− 3y2m) + (u2m,N−m + 5um,mum,N−m)y

2
m

um,m + um,N−m

(6.54)

Positivity of h2m requires 4y2m < 1 so that both terms in the numerator of the above expression

are positive and the trace is negative. Hence the branch H−
2 is always locally unstable. As a

special case, we recover the result of section 5.5 for SU(3).

6.9.2 Local stability of the branch H+
2

Local stability requires the conditions of (6.22). One verifies that Qα is positive definite

for 8x2m < 1 by diagonalizing the quadratic form. To enforce the condition Qβ > 0, we first

solve for xk with k ∈ C using (6.10),

xk =
∑
ℓ∈C

σkℓ

(
κsℓ − (tℓ,m + tℓ,N−m)xm

)
(6.55)

Positivity of Qβ then requires the following inequalities for all k ∈ C,

x2k >
1
4
− 1

8

(
(t−1)k,m + (t−1)k,N−m

)
ûmm(1− 4x2m) (6.56)

Since we have 0 < ûmm, 8x
2
m < 1, and (t−1)km < 0 for k ∈ C in view of (2.86), the above

bound requires the following necessary condition,

x2k >
1
4
+ 1

16
ûmm

∣∣∣(t−1)km + (t−1)k,N−m

∣∣∣ for all k ∈ C (6.57)

As κ → 0, equation (6.48) implies that also xm → 0 as is familiar from the SU(2) case.

Clearly, the values of xk obtained by solving (6.55) then also tend to zero and the bound

(6.57) will not be satisfied. This means that the solution in the branch H = {m,N −m} is
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Figure 12: The case of gauge group SU(8): the potential for the Coulomb branch is shown
in red on the horizontal axis; the potentials for the branches H = {m,N −m} are drawn in
solid lines, those for the branches H = {m} are drawn in dashed lines; in blue for m = 1; in
orange for m = 2. The renormalization scale is µ = 10−3Λ.

locally stable only for a limited range of κ below the upper bound (6.49). Note that these

constraints trivialize for N = 3 with m = 1, so that H+
2 = HB is the maximal Higgs branch,

which is stable down to arbitrarily small κ.

6.9.3 Relative structure of the branches H1 and H+
2 for different values of m

The analytical expressions for sn = sin(nπ/N) and tmn in (2.75), (2.76) imply the fol-

lowing ordering of their entries, independently of the value of µ,

sm < sn tmm < tnn 1 ≤ m < n ≤ N
2

(6.58)

For µ sufficiently small, so that the matrix t is positive definite and satisfies the inequality

(t−1)kℓ < 0 for all k ̸= ℓ, numerical analysis reveals the following ordering of (t−1s)m,
94

(t−1s)m < (t−1s)n 1 ≤ m < n ≤ N
2

(6.59)

It follows from (6.59) and (6.49) that, as κ is decreased from ∞ (where only the CB exists),

the first one of the branches H = {m,N −m} to be allowed is m = 1, then m = 2 and so on.

(See figure 12 for the case N = 8.) This observation lies at the heart of the cascading phase

structure that we will uncover below.

Note that the branches CB, H = {m}, and H = {m,N − m} have a accidental triple

intersection, as we already encountered for SU(3) (see figure 11 and section 5.9). The fate

of these degeneracies is discussed numerically in section 7, and analytically in section 8.

94 See for instance figures 30, 31, and 32 in appendix C. See also the analytic discussion around (C.10).
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7 Numerical phase diagrams for N = 4, 5, 6

In this section, we shall carry out a detailed analysis of the existence and stability of the

various branches for the case of SU(4) gauge group, and plot the potentials VH versus κ for

the various branches C|H. Since the analysis for the SU(5) and SU(6) cases is very similar,

we shall only present the final results, i.e. a plot of the potentials VH for the various branches.

As was explained in subsection 6.6 for arbitrary N , specifying a partition C|H does not

always suffice to specify a branch of solutions completely. This is not an issue if the set H is

not C-invariant, in which case H and its charge-conjugate Hc are physically identical branches,

exchanged by the spontaneously broken C-symmetry. However, a C-symmetric partition C|H,
with Hc = H, must be further refined into two different sub-branches: one containing only C-

symmetric solutions, which we denote by H+, and the other with solutions that spontaneously

break C, which we denote by H−. As before, we continue to use the abbreviations CB and

HB for the Coulomb branch and the maximal Higgs branch, respectively.

The numerical analysis presented here was carried out with the help of two different

numerical methods, whose results were found to be in perfect agreement with one another

within the prescribed precisions, and to match with the analytical results wherever they are

available. The methods are as follows.

• A direct numerical method by which all possible solutions to the reduced field equations

(6.7), (6.10), (6.14) are found for a given value of κ (which is then incremented in steps of

∆κ = 0.0001); only those solutions are retained for which the Hessian (3.27) is positive;

and the effective potential for those solutions is plotted. The plots in figures 13, 14,

and 15 have been drawn using this method.

• An algorithmically simpler method which proceeds by scanning the entire parameter

space of the variables xm for m ∈ H, enforcing the field equations of (6.7), (6.10)

exactly, while solving the field equations (6.14) within a prescribed precision ε, and

then retaining only those solutions for which the Hessian is positive. This method is

presented in detail in appendix B for the case of gauge group SU(4).

The numerics in this section depend on the value of the renormalization scale µ. Pos-

itivity of the matrix t and negativity of the off-diagonal entries of its inverse t−1 require

µ < 0.451Λ, as listed in (2.84). Unless stated otherwise, our numerical estimates will be

carried out for µ = 10−3Λ.
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Figure 13: The potential VH − VCB is plotted for gauge group SU(4) as a function of κ for
the different branches labeled by the partition C|H. Solid and dotted lines correspond to
locally stable and locally unstable vacua, respectively. The Coulomb branch CB is drawn in
red on the horizontal axis and extends to κ → ∞; the branch H = {1} is drawn in green;
H = {2} in purple; H = {1, 3}+ in orange; H = {1, 2} in cyan, and the maximal Higgs branch
HB={1, 2, 3}+ in blue. The branches {1, 3}− and {1, 2, 3}− are empty and are not shown.
The right panel is a magnification of the boxed area of the left panel; note the accidental
degeneracy at the triple intersection of the CB, H = {1} and H = {1, 3}+ branches. See
section 7.1.2 for more detail.

7.1 Phase Diagram for SU(4)

The phase diagram of SU(4) is summarized in figure 13, where the potential differ-

ence VH−VCB of each branch H relative to the Coulomb branch CB are plotted as a function

of the dimensionless κ = NΛ/(2π2M) (with N = 4) defined in (3.22). The phase diagram

as a function of increasing SUSY-breaking mass M , equivalently decreasing κ, is obtained

by tracing the curve of lowest potential, starting with the CB at the top right of the figure.

See section 7.1.2 for a more detailed description of the SU(4) phase diagram and its various

transitions.

Since N = 4 is fixed, we label branches by the index set H of non-zero Higgs vevs;

if needed, we also use ± to indicate the C-parity of C-even partitions. This leads to the

following distinct branches (for the C-non-invariant partitions H, we only list one of the two
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degenerate partitions H, Hc):

C-invariant



CB

{2}

{1, 3}+

HB = {1, 2, 3}+

C-non-invariant


{1}

{1, 2}, {1, 3}−

{1, 2, 3}−
(7.1)

We shall now discuss each one of these branches, and compare their relative global stability.

7.1.1 Analytic and numerical results for the branches of SU(4)

Our prior discussion for general SU(N) gauge group already covered the CB in sec-

tion 6.7, the maximal HB in section 6.8, as well as a discussions of the branches H =

{m}, {m,N − m}± for any m. We shall briefly recall these results specialized to SU(4),

and then focus on the new branches in (7.1).

• The Coulomb branch CB with h1 = h2 = h3 = 0

Using the results of subsection 6.7 we have,

x1 = x3 = κ(t−1s)1 x2 = κ(t−1s)2 (7.2)

Numerical analysis shows that throughout the range µ < µneg, we have (t−1s)1 < (t−1s)2.

Thus, the branch exists for the following range of κ,

κ > κCB =
1

2(t−1s)1
≈ 0.234855 (7.3)

The solution is locally stable in this range and its potential is given by VCB. Here and below,

the subscripts on κ and on V refer to the branch names.

• The single Higgs branch H = {1} with h1 > 0, h2 = h3 = 0

Using the general results of subsection 6.9, the variables x1 and h1 are given by,

2x1 − 4x31 = κ(t−1s)1 2h21 = u11(1− 4x21) κ < κ{1} (7.4)
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where κ{1} is given by,

κ{1} =
4

3
√
6(t−1s)1

≈ 0.255678 (7.5)

The variables x2, x3 are given in terms of x1 by

x2 =
(
t33(κs2 − t21x1)− t23(κs3 − t31x1)

)
/(t22t33 − t223)

x3 =
(
t33(κs3 − t31x1)− t23(κs2 − t21x1)

)
/(t22t33 − t223) (7.6)

Local stability requires the conditions,

6x21 < 1 4x2k > 1− u11(t−1)k1(1− 4x21) (7.7)

for k = 2, 3. The value of the reduced effective potential is given by

V{1} = VCB − 1
8
u11(1− 8x21)(1− 4x21)

2 (7.8)

Numerical analysis shows that, in the interval x1 ∈ [0, 1/
√
8] where the potential V{1} is lower

than the potential VCB of the Coulomb branch, the solution in branch {1} is locally stable for

a small region below x1 = 1/
√
8, and is locally unstable throughout the remaining interval,

as indicated by the solid and dotted green lines in figure 13.

• The single Higgs branch H = {2} with h1 = h3 = 0, h2 > 0

Using the general results of subsection 6.9 the variables x2 and h2 are given by,

2x2 − 4x32 = κ(t−1s)2 2h22 = u22(1− 4x22) (7.9)

where we recall the relations (t−1)22 = (u−1)22 = (u22)
−1 that are applicable here. The branch

exists provided κ satisfies,

κ < κ{2} =
4

3
√
6(t−1s)2

≈ 0.188408 (7.10)

The remaining variables x1, x3 are given in terms of the solution for x2 by,

x1 = x3 =
κs1 − t12x2
t11 + t13

(7.11)
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Local stability requires the conditions,

6x22 < 1 4x21 > 1− u22(t−1)12(1− 4x22) (7.12)

and the value of the reduced effective potential is given by,

V{2} = VCB − 1
8
u22(1− 8x22)(1− 4x22)

2 (7.13)

Numerical analysis shows that, in the interval x2 ∈ [0, 1/
√
8] where the potential V{2} is lower

than the potential VCB of the Coulomb branch, the solution in branch {2} is locally unstable

throughout the interval, as indicated by the dotted purple line in figure 13.

• The 2H branch H = {1, 3}+ with h1 = h3 > 0 and h2 = 0

Using the general results of 6.9, we find that the variables x1 and x3 must be equal to

one another along with h1 = h3, and are given by,2x1 − 4x31 = κ(t−1s)1

2h21 = (u11 + u13)(1− 4x21)
κ < κ{1,3}+ = κ{1} (7.14)

and κ{1} was given in (7.5). The remaining variable x2 is given in terms of x1 by,

x2 =
1

t22

(
κs2 − (t11 + t13)x1

)
(7.15)

Local stability requires the conditions,

6x21 < 1 4x22 > 1− 2(t−1)21(u11 + u13)(1− 4x21) (7.16)

and the value of the reduced effective potential is given by,

V{1,3}+ = VCB − 1
4
(u11 + u13)(1− 8x21)(1− 4x21)

2 (7.17)

This potential is shown in orange in figure 13.

Comparing the potentials in (7.17) and (7.8) we observe that V{1,3}+ < V{1} for any

value 0 ≤ x21 < 1/8 using the fact that |u13| < u11. The latter follows from the positivity of

the matrices t and u, while the former guarantees that both potentials are smaller than the

potential VCB of the Coulomb branch. Hence the branch {1} is not globally stable (except
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at the triple intersection with the CB and the {1, 3}+ branch).

• The double Higgs branch H = {1, 3}− with h1 ̸= h3 > 0, h2 = 0

The equations for this branch reduce to two coupled cubics in two variables that can

be analyzed numerically. Our general methodology is explained in Appendix B. The result

is that the branch {1, 3}− is empty or, in other words, that starting out with h2 = 0 and

arbitrary h1, h3 > 0 invariably leads to h1 = h3, which characterizes the branch {1, 3}+.
Independently, we have already shown in section 6.9.1 that the branch H = {1, 3}− is always

locally unstable (were it to exist).

• The double Higgs branch H = {1, 2} with h1, h2 > 0, h3 = 0

The study of the branch H = {1, 2} also requires numerical analysis. While this branch

is found to be non-empty, its reduced potential, for a given value of κ, is always larger than

the potential in branch HB={1, 2, 3}+, so that the branch H = {1, 2} is not globally stable.

In fact, it is not even locally stable, as indicated by the dotted cyan line in figure 13.

• The maximal HB, H = {1, 2, 3}+, with h1 = h3, h2 > 0

The analysis of the maximal Higgs branch HB involves two coupled cubics, as may be

seen by eliminating h1 = h3 > 0 and h2 > 0 from the field equations for x1 = x3 and x2,

2xkh
2
k +

3∑
ℓ=1

tkℓxℓ = κsk 2h2k =
3∑

ℓ=1

tkℓ(1− 4x2ℓ) (7.18)

The reduced potential, evaluated on the solutions of the maximal Higgs branch with x1 = x3,

is conveniently expressed as follows,

V sol
HB = VCB −

1

8

3∑
k,ℓ,m,n=1

(t−1)kℓ tkm tℓn(1− 8xkxℓ)(1− 4x2m)(1− 4x2n) (7.19)

The plot of the potential VHB versus κ is obtained by the methods explained in Appendix B

and produces the blue curve in figure 13.

• The C-odd maximal Higgs branch H = {1, 2, 3}− with h1 ̸= h3, h2 > 0

Using the charge conjugation invariance of tkℓ and sk, and eliminating h2k using the left

equation of (7.18), we see that the difference of the left equations in (7.18) for k = 1 and
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k = 3 factorizes. One solution, namely x1 = x3 gave the maximal Higgs branch HB. The

other solution is given by the following relation,

4t11(x
2
1 + x23) + 4(t11 − t13)x1x3 + 4t12x

2
2 = 2t11 + t12 (7.20)

and governs the H = {1, 2, 3}− branch. The numerical analysis of the H = {1, 2, 3}− branch

proceeds along the same lines as that of the HB branch and is detailed in Appendix B. Our

numerical analysis shows that the branch H = {1, 2, 3}− is empty.

7.1.2 Details of the SU(4) Phase Diagram

Expanding on the preceding numerical analysis, we now give a more detailed description

of the different (non-empty) branches H, whose potentials VH − VCB are plotted against κ in

figure 13, and the resulting phase diagram.

Above, we have numerically established the following ordering:

0 < κ{2} < κHB < κCB < κ{1} = κ{1,3}+ (7.21)

The Coulomb branch (CB) exists for κ > κCB while all other branches exist for κ smaller

than the corresponding critical value of κ, e.g. κ < κ{1} = κ{1,3}+ for the branches {1} and
{1, 3}+; κ < κ{2} for branch {2}; and κ < κHB for the maximal Higgs branch HB. The most

important inequality is κHB < κCB, which indicates that the maximal Higgs branch and the

Coulomb branch can never coexist. This forces the existence of at least one (and generally

several) intermediate phases – a new phenomenon for SU(N) with N ≥ 4.

Let us summarize the branch structure in more detail:

• For κ{1} = κ{1,3}+ < κ, none of the Higgs branches exist and the system must be on

the Coulomb branch, which is globally stable in this range of κ;

• For κCB < κ < κ{1,3}+ , there are three locally stable branches: CB, {1}, and {1, 3}+.
The right panel of figure 13 shows that the three branches intersect at the point

κ∗ =
3

4
√
2 (t−1s)1

, κCB < κ∗ < κ{1,3}+ . (7.22)

The {1, 3}+ branch has lower potential for κ < κ∗, while the CB has the lowest potential

for κ > κ∗. Thus there is a phase transition CB→ {1, 3}+ as we dial through κ∗ from

right to left, while the single Higgs branch {1} is passed over. This is identical to the

situation for SU(3) (see section 5.9).
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• For κHB < κ < κCB, neither the Coulomb branch nor the maximal Higgs branch exists.

The {1, 3}+ branch is globally stable with the lowest potential. The {1} branch ceases

to be locally stable in this range of κ.

• For κ < κHB we have a competition between the maximal Higgs branch HB and the

branch {1, 3}+. (All other branches that exist are locally unstable.) We know analyt-

ically that the HB is the globally stable vacuum for sufficiently small κ. Thus there

must be a phase transition {1, 3}+ →HB, whose precise location (κ ≃ 0.194 in figure 13)

must be settled numerically.

7.2 Phase Diagram for SU(5)

Here we will be brief and present only results, since the approach is identical to the SU(4)

case described in detail above (see also appendix B for more details on the numerical analysis).

For SU(5) the distinct partitions C ∪ H are given by

C-inv.


CB

{1, 4}+, {2, 3}+

HB = {1, 2, 3, 4}+
C-non-inv.



{1}, {2}

{1, 2}, {1, 3}, {1, 4}−, {2, 3}−

{1, 2, 3}, {1, 2, 4}

{1, 2, 3, 4}−

(7.23)

In figure 14 we plot the potentials VH − VCB, for the different branches H, but in order

to avoid cluttering the figure we omit branches that do not exist, or that exist but are never

locally stable.

In accord with general expectations (see section 6), the CB is the true vacuum for large κ,

and the HB for small κ. Reading the figure from large to small κ, the first phase transition

CB→ {1, 4}+ proceeds as for SU(3) and SU(4) above, with the transition point κ∗ also being

the exact triple intersection with the single Higgs {1} branch.
A new feature of the SU(5) case not previously encountered, is that the second phase

transition {1, 4}+ → {1, 2, 4} briefly opens up a phase that spontaneously breaks C. This

phase only persists for a short range of κ, before further transitioning {1, 2, 4} →HB. The

range in κ over which this happens is so small that the three branches {1, 4}+, {1, 2, 4} and
HB look almost degenerate in the top panel of figure 14. However, the magnification in the

bottom left panel clearly shows that (unlike the exact branch crossing of CB, {1}, {1, 4}+)
this is a near miss, with the C-odd {1, 2, 4} branch actually being the true vacuum for a

small range of κ. We will revisit this phenomenon analytically in section 8.
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Figure 14: The potentials VH − VCB for gauge group SU(5) as a function of κ for different
branches H. Solid/dotted lines indicate locally stable/unstable solutions. The Coulomb
branch (CB) is drawn in red on the horizontal axis and extends to κ → ∞; the branch
H = {1} is drawn in green; H = {1, 4}+ in orange; H = {1, 2, 4} in purple; and the maximal
HB in blue. To avoid clutter, we do not show the remaining branches, which are either empty
or never locally stable. The bottom right panel zooms in on the (exact) triple intersection
between the CB, {1}, and {1, 4}+ branches at κ = κ∗; the bottom left panel zooms in on
the (approximate) crossing of the {1, 4}+, {1, 2, 4} and HB branches, and exhibits the brief
existence of a globally stable C-odd {1, 2, 4} phase around κ ≃ 0.23.

7.3 Phase diagram for SU(6)

We plot the potentials VH − VCB for the different SU(6) branches H in figure 15. Again

we only show branches that exist and are locally stable for at least some of their existence.

7.4 Evidence for a cascade of phase transitions

In the previous subsections we have explored the phase diagram of the SU(4), SU(5),

and SU(6) theories as a function of the SUSY-breaking parameter κ = NΛ/(2π2M) defined

in (3.22), by numerically minimizing the classical scalar potential (3.23) obtained from the
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Figure 15: The potentials VH − VCB for gauge group SU(6) as a function of κ for different
branches H. Solid/dotted lines indicate locally stable/unstable solutions. The CB is drawn
in red and extends to κ→∞; the branch H = {1} is drawn in green; H = {1, 5}+ in orange;
H = {1, 2, 5} in purple; H = {1, 2, 3, 5} in cyan; H = {1, 2, 4, 5}+ in pink; and the maximal
HB in blue. To avoid clutter, we do not show the remaining branches, which are empty
or never locally stable. The bottom right panel zooms in on the (exact) triple intersection
between the CB, {1}, and {1, 5}+ branches at κ = κ∗; the bottom left panel zooms in on the
(approximate) crossing of the {1, 5}+, {1, 2, 5}, and {1, 2, 4, 5}+ branches, and exhibits the
brief existence of a globally stable C-odd {1, 2, 5} phase around κ ≃ 0.28.

Abelian dual at the multi-monopole point. This analysis is captured by the effective potentials

plotted in figures 13, 14, and 15 respectively. By starting in the large-κ regime at the top-

right of these figures and tracing the envelope of lowest potential as κ decreases, we obtain the

phase diagrams. Here we summarize these phase diagrams, emphasizing common structural

aspects that naturally generalize to all SU(N) gauge groups:

• At large κ we always find the Coulomb branch. The first phase transition out of the

CB occurs at κ = κ∗, where the three branches CB, {1} and {1, N − 1}+ are exactly

(and accidentally) degenerate. (The values of κ∗ for N = 2 through N = 6 are listed

in table 3.) Thus dialing κ through κ∗ leads to the phase transition CB→ {1, N − 1}+,
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N κCB κ{1} κ⋆ κHB

2 0.1314 0.1394 0.1430

3 0.1716 0.1700 0.1820 0.1868

4 0.2349 0.2557 0.2491 0.2031

5 0.3133 0.3409 0.3322 0.2384

6 0.4052 0.4410 0.4297 0.2655

Table 3: Various threshold values of κ, including its value κ∗ at the phase transition out of
the Coulomb branch, for N = 2 through N = 6. All values are obtained with µ = 10−3Λ.

bypassing the C-odd single Higgs branch {1}. Exactly this feature was already discussed
for SU(3) in section 5.9, and it persists for N = 4, 5, 6.

• At small κ we always find the maximal HB, which is necessarily separated by the CB

by at least one intermediate phase for N ≥ 4 (and unlike what happens for N = 2, 3).

• The additional phases and transitions can be roughly – but in general incorrectly (see

below) – characterized by saying that the Higgs fields turn on in the following C-

symmetric, cascading pattern of phase transitions,

CB → {1, N − 1}+ → {1, 2, N − 2, N − 1}+ → · · · → HB . (7.24)

This picture in fact correctly describes the phase diagram of SU(4) in figure 13, but it

is not correct for SU(5): there the transition {1, 4}+ → HB is interrupted by the brief

appearance of a C-breaking intermediate phase, as shown in the bottom-left panel of

figure 14, so that

SU(5) : {1, 4}+ → {1, 2, 4} → HB (7.25)

Something similar happens for SU(6), where the naive transition {1, 5}+ → {1, 2, 4, 5}+

is very briefly interrupted by a C-breaking {1, 2, 5} phase (barely visible in the bottom-

left panel of figure 15). Note, however, that for SU(6) (as was the case for SU(4)) this

phenomenon does not happen for the final transition into the HB, because this only

involves turning on a single C-even Higgs field.

We see that although the C-even phases (7.24) dominate the cascade (in the sense that

they occupy most of the phase diagram in κ-space), a C-odd interpolating phase very
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briefly appears in between generic C-even phases. Thus most transitions in (7.24),

which involve the simultaneous activation of two Higgs fields, are actually split into

two transitions involving one Higgs field at a time,

H = {1, . . . ,m,N−m, . . . , N−1}+ → H∪{m+1} → H∪{m+1, N−m−1}+ . (7.26)

However, in all examples the intermediate C-odd phase H∪ {m+1} only persists very

briefly in κ. We have also uncovered two exceptions to (7.26):

– The first transition CB→ {1, N − 1}+ is unmodified.

– If N = 2ν is even and m+ 1 = ν = N −m− 1, then all branches in (7.26) are C-

even, and the last two branches coincide. Thus the last transition C = {ν} → HB

is also unmodified in this case.

• Finally, all transitions are first order.

We refer to the structure uncovered above as a cascade of first-order phase transitions

interpolating between the CB and HB. In more detail:

(i) We refer to the approximate pattern of C-even phases (7.24) that dominates the cascade

when one zooms out far enough in κ as its coarse structure.

(ii) We refer to the exact pattern (7.26), where the C-even phases are briefly interrupted

by C-odd ones, as the fine structure of the cascade.

We conjecture that this structure persists for all values of N . (At large-N the number of

transitions is O(N).) This is strongly supported by the approximate analytic approach to

the cascade that we will develop in section 8 below, which is valid for all SU(N) gauge groups

and explains many of its qualitative (and even quantitative) features.
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8 Cascading phase transitions in perturbation theory

In the preceding sections we have analyzed the phase structure of the N = 2 SYM theory

with gauge group SU(N) and SUSY-breaking mass M , i.e. κ = NΛ/(2π2M) in (3.22), by

analyzing the semi-classical vacua of the Abelian dual at the multi-monopole point. These

are found by minimizing the potential (3.23) as a function of κ. Above we have done this

for N ≤ 6; we have also obtained results for general N in the large- and small-κ limits

corresponding to the Coulomb and maximal Higgs branch, respectively. As described in

section 7.4, these two regimes are connected by a cascade of first-order phase transitions,

with a two-tier structure that we referred to as the coarse structure (in (7.24)) and the fine

structure (in (7.26)) of the cascade.

In this section, we will introduce a perturbative approximation scheme, applicable for all

values of N and κ, that establishes this cascade – including its coarse structure (at leading

order) and its fine structure (at higher orders) – and is in excellent agreement with the results

obtained for N ≤ 6 in previous sections.

This approximation involves Taylor expanding the field equations, their solutions, and

the potential in powers of the off-diagonal entries of the matrix t or its inverse t−1.95 This

approximation is clearly justified if the RG scale µ in (2.75) is sufficiently small, so that the

diagonal entries of t and t−1 become large and dominate the off-diagonal entries. Reassuringly,

even at larger values of µ its predictions are in good agreement with our previous results.

We stress that the approximations obtained by expanding in powers of the off-diagonal

entries of t or t−1 will be applied to the reduced field equations of (6.11) or (6.14) and

the reduced effective potential (6.16), whose derivation already accounts for the vacuum

alignment established in section 3.4.1. This in turn relied on the fact that the off-diagonal

entries of the matrix t−1 are negative definite.

8.1 Defining perturbation theory around diagonal t−1

The inverse of the diagonal part of the matrix t is not equal to the diagonal part of the

matrix t−1. Thus, one may naturally define different expansions: either around the diagonal

of t, or around the diagonal of t−1. We will choose the latter, and expand the matrix t−1

around its diagonal. This has both practical and conceptual advantages.

Practically, the decomposition of the matrix t−1 and the matrix u−1 in an arbitrary

95 Although roughly equivalent, these expansions differ in the details, including in the assumptions under
which they are convergent, as discussed in section 8.1.
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partition C|H may then be parametrized as,

(
t−1
)
mn

= δmn

(
t−1
)
mm
− Pmn m,n ∈ {1, 2, . . . , N − 1}(

u−1
)
kℓ
= δkℓ

(
t−1
)
kk
− Pkℓ k, ℓ ∈ H (8.1)

where the non-negative matrix P is minus the (negative definite) off-diagonal part of t−1,

Pmn = −
(
1− δmn

)(
t−1
)
mn

(8.2)

The matrices t and u themselves are then obtained by geometric series,

t = t(0) + t(0)Pt(0) + t(0)Pt(0)Pt(0) +O(P 3) t(0)mn = δmn/
(
t−1
)
mm

u = u(0) + u(0)Pu(0) + u(0)Pu(0)Pu(0) +O(P 3) u
(0)
kℓ = δkℓ/

(
t−1
)
kk

(8.3)

Here m,n ∈ {1, 2, . . . , N − 1} and k, ℓ ∈ H; the matrix P in the expression for u is restricted

to H. The diagonal matrix u(0) is the restriction to H of the diagonal matrix t(0).

The conceptual advantage of the expansion of the matrix t−1 stems from the fact that

all its off-diagonal entries are negative (see (2.86)), and hence the matrix P in (8.2) is non-

negative. (More precisely, its diagonal entries vanish, while the off-diagonal ones are strictly

positive.) Thus both series in (8.3) are absolutely convergent.

8.1.1 A modified perturbation expansion

Throughout, we will use a modified prescription for carrying out the perturbative ex-

pansion in the off-diagonal elements of t−1, i.e. in the matrix P defined in (8.2):

• The matrix u that appears in the field equations (6.11) or (6.14) and in the effective

potential (6.16), is treated perturbatively, by expanding in P using (8.3).

• However, the full matrix t−1 is retained in the combination (t−1s) that appears in these

same equations.

This modified expansion leads to simple analytic formulas, and we have found that it con-

verges much more rapidly to the the numerical results obtained in section 7.

8.2 Cascading transitions to leading order: coarse structure

In this subsection, we shall solve the reduced field equations (6.11) or (6.14) to leading

order in the perturbation expansion described in subsection 8.1.1 above: this involves retain-
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ing the matrix u to leading u(0) order, while keeping the exact values of (t−1s). At this order,

the system of cubics decouples, and each cubic reduces to the SU(2) case, with modified

parameters, which was already solved in section 4. The results are as follows.

To leading order in the expansion, the field equations (6.10) and (6.11) for a given

partition C|H reduce as follows,96

k ∈ C xk = κ(t−1s)k hk = 0

k ∈ H 2xk − 4x3k = κ(t−1s)k 2h2k = u
(0)
kk (1− 4x2k) (8.4)

and the reduced off-shell potential of (6.16) takes the following form,

VH = VCB +
∑
k∈H

u
(0)
kk

[ (
xk − κ(t−1s)k

)2 − 1

8
(1− 4x2k)

2

]
(8.5)

where VCB is given by (6.17). Evaluating the effective potential on a solution to (8.4) gives

the on-shell effective potential V sol
H . It may be usefully expressed by eliminating xk−κ(t−1s)k

in favor of 4x3k − xk using the field equation for xk with k ∈ H, and we obtain,

V sol
H = VCB −

1

8

∑
k∈H

u
(0)
kk

(
1− 8x2k

)
(1− 4x2k)

2 (8.6)

where xk is a solution to 2xk − 4x3k = κ(t−1s)k and u
(0)
kk is given by (8.3) in terms of the

diagonal entries of t−1, u
(0)
kk = 1/(t−1)kk.

8.2.1 Existence of solutions and their stability to leading order

Next, we analyze the existence of these solutions and their local and global stability as

a function of κ, to leading order in the expansion of subsection 8.1.1.

• Existence of a solution corresponding to a partition C|H requires that, for every k ∈ H,

we have 4x2k < 1 by the positivity of h2k, and 0 < xk by the positivity of κ. These

conditions impose restrictions on the values of κ for which solutions corresponding to

the partition C|H can exist. Since the maximum of the function 2xk − 4x3k is attained

for xk = 1/
√
6 in the allowed interval [0, 1

2
] for xk (k ∈ H), the solution only exists

96 Note that the solution for xk (k ∈ C) precisely agrees with the Coulomb branch solution (6.36).
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when κ is bounded by

κ <
4

3
√
6

1

(t−1s)k
,

4

3
√
6
≈ 0.54433105 , for all k ∈ H . (8.7)

On the other hand, for k ∈ C, the solution xk = κ(t−1s)k exists for all κ.

• Local stability of a solution corresponding to a partition C|H requires xk < 1/
√
6 for all

k ∈ H and 1
2
< xk for all k ∈ C.

• Global stability of a (locally stable) solution corresponding to a partition C|H for a

given value of κ, requires that solution to have the lowest potential relative to all

other partitions and solutions that exist for that value of κ. As we will now explain,

this induces an ordering of the partitions that gives rise to the coarse structure of the

cascade.

8.2.2 Ordering of partitions and the coarse structure of the cascade

To compare the potentials for different partitions, we begin by clarifying the structure of

the different combinations (t−1s)k that occur in the field equations. The charge conjugation

relations sN−k = sk and tN−k,N−ℓ = tk,ℓ imply that all solutions satisfy xN−k = xk and

hN−k = hk, and are therefore charge conjugation symmetric. Furthermore, we have,

(t−1s)k < (t−1s)ℓ for 1 ≤ k < ℓ ≤ N
2

(8.8)

Thus, the coefficients of κ on the right side of the field equations for xk in (8.4) are ordered.

See also the closely related discussion around (6.59).

The global stability conditions may be read off from the reduced potential evaluated on

the solutions, as given in (8.6). Clearly, any solution for which 8x2k > 1 for some k ∈ H

has higher potential than the corresponding solution where the same k ∈ C, namely for

which the Higgs field hk is turned off. Thus, a necessary condition that any globally stable

solution must satisfy is xk < 1/
√
8 for all k ∈ H, whenever such a solution to the equation

2xk − 4x3k = κ(t−1s)k exists. Putting all together, we obtain the following picture for the

globally stable solutions for a given value of κ > 0,

3

4
√
2

1

(t−1s)k
< κ =⇒ k ∈ C

3

4
√
2

1

(t−1s)k
> κ =⇒ k ∈ H (8.9)
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Figure 16: Graphical representation of globally stable solutions to leading order in the per-
turbative expansion defined in subsection 8.1.1. Horizontal lines intersecting the solid red
curve x at a red dot give solutions xn (n ∈ C), while horizontal lines intersecting the solid
blue curve 2x− 4x4 at a blue dot give solutions xn (n ∈ H). As κ is decreased the horizontal
lines sweep the figure from top to bottom, eventually crossing the horizontal black line that
indicates the first order phase transition where the Higgs field hn turns on. This figure is a
rescaled version of the SU(2) figure 9.

We conclude from (8.9) that the phase transitions at which k ∈ C moves to k ∈ H occurs

at the following value of κ,

κ∗k =
3

4
√
2

1

(t−1s)k
,

3

4
√
2
≈ 0.53033008 (8.10)

Due to the C-symmetry of this expression, we have the ordering

κ∗1 = κ∗,N−1 > κ∗2 = κ∗,N−1 > · · · (8.11)

The existence of the cascade, and its coarse structure, immediately follow:

• For large values of κ, which exceed the transition points κ∗k = 3/(4
√
2(t−1s)k) in (8.10)

130



for all k = 1, . . . , N − 1, we find the Coulomb branch corresponding to the partition

H = 0, a result already obtained in subsection 6.7.

• For small values of κ, less than the transition values κ∗k = 3/(4
√
2(t−1s)k) in (8.10)

for all k = 1, . . . , N − 1, we find the maximal Higgs branch C = ∅, H = HB, a result

already obtained in subsection 6.8.

• As κ is decreased from larger to smaller values, the Higgs vevs are successively turned

on in a charge-conjugation symmetric pattern that follows from (8.11), starting with

h1 = hN−1, followed by h2 = hN−2 and so forth, as depicted in figure 16. This precisely

leads to the coarse structure of the cascade (7.24),

CB→ {1, N − 1}+ → {1, 2, N − 2, N − 1}+ → · · ·HB . (8.12)

• These transitions are all first order: the square Higgs vev h2k jumps from h2k = 0 for

k ∈ C to the strictly positive value h2k = t
(0)
kk /4 > 0 for k ∈ H. Correspondingly, xk

jumps discontinuously from xk = 3/
√
32 ≈ 0.53033 for k ∈ C to xk = 1/

√
8 ≈ 0.35355

for k ∈ H, as indicated by the two black dots on the horizontal black line in figure 16.

8.2.3 Comparison with exact numerics
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Figure 17: Phase transition values κ∗ for SU(4) and SU(5) gauge groups, as a function of
RG scale µ. The red dots indicate the first transition into the Coulomb branch (for which
perturbation theory is exact); the blue dots (exact numerics) and the black dots (leading
order perturbation theory) depict the last phase transition into the maximal Higgs branch.

In the previous subsection we have analytically established the coarse structure of the

cascade, by working to leading order in the perturbative scheme explained in section 8.1.1.
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This coarse structure is also observed numerically, as summarized in section 7.4. We would

now like to quantitatively compare leading order perturbation theory and the exact numerics

in section 7.

To this end, we compare the phase transition values κ = κ∗m obtained at leading pertur-

bative order in (8.10), with the exact numerical values. The resulting comparison is shown

in figure 17, for gauge groups SU(4) and SU(5), as a function of the RG scale µ, and all the

way to the largest possible values µ ≲ µneg. For both gauge groups, we plot the value of κ

for the first transition out of the Coulomb branch (for which perturbation theory and the

exact numerics agree, see section 8.5 below), and the value of κ for the last transition into

the maximal Higgs branch. We see that even the leading order perturbative expression (8.10)

for the transition values tracks the exact answers quite closely, over a large range of µ, and

is therefore a good quantitative approximation. The approximation can be improved by

including higher-order perturbative corrections, as we will do below.

8.3 Perturbative corrections

We now proceed to investigate how the above leading-order picture is altered as we

include subleading corrections in the perturbative expansion of subsection 8.1.1. First, we

will obtain the relevant equations for xk, and then study the evolution of the transitions as

the perturbation is tuned on. This requires evaluating VH − VCB for the solution given by a

partition C|H in this approximation, and then comparing the results from different partitions.

As we will see in subsection 8.4 below, the perturbative corrections are especially important

in the vicinity of the phase transitions, because of accidental degeneracies at leading order

in perturbation theory. Here we begin with a general discussion of the subleading terms of

the perturbative expansion.

The starting point is the exact reduced off-shell potential,

VH = VCB +
∑
k,ℓ∈H

ukℓ

[ (
xk − κ(t−1s)k

) (
xℓ − κ(t−1s)ℓ

)
− 1

8
(1− 4x2k)(1− 4x2ℓ)

]
(8.13)

and the corresponding exact reduced field equations of (6.11),∑
ℓ∈H

ukℓ

[
xℓ − κ(t−1s)ℓ + xk(1− 4x2ℓ)

]
= 0 (8.14)

Recall that the matrix u is defined in terms of the matrix t−1 and the partition H by (6.6),

and thus explicitly depends on H. An economical formulation of the expansion is obtained
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in terms of the solutions yk to the following system of decoupled equations,

2yk − 4y3k = κ(t−1s)k k ∈ H (8.15)

We stress that, in this equation, the full matrix t−1 is always retained on the right side,

regardless of the order of perturbation theory, as explained in subsection 8.1.1. Thanks to

the fact that the combinations (t−1s)k remains the same to all orders in the expansion, the

function yk similarly remains the same to all orders.97 In fact, the yk are nothing but the

solutions of the leading-order equations (8.4).

Next, we eliminate κ(t−1s)k from the potential and the field equations in favor of the

variables yk which are given in terms of κ by (8.15). The potential becomes,

VH = VCB +
∑
k,ℓ∈H

ukℓ

[ (
xk − 2yk + 4y3k

) (
xℓ − 2yℓ + 4y3ℓ

)
− 1

8
(1− 4x2k)(1− 4x2ℓ)

]
(8.16)

while the field equations are given by,∑
ℓ∈H

ukℓ

[
xk + xℓ − 2yℓ + 4y3ℓ − 4xkx

2
ℓ

]
= 0 (8.17)

Up to this point, the expressions for the potential and for the field equations are exact and,

given the solutions yk to (8.15), depend only on ukℓ and xk. Both of these functions may now

be expanded around diagonal t−1, as shown in (8.3) for u,

xk = yk + x
(1)
k + x

(2)
k + · · ·

ukℓ = u
(0)
kk δkℓ + u

(1)
kℓ + u

(2)
kℓ + · · · (8.18)

where the ellipses stand for terms of order three and higher. Comparison with (8.3) gives the

following explicit expressions for the leading and first order corrections to u, for k, ℓ ∈ H,

u
(0)
kℓ =

δkℓ

(t−1)kk
u
(1)
kk = 0 u

(1)
k ̸=ℓ =

−(t−1)kℓ

(t−1)kk(t
−1)ℓℓ

(8.19)

Higher order corrections may be evaluated analogously, but will not be needed explicitly here.

Carrying out the expansion to first and second order, we obtain the following expressions

97 If we had also expanded (t−1s), the values of yk would similarly require expansion, which would signifi-
cantly complicate the calculations.
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for the corrections x
(1)
k and x

(2)
k with k ∈ H,

2u
(0)
kk (1− 6y2k) x

(1)
k =

∑
ℓ̸=k

u
(1)
kℓ (1− 4y2ℓ )(yℓ − yk)

2u
(0)
kk (1− 6y2k) x

(2)
k = 12u

(0)
kk yk

(
x
(1)
k

)2 −∑
k,ℓ∈H

u
(2)
kℓ (yk − yℓ)(1− 4y2ℓ )

−
∑
ℓ̸=k

u
(1)
kℓ

[
x
(1)
k (1− 4y2ℓ ) + x

(1)
ℓ (1− 8ykyℓ)

]
(8.20)

while the on-shell potential evaluates as follows to this order,

V sol
H − VCB = −1

8

∑
k,ℓ∈H

(
u
(0)
kk δkℓ + u

(1)
kℓ + u

(2)
kℓ

)
(1− 8ykyℓ)(1− 4y2k)(1− 4y2ℓ )

−2
∑
k∈H

u
(0)
kk

(
1− 6y2k

)(
x
(1)
k

)2
(8.21)

We stress again that the matrices u(0), u(1) and u(2) in this expression depend explicitly on

the partition H. Note that, as expected, the second order correction x
(2)
k does not enter into

the corrections to the potential at that order.

8.4 Lifting approximate degeneracies: fine structure of the cascade

In this subsection, we analyze the behavior of the potentials for the three branches

H0, H1 = H0 ∪ {p}, H2 = H0 ∪ {p,N − p} (8.22)

where 2p ̸= N and p,N − p ̸∈ H0. As we shall show below, the potentials for the three

branches as a function of κ intersect at a single point to leading order in the perturbative

expansion. These are also the only degeneracies. For H0 = ∅, this degeneracy persists to

higher orders in the expansion, and is in fact exact. By contrast, for H0 ̸= ∅ the degeneracy

is lifted by first order terms in the perturbative expansion.

8.4.1 Leading (zeroth) order

The leading order in the expansion reveals an exact triple intersection of the three

branches in (8.22). The result follows from the expression of (8.6) for the corresponding

potential evaluated on the solutions to leading order in the expansion. Although the matrix

u in general depends on the partition H, its leading order expression is diagonal and its entries

are actually independent of the partition H. As a result, all terms in (8.6) with k ∈ H0 in
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fact cancel in the following differences,

V sol
H1
− V sol

H0
= −1

8
u(0)pp (1− 8y2p)(1− 4y2p)

2

V sol
H2
− V sol

H0
= −1

4
u(0)pp (1− 8y2p)(1− 4y2p)

2 (8.23)

Here u(0)pp is given by the first equation in (8.19). Thus, the three branches intersect at

xp = 1/
√
8, namely at κ(t−1s)p = 3/(4

√
2). Comparing with (8.10) this is precisely the

value of κ at which hp = hN−p turn on. This triple intersection is an accidental degeneracy

of leading-order perturbation theory, i.e. it is not protected by any symmetry, so we expect

that it is generically lifted.

8.4.2 Subleading corrections at first order

To establish the fate of the above degeneracy as the expansion is carried out to first

order, we record the expression for the potential (8.21) to this order,98

V sol
H − VCB = −1

8

∑
k∈H

u
(0)
kk (1− 8y2k)(1− 4y2k)

2

−1
8

∑
k,ℓ∈H

u
(1)
kℓ (1− 8ykyℓ)(1− 4y2k)(1− 4y2ℓ ) (8.24)

where u
(0)
kℓ and u

(1)
kℓ for k, ℓ ∈ H are given by (8.19) for each partition H.

We distinguish the following two cases:

• When H0 = ∅, the only off-diagonal entry is u
(1)
p,N−p with yN−p = yp, so that,

V sol
H1
− V sol

H0
= −1

8
u(0)pp (1− 8y2p)(1− 4y2p)

2

V sol
H2
− V sol

H0
= −1

4

(
u(0)pp + u

(1)
p,N−p

)
(1− 8y2p)(1− 4y2p)

2 (8.25)

These expressions are identical to the leading order result (8.23), so that the three

potentials remain degenerate at yp = 1/
√
8. In fact, the degeneracy is exact: the

exact equations that govern the Coulomb branch, as well as the H = {1} and H =

{1, N − 1} branches are simply rescaled versions of the equations for SU(3), already

analyzed in section 5. As discussed there (see especially subsection 5.9), the accidental

degeneracy of the three branches is an exact property of the classical potential (3.23).

In section 8.5 we will show how this degeneracy is broken once we take into account

98 We drop the second order terms in (8.21), which will not be needed.
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additional subleading terms in the effective field theory at the multi-monopole point,

which are not included in (3.23).

• When H0 ̸= ∅, the non-trivial couplings of yk to yp and yN−p for k ∈ H0 and k ̸=
p,N − p remove any good reason for the degeneracy. To see this, we use the first-order

formula (8.24) to compute the potential differences between the three branches to first

order in perturbation theory,

V sol
H1
− V sol

H0
= −1

8
u(0)pp (1− 8y2p)(1− 4y2p)

2 (8.26)

−1
4

∑
k∈H0

u
(1)
pk (1− 8ypyk)(1− 4y2p)(1− 4y2k)

V sol
H2
− V sol

H0
= −1

4

(
u(0)pp + u

(1)
p,N−p

)
(1− 8y2p)(1− 4y2p)

2

−1
4

∑
k∈H0

(
u
(1)
pk + u

(1)
N−p,k

)
(1− 8ypyk)(1− 4y2p)(1− 4y2k)

Here the components of u(0) are given by the first equation in (8.19), while the other

components (for k ̸= p,N − p) are given as follows,

u
(1)
pk =

−(t−1)pk

(t−1)pp(t
−1)kk

, u
(1)
N−p,k =

−(t−1)N−p,k

(t−1)pp(t
−1)kk

, u
(1)
p,N−p =

−(t−1)p,N−p

(t−1)pp(t
−1)pp

(8.27)

where we have used the bi-symmetry relation (t−1)N−p,N−p = t−1
pp to simplify the ex-

pressions.

While we generically expect the first-order potential differences in (8.26) to remove the

accidental degeneracy between the H0 ̸= ∅, H1 = H0∪{p}, and H2 = H0∪{p,N−p} branches,
this is by no means obvious analytically. The reason is that perturbation theory shifts the

values of κ at which the branches cross, so that we cannot simply substitute the leading order

values into (8.26). Moreover, it is also not obvious which branch has the lowest energy after

the degeneracy is broken.

To answer these questions we will plot the potential differences (8.26) obtained in first-

order perturbation theory numerically, starting with the cases N = 4, 5, 6 that we can com-

pare with the (much more time-consuming) exact numerics in section 7. As we will see,

first-order perturbation theory is sufficient to account for the fine structure (7.26) of the

cascade observed numerically at low values of N . We will then confirm using perturbation

theory that the same fine structure also persists to higher values of N , for which we do not

have exact numerics:
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Figure 18: First-order perturbative potentials (8.24) for the branches H = {1, 3}+ (orange)
and the maximal HB (blue), for SU(4) gauge group and RG scale µ = 10−3Λ (left panel)
and µ = 10−6Λ (right panel). For both cases we indicate the exact numerical value (κ∗)exact
at which the transition occurs. On the left, perturbation theory breaks down at κ > κHB

because the HB ceases to exist at leading order. This happens before the branches can cross,
so that we cannot infer where – or even if – a transition occurs. This is solved on the right
by going to smaller µ, where perturbation theory predicts a transition at (κ∗)1st order, just shy
of the exact answer.

• In figure 18 we study the second transition {1, 3}+ → HB for SU(4). Even though there

are no accidental degeneracies here, this example is useful to illustrate how perturbation

theory works, and how it compares to the exact numerics. In both panels of figure 18

we show the first-order perturbative potentials (8.24) for the branches H = {1, 3}+

(orange) and the maximal HB (blue).

The left panel has RG scale µ = 10−3Λ, just as the exact SU(4) potential plotted

in figure 13. Note that the two branches never cross in perturbation theory. This

is because the leading HB solution only exists when κ < κHB, and hence the fate

of this branch for larger κ > κHB cannot be determined in perturbation theory. This

breakdown occurs before the two branches actually cross at the larger value κ = (κ∗)exact

taken from figure 13.

We can circumvent this problem by lowering the RG scale, which improves the quality

of the perturbative expansion. (Recall that it is exact in the limit µ → 0.) This

is shown in the right panel of figure 18, where we take µ = 10−6Λ. Now first-order

perturbation theory reliably predicts a transition at the value (κ∗)1st order < κHB, where

the HB already exists. Note that (κ∗)1st order is only slightly smaller (by about ∼ 1%)

than the true value (κ∗)exact from the exact SU(4) numerics at this value of µ.

The lesson is that the effects of perturbation theory can always be ascertained by

working at sufficiently small µ. This will be important below.
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Figure 19: Perturbative results, including first order corrections in the expansion of subsection
8.1.1, are shown as solid lines for gauge group SU(5) and RG scale µ = 10−6Λ for the
transitions {1, 4}+ → {1, 2, 4} → HB. The exact numerics are shown in dotted lines. The
transition value (κ∗)1st order obtained in first-order perturbation theory slightly underestimates
the exact value (κ∗)exact. However, the qualitative features of the phase diagram are correctly
reproduced by perturbation theory.

• In figure 19, we study the first non-trivial example that can be explained by lifting an

accidental degeneracy in perturbation theory: the second pair of closely-spaced SU(5)

transitions {1, 4}+ → {1, 2, 4} → HB, established numerically in figure 14 at µ =

10−3Λ. Note that the C-odd {1, 2, 4} branch briefly has the lowest potential.

As for the SU(4) case discussed in the previous bullet point, perturbation theory

fails to predict a phase transition at µ = 10−3Λ, but does so reliably at the lower

value µ = 10−6Λ depicted in figure 19. There we see that first order perturbation theory

(solid lines) reliably predicts the correct transition pattern {1, 4}+ → {1, 2, 4} → HB,

including the brief appearance of the C-odd {1, 2, 4} phase. The exact numerical po-

tentials at this value of µ are indicated by dotted lines. We see that the qualitative

arrangement of the three branches, and the resulting phase diagram as a function

of κ, agree with the perturbative prediction. The only difference is that perturba-

tion theory slightly underestimates the transition value: (κ∗)1st order < (κ∗)exact, by an

amount ∼ 1%.

This example gives us confidence that first-order perturbation theory (as defined in

subsection 8.1.1), at sufficiently small µ, correctly predicts the way in which the de-
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Figure 20: Perturbative results, including first order corrections in the expansion of subsection
8.1.1, are shown as solid lines for gauge group SU(7) and RG scale µ = 10−7Λ for the
transitions {1, 6}+ → {1, 2, 6} → {1, 2, 5, 6}+ (left panel), and {1, 2, 5, 6} → {1, 2, 3, 5, 6} →
HB (right panel). In both cases perturbation theory confirms the fine structure of the cascade,
with the C-odd phases {1, 2, 6} and {1, 2, 3, 5, 6} coming down in energy and briefly appearing
in between the C-even phases that make up the cascade at leading perturbative order (i.e. its
coarse structure).

generacies of the leading-order cascade solution are split. We have similarly verified

that it captures the transitions {1, 5}+ → {1, 2, 5} → {1, 2, 4, 5}+ shown for SU(6) in

figure 15. Thus first-order perturbation theory correctly predicts (and indeed explains)

the fine-structure (7.26) of the cascade, when compared to the cases N = 4, 5, 6 for

which we have exact numerics from section 7.

• We have carried out the perturbative analysis for SU(7) and SU(8), for which there

are no exact numerical results to compare with. In both cases we confirm that the fine

structure of the cascade takes the form (7.26), as we already found for N ≤ 6. This

strongly suggests that the same structure persists to higher values of N as well, that

we have not explicitly checked.

The results for SU(7) are shown in figure 20. We see that the second and third leading-

order transitions split, at first order, into two pairs of closely space transitions,

{1, 6}+ → {1, 2, 6} → {1, 2, 5, 6}+ ,

{1, 2, 5, 6}+ → {1, 2, 3, 5, 6} → HB = {1, 2, 3, 4, 5, 6}+
(8.28)

in exact agreement with the fine structure (7.26) of the cascade. Note that the low RG

scale µ = 10−7Λ in figure 20 is required to see the phase transitions in perturbation

theory.
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8.5 Lifting degeneracies via O(a3D) terms in Keff: the first transition

Throughout our analysis so far, we have restricted the expansion of the N = 2 effective

Kähler potential Keff at the multi-monopole point to quadratic order in the magnetic peri-

ods aDm; see the discussion in section 3.3, and in particular equation (3.5) for Keff in this

approximation. For consistency, we must then also truncate the SUSY-breaking potential

at the same order in the aDm, as was done in (3.9). This was done (a) for simplicity, and

(b) because it is reasonable to expect that the effect of the higher-order O(a3D) corrections is
small – especially if we are working suitably close to the multi-monopole point.

We now discuss a question for which the inclusion of such higher-order terms is essential.

This concerns the fate of the accidental degeneracy between the Coulomb branch (H = ∅),
the C-odd single Higgs branch H1 = {1}, and the C-even double Higgs branch H+

2 = {1, N −
1}+. As we have seen from numerous points of view (analytically, in sections 5 and 8.4, and

numerically in section 7.4), the classical potential (3.23) predicts an exact triple intersection

of these three branches.

Since this is an accidental degeneracy, not enforced by an exact symmetry of the problem,

it should be lifted by higher-order corrections. Once source of these are quantum corrections

in the dual, which we will not consider here.

Instead, we will consider the effect of retaining the previously neglected O(a3D) term in

the N = 2 effective Kähler potential Keff at the multi-monopole point. These in turn require

the O(a3D) corrections to the prepotential FD(aD), which were obtained in [51], and already

appear in (2.51) above. They were carried over to the effective prepotential F eff
D (aD) in (2.62),

to the effective electric period aeffm (aD) in (2.64), to the gauge coupling matrix τ effDmn(aD) in

(2.65), and to the effective Kähler potential Keff(aD) in (2.66). Additionally, the corrections

to τ effDmn(aD) induce corrections to the effective Kähler metric geffmn = Im (τ effDmn)/2π of (2.21),

which are given by,

geffmn = tmn(µ)−
δm,n

8π2NΛ

[
−3 Im aDm

4s3m
+
∑
p̸=m

sp Im aDp

(cp − cm)2

]

−
1− δm,n

8π2NΛ

sm Im aDn + sn Im aDm

(cm − cn)2
+O(a2D) (8.29)

The arguments relating to vacuum alignment of the hypermultiplet Higgs scalars and

unbroken CT̃ symmetry that led us to set him = Mδi1hm with hm > 0 in (3.16) and aDm =

−iMxm with xm ∈ R in (3.18) remain in full force. Thus we can continue to work with a

dimensionless reduced potential V for these variables. Previously this potential was given by
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(6.2), which we repeat here,

V =
N−1∑
m=1

(
−2κsmxm +

1

2

(
4x2m − 1

)
h2m

)
+

N−1∑
m,n=1

(
tmn xmxn +

1

2
(t−1)mn h

2
m h

2
n

)
(8.30)

The corrections to this potential that stem from the inclusion of the O(a3D) in the effective

Kähler potential are two-fold:

(1.) The sum over tmnxmxn in the potential above, which was given by the effective Kähler

potential to quadratic order in aD, is now replaced by the effective Kähler potential

Keff/M2 given in terms of (2.66). This correction to V will be denoted by ∆KV .

(2.) The sum over 1
2
(t−1)mnh

2
mh

2
n, which involved the inverse of the Kähler metric to quadratic

order in aD, is now replaced by the inverse of the effective Kähler metric (8.29). This

correction to V will be denoted by ∆hV .

The two corrections ∆KV and ∆hV are given by the following formulas,

∆KV =
3

32π4κ

N−1∑
m=1

(
− x3m

4s3m
+
∑
n̸=m

sm xmx
2
n

(cn − cm)2

)

∆hV =
1

32π4κ

N−1∑
m,n,p,q=1

(t−1)mp(t
−1)nq h

2
m h

2
n

{
−(1− δp,q)

spxq + sqxp

(cp − cq)2

+δp,q

[
3xp

4s3p
−
∑
r ̸=p

srxr

(cp − cr)2

]}
(8.31)

Here we have eliminated the dimensionless ratio M/Λ in favor of κ = NΛ/(2π2M) that was

introduced already earlier in (3.22).

We must now evaluate the perturbations ∆KV and ∆hV on the solutions to the unper-

turbed field equations derived from V in (8.30), and discussed in sections 6.7 and 6.9. Here

we restrict to the branches CB, H1 = {1} and H+
2 = {1, N −1}+. The pertinent unperturbed

solutions are as follows:

• For the Coulomb branch CB we have hm = 0 and xm = κ(t−1s)m for m = 1, . . . , N − 1,

so that ∆hV = 0 and ∆KV equals κ2 times a factor that depends only on the matrix t.

• For the single Higgs branch H1 = {1} we have h1 > 0 and hm = 0 for m = 2, . . . , N −1,
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Figure 21: Coulomb branch (horizontal red line), as well as H = {1} and H = HB for SU(3)
gauge group, with RG scale µ = 10−3Λ. The unperturbed potential V in (8.30) gives rise to
the dotted lines (with a triple intersection at κ ≃ 0.182). The potential V + ∆KV + ∆hV
corrected by O(a3D) terms in the effective Kähler potential gives rise to the solid lines.

while the variables xm are given by x1 = x with 2x− 4x3 = κ(t−1s)1 and,

xk =
N−1∑
ℓ=2

(σ1)kℓ

(
κsℓ − tℓ,1x

) N−1∑
ℓ=2

(σ1)kℓ tℓm = δk,m (8.32)

for k,m = 2, . . . , N − 1. The non-vanishing Higgs field is h21 =
1
2
(1− 4x2)/(t−1)11.

• For the double Higgs branch H+
2 = {1, N − 1}+, we have h1 = hN−1 and hm = 0

for m = 2, . . . , N − 2, while the variables xm are given by x1 = xN−1 = x with

2x− 4x3 = κ(t−1s)1 and,

xk =
N−2∑
ℓ=2

(σ2)kℓ

(
κsℓ − (tℓ,1 + tℓ,N−1)x

) N−2∑
ℓ=2

(σ2)kℓ tℓm = δk,m (8.33)

for k,m = 2, . . . , N − 2. The non-vanishing Higgs fields are given by

h21 = h2N−1 =
1

2

1− 4x2

(t−1)1,1 + (t−1)1,N−1

(8.34)

We now numerically evaluate the perturbations ∆KV and ∆hV on these unperturbed solu-

tions, and plot the results for SU(3), SU(4), and SU(5) in figures 21 and 22.

• The results for SU(3) are shown in figure 21. The Coulomb branch is shown as a
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horizontal red line. The potentials for the {1} and HB = {1, 2}+ branches are shown

in green and blue – dotted lines for the unperturbed potential V in (8.30); solid

lines for the potential V plus the corrections ∆KV and ∆hV in (8.31). Clearly the

accidental degeneracy of the unperturbed potential is lifted, and the C-odd {1} branch
briefly comes down in energy, leading to the phase transitions CB→ {1} → HB. This

is reminiscent, but distinct from, the fine structure of the cascade analyzed in the

previous subsection, which was a feature of the unperturbed potential V . In particular,

it did not arise for SU(3) gauge group.

• Repeating the analysis for N ≥ 4, we find that the degeneracy between the branches is

broken in the opposite way: the C-odd single Higgs branch {1} is raised in energy and

thus never globally stable, so that the transition remains CB → {1, N − 1}+. This is

shown explicitly for SU(4) and SU(5) gauge group in figure 22. Note that for SU(5) we

must reduce the RG scale to µ = 10−4Λ in order to reliably analyze the phase structure

in perturbation theory.
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Figure 22: Coulomb branch (red), as well as the C-odd H = {1} branch (green) and the C-
even H = {1, N − 1}+ branch (orange) for SU(N) gauge group, with N = 4 (top panel)
and N = 5 (bottom panels). We only show the corrected potentials V + ∆KV + ∆hV for
the various branches. For SU(4) perturbation theory is reliable at µ = 10−3Λ and shows
that the degeneracy is split by raising the {1} branch in energy. For SU(5), perturbation
theory fails at µ = 10−3Λ (bottom left panel), but reliably shows the lifting of the {1} branch
at µ = 10−4Λ (bottom right panel).
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9 Mass spectra

In this section we analyze the mass spectrum predicted by the dual Abelian Higgs model

at the multi-monopole point as the supersymmetry breaking scaleM (equivalently κ) is varied

and the system cascades through the various phases obtained in previous sections. Since we

are analyzing the dual semiclassically, the masses may be read off from the Lagrangian of

the model given in equations (2.71) through (2.74). Phases are labeled by the partitions C|H
introduced in subsection 6.2, possibly with further refinements due to charge-conjugation

symmetry C. We will explicitly confirm that there are no tachyons in any stable phase of

our model. (This is just a sanity check, given our previous extensive stability analysis.) We

shall also determine the spectrum of massless particles in any phase labeled by the partition

C|H. In particular, we will show that the only massless particles are

(i) |C| massless vector bosons bµm with m ∈ C; the vector bosons in H are Higgsed and

thus massive.

(ii) 2|C| massless Weyl fermions; they are the |C| gaugino doublets ρim for which m ∈ C.

(iii) 2 Nambu-Goldstone bosons for |H| > 0, and no massless scalars for |H| = 0.

Here, |C| and |H| are the cardinalities of the sets C and H, respectively, with |C| + |H| =
N − 1. Note that the two Nambu-Goldstone boson are precisely the degrees of freedom

parameterizing the CP1 non-linear sigma model described below (1.7).

The fact that there are exactly two Nambu-Goldstone bosons no matter how many

Higgs fields are turned on reflects the vacuum alignment discussed in section 3.4.1. One

consequence of this is that the complex-valued scalar fields aDm and him have the following

vacuum expectation values,

⟨aDm⟩ = −iMxm ⟨hi,m⟩ =Mhmδi,1 (9.1)

with M,xm, hm real and hm ≥ 0. By definition, m ∈ C if hm = 0 while m ∈ H if hm > 0. In

the remainder of this section, we shall establish these results and obtain general formulas for

the masses but we shall refrain from fully diagonalizing the fermion and scalar mass matrices

as this can be done only numerically.

9.1 Mass spectrum of the fermions

The quadratic part of the fermion Lagrangian may be obtained from (2.73) and (2.74)

and the expectation values of (9.1). While the kinetic term of the fields ψ±,m is canonically
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normalized, the normalization of the kinetic term of the fields ρim is not canonical and involves

the matrix tmn of U(1) gauge couplings and mixings. It is convenient to collect all the Fermi

fields into a column vector Ψ and recast the quadratic fermion Lagrangian in the following

form,

Lfermion = −iΨW 2 σµ∂µΨ−Ψt Y Ψ−ΨY ∗ Ψ (9.2)

The 4(N −1)-dimensional column vector of Weyl spinor fields Ψ and the 4(N −1)×4(N −1)

matrix Y of Yukawa couplings are given as follows,

Ψ =



ψ+,m

ψ−,m

ρ1m

ρ2m


Y =

M√
2



0 ixmδmn 0 hmδmn

ixmδmn 0 −hmδmn 0

0 −hmδmn 0 0

hmδmn 0 0 0


(9.3)

The 4(N − 1) × 4(N − 1) matrix W 2 that enters the kinetic term for Ψ accounts for the

non-canonical normalization of the Fermi fields ρim and is given in terms of the matrix tmn

as follows: W 2 = diag(δmn, δmn, tmn, tmn). Since the matrix tmn is symmetric and positive

definite the matrix W is uniquely defined by requiring it to be symmetric and positive. The

fermion mass matrix is then given by W−1YW−1.

The number of massive fermions is given by the rank of the mass matrix W−1YW−1.

The rank of the matrix W is maximal since the matrix t is positive definite. Therefore, the

rank of the mass matrix W−1YW−1 equals the rank of Y which also equals the rank of Y †Y .

The eigenvalues y2±,m of Y †Y are readily evaluated and we have,

y2±,m =
M2

4

(
x2m + 2h2m ±

√
(x2m + 2h2m)

2 − 4h4m

)
(9.4)

each eigenvalue occurring with multiplicity 2. Manifestly, the eigenvalues y+,m never vanish,

while y−,m vanishes if and only if hm = 0. Taking the multiplicity into account, the number

of massless fermions is 2|C|, thereby establishing point (i) above.
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9.2 Mass spectrum of the scalars and gauge bosons

The scalar fields are the complex-valued fields aDm and him and their complex conjugates,

whose expectation values are given in (9.1), while the U(1)N−1
D gauge fields are bµm. We shall

expand the scalar fields around their vacuum expectation values using the following notation

for their real and imaginary parts,

aDm = −iMxm + (aRDm + iaIDm)/
√
2

h1m = Mhm + (ηm + iξm)/
√
2 (9.5)

and leave the field h2m alone since it has vanishing expectation value. The quadratic part of

the scalar and gauge fields is then,

Lquad = −
N−1∑
m=1

[
1
2
∂µηm∂µηm + 1

2
(∂µξm −

√
2Mhmb

µ
m)(∂µξm −

√
2Mhmbµm) + ∂µh2m∂µh2m

]
−

N−1∑
m,n=1

tmn

[
1
2
∂µaRDm∂µa

R
Dn +

1
2
∂µaIDm∂µa

I
Dn +

1
4
fµν
m fµνm

]
− Vquad (9.6)

The quadratic terms in the potential may be expressed using the Hessians,

Vquad = M2
N−1∑
m,n=1

[
1
4
(Hxx)mna

I
Dma

I
Dn − 1

2
(Hxh)mnηma

I
Dn +

1
4
(Hhh)mnηmηn

]
+M2

N−1∑
m,n=1

[
1
4
(Hxx)mna

R
Dma

R
Dn +

1
4
(Hβ)mnξmξn +

1
2
(Hα)mnh2mh2n

]
(9.7)

where Hxx,Hxh and Hhh were given in (3.27), while Hα and Hβ are given as follows,

(Hα)mn = δmn

(
4x2m − 1−

N−1∑
p=1

2(t−1)mph
2
p

)
+ 4(t−1)mnhmhn

(Hβ)mn = δmn

(
4x2m − 1 +

N−1∑
p=1

2(t−1)mph
2
p

)
(9.8)

We note that the kinetic terms for the scalar fields ηm, ξm and h2,m have canonical normaliza-

tion, while those for aDm and the gauge fields are non-canonical and set by the matrix t. The

corresponding canonically normalized fields are ãDm =
∑

n W̃mnaDn and bµm =
∑

n W̃mnbµm,
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where the positive symmetric (N − 1)× (N − 1) matrix W̃ is defined by W̃ 2 = (tmn).
99

9.2.1 Mass spectrum of gauge bosons

The square of the mass matrix for the U(1) gauge bosons may be read off from the

quadratic part of the bosonic Lagrangian given in (9.6) and (9.7) and the expression for the

Hessian Hβ in (9.8). In view of the field equations (6.4) for the vacuum expectation value hm,

we see that for m ∈ H, namely when hm ̸= 0, we have (Hβ)mm = 0 and the corresponding

massless scalar ξm is eaten by bµm to render this gauge boson massive by the standard Abelian

Higgs mechanism. The components of the square of the full mass matrix for the fields b̃µm

with canonical kinetic terms are given as follows,

2M2
N−1∑
p=1

(W̃−1)mp h
2
p (W̃

−1)pn (9.9)

For m ∈ C the field bµm is massless, thereby giving |C| massless gauge bosons and establishing

point (i) above. The rank of the square of the mass matrix is |H|, and the positivity of its

non-zero eigenvalues follows from the positivity of the quadratic form Qβ in (6.21) which was

already demonstrated in section 6.5.

9.2.2 Mass spectrum of scalars

We have already established above that the scalar fields ξm for m ∈ H are massless and

get eaten by the gauge field bµm via the Higgs mechanism. The remaining scalar fields ξm

for m ∈ C are massive and their mass square is simply given by the entries (Hβ)mm of the

diagonal matrix Hβ. These entries are all strictly positive in view of the stability condition

derived in subsection 6.5.

Since the Hessian Hxx of (3.27) is manifestly positive, the fields aRDm are all massive, and

the square of their mass matrix is given by 1
2
M2W̃−1HxxW̃

−1. Similarly, the square of the

mass matrix for the fields aIDm, ηm is given by the matrix,

1

2
M2

W̃−1 0

0 I

H
W̃−1 0

0 I

 H =

Hxx Hxh

Hhx Hhh

 (9.10)

Positive definiteness of the Hessian H is one of the basic stability conditions of the solutions

99 The matrix W̃ is therefore similar, but not identical, to the matrix W that appeared in (9.2).
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to the field equations for the vacuum expectation values. Thus, the masses of the fields

aIDm, ηm are all non-vanishing and their squares are strictly positive.

It remains to analyze the properties of the matrix Hα which directly gives the square of

the mass matrix 1
2
M2Hα for the field h2m. To do so, we decompose the matrix Hα into four

blocks according to whether the indices of the components (Hα)mn belong to C or to H. The

off-diagonal blocks vanish since we have (Hα)mn = 0 whenever m ∈ C and n ∈ H (or m ∈ H

and n ∈ C). To study the spectrum of the diagonal blocks, we use (6.7) to simplify the H

block and recast the result for the C block with the help of Hβ,

(Hα)mn = −4δmn

∑
ℓ

(u−1)nℓh
2
ℓ + 4(u−1)mnhmhn m,n ∈ H (9.11)

(Hα)mn = (Hβ)mn − 4δmn

∑
ℓ∈B

(t−1)mℓh
2
ℓ m,n ∈ C

To analyze the block on the first line of (9.11) we consider the associated quadratic form,∑
m,n∈H

(Hα)mnαmαn = −2
∑

m,n∈H

(u−1)mn(hmαn − hnαm)
2 (9.12)

Since the contributions with m = n vanish, and the off-diagonal elements of (u−1)mn =

(t−1)mn, given by (6.6), are all negative, we see that every term on the right side sum is

non-negative and conclude that the block of Hα restricted to H is non-negative.

The quadratic form vanishes when each term vanishes, which requires αm to be propor-

tional to hm. Thus, the eigenspace with zero eigenvalue is one-dimensional and generated by

hm. Since the matrixHα multiplies |h2m|2, the zero eigenvalue actually produces one complex,

or two real, massless scalar fields. These are precisely the two expected Nambu-Goldstone

bosons associated with the spontaneous symmetry breaking SU(2)R → U(1)R.

Finally, positivity of the C block of Hα on the second line in (9.11) may be established

as follows. The matrix is diagonal, we have (Hβ)mm > 0 for all m ∈ C as required by local

stability of the solution, only off-diagonal elements of t−1 appear in this sum, since m ∈ C

and ℓ ∈ H, and these matrix elements are all negative in view of the assumption (2.86).

Therefore, we have (Hα)mm > (Hβ)mm > 0 so that the C block of Hα is positive definite for

any locally stable solution.
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10 The cascade of phase transitions to adjoint QCD

In this section we will give a detailed account of the cascade of phase transitions inter-

polating between the Coulomb branch (CB) at small SUSY-breaking M ≪ Λ (equivalently,

large κ) to the maximal Higgs branch (HB) at sufficiently large M ≳ Λ (equivalently, suffi-

ciently small κ). Building on the earlier analytic and numerical explorations of the cascade

in sections 4 through 8, we give a detailed account of the intermediate phases, how they

realize the global symmetries, and the resulting massless spectrum (see section 9). On the

HB, we find detailed agreement with the confining and chiral symmetry breaking scenario for

adjoint QCD – consisting of N disconnected vacuum sectors, each with a CP1 sigma model

– reviewed in section 1.2.2. We elaborate on this by computing various physical observ-

ables, such as the vev of the chiral-symmetry breaking order parameter (1.6) or the radius

of the CP1 sigma models, using our Abelian dual at the multi-monopole point. Importantly,

and rather non-trivially, we find perfect agreement with the large-N scaling that is expected

for these quantities from adjoint QCD.

10.1 Summary of the cascade: coarse and fine structure

The coarse and fine structure of the cascade are well captured by the perturbative

analysis in section 8, which involves treating the off-diagonal elements of (t−1)mn as a

small perturbation to the diagonal, while keeping the full matrix t−1 in the combination

(t−1s)n =
∑N−1

m=1(t
−1)nmsm, as explained in subsection 8.1.1. This approach, which is valid

for all SU(N) gauge groups, is in good agreement with the exact analytic and numerical

results obtained for 2 ≤ N ≤ 6 in sections 4, 5, and 7. Moreover, it gives a rather intuitive

physical picture for these results:

• Coarse structure from diagonal t−1: Where we ignore the off-diagonal elements of t−1,

the cascade proceeds by turning on pairs of Higgs fields, leading to the following C-

symmetric sequence of first-order phase transitions as we dial from large to small κ,100

diagonal t−1 : CB→ {1, N − 1}+ → {1, 2, N − 2, N − 1}+ → · · · → HB (10.1)

In this approximation, the transition

H→ H ∪ {m,N −m}+ , (10.2)

100 Note that for even N = 2ν, the last transition only involves turning on a single C-even Higgs field hν .
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which involves turning on hm = hN−m > 0, occurs at (8.10),

κ = κ∗m =
3

4
√
2

1

(t−1s)m
, M∗m =

2
√
2NΛ

3π2 (t−1s)m (10.3)

This should be compared to the masses of the BPS states at the origin of the Coulomb

branch (as computed using the dual Abelian Higgs model), which are given by (3.29),

MBPS(µkm) =

√
2NΛ

2π2 (t−1s)m . (10.4)

This only differs from the transition points in (10.3) by 4/3. Thus, to leading order in

the expansion, the naive idea that the BPS masses at the origin actually determine the

thresholds in M at which a transition occurs is essentially born out.

Another feature of the leading order result is that each transition in (10.1) actually

occurs at an accidental triple degeneracy between the three branches101

H = {1, . . . ,m,N −m, . . . , N − 1}+ , H ∪ {m+ 1} , H ∪ {m+ 1, N −m− 1}+

(10.5)

• Fine structure from perturbative corrections in off-diagonal t−1: these are well-behaved

and produce moderate – but qualitatively important – changes to the diagonal t−1

cascade above:

– The accidental degeneracy between the three branches (10.5) is generically lifted.

– Closely related to the previous point, the degeneracy is lifted in such a way that

that the C-odd phase H ∪ {m + 1} in (10.5) comes down in energy. It therefore

briefly appears as an interpolating phase between the C-even phases in (10.1).

Thus, most transitions in (10.1) split into two nearby transitions,102 each of which

only involves a single Higgs field,

H = {1, . . . ,m,N −m, . . . , N −1}+ → H∪{m+1} → H∪{m+1, N −m−1}+

(10.6)

– An exception is the first transition CB→ {1, N − 1}+, where there is no interme-

diate C-odd {1} phase, and the three branches CB, {1}, and {1, N − 1}+ remain

101 Again, the case N = 2ν and m + 1 = ν = N − m − 1 is an exception; in that case only two of the
branches in (10.5) are distinct.
102 The transitions occur at κ ≃ κ∗m±∆, with ∆ much smaller than the difference between successive κ∗m’s.
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Figure 23: Cascade of phase transitions interpolating between the Coulomb branch at
small M and the maximal Higgs branch/adjoint QCD at large M .

exactly degenerate at the transition point.

– The central value κ = κ∗m around which the two closely-spaced phase transitions

in (10.6) occur is raised somewhat, because the off-diagonal elements of t−1 account

for the back-reaction from Higgs fields in H, which have already condensed.103

As explained in section 8.5, the degeneracy between the Coulomb branch, as well as

the branches {1} and {1, N − 1}+, is lifted by including the (previously omitted) effects

of the O(a3D) terms in the effective N = 2 Kähler potential (2.66).104 The upshot of that

analysis is that the C-odd single Higgs branch {1} comes down in energy for SU(3), but is

lifted for higher SU(N), leading to the following picture for the first phase transition, out of

the Coulomb branch,105

SU(2) : CB → HB = {1} (10.7)

SU(3) : CB → {1} → {1, N − 1}+ (10.8)

SU(N ≥ 4) : CB → {1, N − 1}+ (10.9)

The cascade reviewed above is depicted in figure 23, albeit as a function of increasing M ,

rather than decreasing κ. Note in particular, that the last transition, to the maximal Higgs

103 For instance, the last term in the potential (3.23) is such that the Higgs fields in H, which already
have vevs, favor the condensation of those in C that do not have vevs, once the off-diagonal matrix ele-
ments (t−1)m̸=n < 0 are taken into account. This naturally pushes the transitions to larger κ.
104 Of course there could be additional contributions, e.g. from quantum effects, that we do not consider.
105 For SU(2), all branches are C-even and the CB directly transitions to the maximal HB given by H = {1}.
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branch (HB), occurs at

M =Mlast ∼ Λ , (10.10)

where ∼ denotes an O(1) factor, without strong N dependence. This is consistent with the

zero-order perturbative result in (10.26) (with m ∼ N/2), and the fact that higher orders in

perturbation theory only shift the transition values by small amounts.

10.2 Massless fields along the cascade

Here we use the results of section 9 to give a description of the massless degrees of

freedom along the cascade reviewed above.

• On the Coulomb branch (CB) at large κ, all scalars are massive; there are N−1 massless

photons bµm, and N − 1 massless SU(2)R gaugino doubles. The latter precisely match

the Z2-valued Witten anomaly [35] associated with SU(2)R, which counts SU(2)R dou-

blets modulo 2. Thus the anomaly is present if and only if N is even.

• The moment the first Higgs field condenses, spontaneously breaking SU(2)R → U(1)R,

there are two massless Nambu-Goldstone bosons parametrizing a CP1 non-linear sigma

model with radius fπ,

LCP1 = −f
2
π

2
∂µn⃗ · ∂µn⃗ , n⃗2 = 1 . (10.11)

The radius, or decay constant, fπ depends on κ, and jumps discontinuously across the

first order phase transitions along the cascade. We will compute it in section 10.3.4,

where we show that it grows along the cascade, reaching the value appropriate to adjoint

QCD on the maximal Higgs branch (HB).

• On a branch characterized by a partition C|H, where |H| Higgs fields have condensed,

there are |H| massive vector bosons, and |C| = N − 1 − |H| massless ones. There are

also |C| massless SU(2)R gaugino doublets, which implies that the CP1 sigma model

in (10.11) requires a discrete θ-angle to match the SU(2)R Witten anomaly if and only

if |H| = N − 1 − |C| is odd. Since the number |H| of activated Higgs fields increases

monotonically along the cascade, the number of massless fields monotonically decreases.

• On the maximal Higgs branch (HB) at small κ, the only massless degrees of freedom

that remain are the two Nambu-Goldstone bosons parametrizing the CP1 sigma model
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in (10.11), with a discrete θ-angle if N is even. This is precisely the IR description ex-

pected in each of the N disconnected vacuum sectors of the confining, chiral-symmetry

breaking phase of adjoint QCD summarized in section 1.2.

10.3 Order parameters along the cascade and the large-N limit

10.3.1 Vacuum energy

Since the N = 2 theory we start with has zero vacuum energy, it is meaningful to

compute the vacuum energy of the deformed theory as a function of the SUSY-breaking

mass M . This results in the effective potentials we have been discussing throughout (mostly

as a function of κ = NΛ/(2π2M), rather than M).

Here we would like to comment on the scaling of these effective potentials as we change

the SU(N) gauge group, and especially in the large-N limit. To this end, it will suffice to

examine the vacuum energy on the large-κ Coulomb branch, and on the small-κ maximal

Higgs branch, where we can make contact with adjoint QCD.

Coulomb Branch: Recall from section 6.7 that

xk = κ(t−1s)k , hk = 0 , k = 0, . . . , N − 1 . (10.12)

The dimensionless vacuum energy on that solution is given by (6.17),

VCB = −κ2
N−1∑
k,ℓ=1

(t−1)kℓsksℓ , (10.13)

and the physical one by

VCB =M4VCB = −N
2M2Λ2

4π4

N−1∑
k,ℓ=1

(t−1)kℓsksℓ . (10.14)

It is interesting to examine this quantity in the standard large-N limit N →∞, with Λ fixed.

A useful formula, which is valid at large N and derived in appendix C, is (C.10), which we

repeat here,

(t−1s)m ≃
2π2

N
sm as N →∞ . (10.15)

153



This can be used to show that the double sum in (10.14) evaluates to π2, and thus

VCB → −
N2M2Λ2

4π2 as N →∞ . (10.16)

Note that the O(N2) scaling is generically expected in a theory with adjoint fields in the

large-N limit.

Maximal Higgs Branch: Recall from sections 6.8 and 3.5.3 that

h2m =
1

2

N−1∑
n=1

tmn(1− 4x2n) , m = 1, . . . , N − 1 , (10.17)

where the small-κ behavior of the xm is given by (6.44),

xm = κ
N−1∑
n=1

(T−1)mnsn +O(κ3) , m = 1, . . . , N − 1 , (10.18)

where the matrix Tmn was defined in (6.42), which we repeat here,

Tmn = tmn + δmnvn , vn =
N−1∑
p=1

tnp . (10.19)

Evaluating the dimensionless vacuum energy to this order leads to (6.46) with u = t,

VHB = VCB −
1

8

N−1∑
m,n=1

tmn + κ2
N−1∑
m,n=1

tmn(T
−1s)2m +O(κ4) . (10.20)

The physical potential on the maximal Higgs branch is

VHB = VCB −
M4

8

N−1∑
m,n=1

tmn +
N2M2Λ2

4π2

N−1∑
m,n=1

tmn(T
−1s)2m +O(Λ4) , (10.21)

where the physical Coulomb branch potential was already evaluated in (10.14).

In the limit M ≫ Λ, deep in the regime appropriate to adjoint QCD, we have

VHB ≃ −
M4

8

N−1∑
m,n=1

tmn → −
7ζ(3)N 2

16π4 M4 as N →∞ . (10.22)

Here we have used (C.14) to evaluate the double sum over the matrix elements tmn in the
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large-N limit. Thus, in this limit, the leading large-N vacuum energy also scales correctly

as O(N2).

Interestingly, the two subleading O(M2Λ2) terms in (10.20) also have O(N2) scaling:

the first one is simply the Coulomb-branch energy, already shown to be O(N2) in (10.16).

To show that the third term in (10.20) is also O(N2) in the large-N limit, we must ap-

proximate (T−1s)n, where Tmn is the matrix defined in (10.19). According to the numerical

experiments in appendix C.5 the difference between (T−1s)n and (t−1s)n is an O(1) factor

that ranges between roughly 1 and 3, without any pronounced N -dependence. Since we are

interested in the N -scaling of this term, it is thus entirely sufficient to approximate

N−1∑
p=1

(T−1)mpsp ≃
N−1∑
p=1

(t−1)mpsp ≃
2π2

N
sm , (10.23)

where we have also used (10.15), which applies at large N . It follows that

N−1∑
m,n=1

tmn(T
−1s)2m ≃

4π4

N2

N−1∑
m,n=1

tmns
2
m =

4π4

N2

N−1∑
m=1

vms
2
m = O(1) as N →∞ . (10.24)

Here vm is defined in (10.19). The large-N scaling is obtained by converting the sum to an

integral over ρ = m/N , via 1
N

∑
m →

∫ 1

0
dρ. It is shown in (C.12) that vm ∼ Nf(ρ) at

large N , where f(ρ) is an O(1) function of ρ only, just as sm → sin ρ. Since the integral is

convergent, this establishes (10.24).

10.3.2 Coulomb branch coordinates

Here we would like to examine the gauge-invariant Coulomb branch moduli uI , or equiv-

alently the dual vector multiplet scalars aDm, along the cascade. We start by examining

them on the Coulomb and maximal Higgs branches.

Coulomb branch: At large κ, it was shown in section 3.2 that the gauge-invariant moduli uI

vanish for all I = 2, . . . , N . This point is special, because the discrete Z4N R-symmetry is

unbroken there – something that is not manifest in the description of this phase using the

dual Abelian Higgs model at the multi-monopole point. In that description, the Coulomb

branch vacuum is given by (10.12). To test this formula, we can use (2.55) to compute u2 in

the dual (omitting O(a3D) terms),

u2(aD) = 2NΛ2 +
N−1∑
m=1

(
−4iΛsmaDm −

1

2N
a2Dm

)
. (10.25)
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Figure 24: Complex u2 plane for SU(2) (left) and SU(3) (right), in units where Λ = 1
2
. The

multi-monopole points are indicated by blue dots; the maximal Higgs branches at small κ
(corresponding to adjoint QCD) are indicated by purple dots. (The renormalization scale
is µ = 10−3Λ.) We see that they are close to each other, with the Higgs branch vacua slightly
displaced into the strong-coupling region (indicated by the black dotted line), and pointing
toward the origin u2 = 0, as indicated by the black arrows.

Recalling that aDm = −iMxm from (3.18), and using (10.12), we obtain

aDm

∣∣∣
CB

= − iNΛ

2π2 (t−1s)m . (10.26)

Substituting into (10.25), we find that the first two terms, both of which are O(NΛ2) at

large N , cancel up to an O(Λ2) remainder, which is also the scaling of the third term.

Higgs Branch: At small κ, the xm are given by (10.18), with the matrix T defined in (10.19).

Using aDm = −iMxm, we thus obtain

aDm

∣∣∣
HB

= − iNΛ

2π2 (T−1s)m . (10.27)

Thus the only difference between the aDm on the Coulomb and Higgs branch is the matrix t

versus T that appears in (10.26) and (10.27). Note in particular that both results are O(NΛ)

and do not scale with M , even at very large M . As already reviewed around (10.23), the

difference between (T−1s)n and (t−1s)n ≃ 2π2/Nsn is rather mild: they are of the same order,

have the same symmetries (both look roughly proportional to sn), and are within a factor

of 1 to 3 of one another, so that (T−1s)n ≲ (t−1s)n. Thus the aDm on the HB are somewhat

smaller, and thus somewhat closer to the multi-monopole point.
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This can be expressed using the gauge-invariant moduli uI . Here we focus on u2, which

is given in (10.25) for the multi-monopole point (where u2 > 0), for the case of SU(2)

and SU(3). The value of u2 at the N = 2, 3 multi-monopole points is indicated by blue dots

in figure 24, while the value of u2 on the maximal Higgs branch at small κ (corresponding to

adjoint QCD) is indicated by purple dots. We see that they are close to each other, with the

Higgs branch points slightly displaced into the strong-coupling region, and pointing toward

the origin u2 = 0. This closely reflects the shape of the N = 2 Kähler potential, which

is convex with a unique minimum at the origin – a fact that is captured in the dual via

the O(aD) tadpole and the O(a2D) terms in the SUSY-breaking potential (3.9).

We can now summarize how the uI evolve along the cascade: they start at the origin uI

at large κ, and once the Higgs fields start turning on they climb out of the potential well

centered at the origin, and (roughly) towards the multi-monopole points.106 As summarized

in figure 24, they fall somewhat short, even at very small κ.

10.3.3 Gaugino bilinear

Let us consider the gaugino bilinear (1.6), which was introduced as an order parameter

for chiral symmetry in adjoint QCD,

O⃗ = itr
(
λαiσ⃗ j

i λαj
)

(10.28)

In the N = 2 SYM theory, this operator resides in the N = 2 chiral multiplet whose bottom

component is u2 = trϕ2 defined in (2.4). To see this explicitly, we use the N = 2 SUSY-

variations (A.9) to compute

tr
(
λα(iλj)α

)
=

1

4
εαβQi

αQ
j
βu2 . (10.29)

Here we have use the fact that the non-Abelian N = 2 D-term vanishes on-shell, Dij = 0, in

the pure SU(N) gauge theory.

We can track this computation to the multi-monopole (MM) point, by using the expres-

sion (10.25) for u2, together with (10.29) and the N = 2 SUSY-transformations (A.27) at

106 Linearly interpolating between the multi-monopole points and the origin in uI space only leads to C-even
vacua; by contrast the cascade contains short phases where C is spontaneously broken, which cannot lie on
these lines. Of course, the maximal Higgs branch shown in figure 24 is C-even.
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the multi-monopole point,

tr
(
λα(iλj)α

) ∣∣∣
MM point

=
N−1∑
m=1

(
Dij

m

(
− 2
√
2Λsm +

i
√
2

2N
aDm

)
− 1

2N
ραimρ

j
αm

)
. (10.30)

This formula is valid in the N = 2 theory prior to SUSY-breaking, so it can receive ex-

plicit O(M2) corrections, which we are not able to compute. However even the leading-order

formula gives very sensible results, as we will now show.

Unlike their non-Abelian UV counterparts, the Abelian N = 2 D-terms at the multi-

monopole point are non-trivial functions of the hypermultiplet scalars given by (A.24), which

we repeat here,

Dij
m = i

(
t−1
)
mn

(
hinh

j
n + hjnh

i
n

)
. (10.31)

Substituting into (10.30), we can then compute the vev of the triplet gaugino bilinear (10.28),107

⟨O⃗⟩ =
N−1∑
m,n=1

(t−1)mn h
i
nσ⃗

j
i hjn

(
4
√
2Λsm −

i
√
2

N
aDm

)
. (10.32)

Recall from (3.12) that S⃗n = h
i
nσ⃗

j
i hjn, so that (10.32) is nothing but a linear combination

of the different SU(2)R spins S⃗m arising from each hypermultiplet. Since all of these are

perfectly aligned along the e⃗3 direction in SU(2)R triplet space, as discussed around (3.16),

the same is true of the vev of O⃗,

⟨O⃗⟩ = e⃗3M
2Λ

N−1∑
m,n=1

(t−1)mn h
2
n

(
4
√
2sm −

√
2

2π2κ
xm

)
. (10.33)

Here we have switched to the dimensionless variables hn and xm introduced in (3.16) and (3.18),

and to κ = NΛ/(2π2M) from (3.22).

Of course (10.33) vanishes on the Coulomb branch, but once the first Higgs field turns on

it is non-zero, and grows along the cascade until it reaches its asymptotic form appropriate

to adjoint QCD on the maximal HB. This is shown for SU(5) gauge group in figure 25.

Let us evaluate (10.33) on the Higgs branch HB, at leading order in small κ ≪ 1, or

equivalently large M ≫ Λ. Due to the explicit 1/κ in (10.33), we must work with the O(κ)

107 Note that the Abelian gauginos ρimα are weakly coupled in the IR, so that the fermionic terms in (10.30)
have vanishing vev.
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Figure 25: Vev of the gaugino bilinear O⃗ in (10.28) as a function of κ for SU(5).

contribution for the xm from (6.44) (see also (10.18)), with T in (10.19),

xm = κ(T−1s)m , Tmn = tmn + δmnvn , vn =
N−1∑
p=1

tnp (10.34)

However, we can take the leading κ = 0 order solution for the Higgs fields hm, by substitut-

ing xm = 0 in (10.17), so that

h2m =
1

2

N−1∑
n=1

tmn =
1

2
vm . (10.35)

We conclude that

⟨O⃗⟩ = e⃗3M
2Λ

N−1∑
m,n=1

(t−1)mn vn

(
2
√
2sm −

√
2

4π2 (T
−1s)m

)
(10.36)

Let us examine this quantity in the large-N limit, where it can be simplified further: thanks

to (10.23) the second term inside the big parentheses in (10.36) is O(1/N) suppressed relative

to the first one, and can be dropped. The remaining terms can be evaluated at large N

using (10.15), leading to

⟨O⃗⟩ = 4
√
2N

π
M2Λe⃗3 . (10.37)
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This is precisely the expected large-N dependence, given the normalization of O⃗ in (10.28).108

Note that (10.37) is an increasing function of M , but on physical grounds we expect it to

stabilize once we push deep enough into the HB. Precisely in that regime we expect the

adjoint scalar of N = 2 SYM to decouple, leading to adjoint QCD. Since the transition to

the maximal HB happens at M ∼ Λ (without any strong N -dependence), we see that the

gaugino bilinear stabilizes at the scale O(NΛ3) expected from adjoint QCD.109

10.3.4 Radius fπ of the CP1 sigma model

We would now like to compute the radius of the CP1 sigma model along the cascade.

This radius is nothing but the pion decay constant fπ, which appears explicitly in the CP1

Lagrangian (10.11). Comparing the canonical kinetic terms for the him in (2.71) to

S⃗m = h
i
mσ⃗

j
i hmj =M2h2mn⃗ , (10.38)

we can deduce the formula

f 2
π =

1

2
M2

∑
m∈H

h2m (10.39)

It is natural to switch to dimensionless variables

f 2
π

Λ2 =
N2

4π4κ2

∑
m∈H

h2m , κ =
NΛ

2π2M
(10.40)

Thus fπ > 0 from the moment the first Higgs field turns on, and it grows along the cascade

until it reaches the small-κ maximal Higgs branch and the adjoint QCD regime. This has

been plotted for SU(5) gauge group in figure 26.

We can evaluate (10.39) at leading order in small κ on the HB, using h2m = vm/2

from (10.35), so that

f 2
π =

1

4
M2

N−1∑
m,n=1

tmn . (10.41)

We have already encountered the same double sum over the matrix elements of tmn when

computing the vacuum energy (10.22), so that we obtain the same O(N2) scaling and the

108 The leading diagram is a single closed fermion loop, which gives a factor of N2 − 1 from the adjoint
gauginos in the loop, and also a factor of the SU(N) Yang-Mills gauge coupling g2 from the propagator
(see (2.2)). Since g2N is the (fixed) ’t Hooft coupling at large N , this diagram is O(N), just like (10.37).
109 The same comment applies to the vacuum energy in (10.22), which should stabilize at M ∼ Λ and scale

as O(N2Λ4).

160



0.05 0.10 0.15 0.20 0.25 0.30 0.35

0.1

0.2

0.3

Figure 26: CP1 radius-squared f 2
π in (10.11) as a function of κ for SU(5).

same transcendental pre-factor that we found there,

f 2
π →

7ζ(3)

8π4 N2M2 , N →∞ . (10.42)

This has precisely the expected large-N scaling, since the Lagrangian should scale like N2 in

a theory with adjoints.110 As we already observed for the gaugino condensate in (10.37), the

HB formula (10.42) reduces to the expected O(N2Λ2) answer in adjoint QCD if it saturates

at M ∼ Λ, roughly where the phase transition into the maximal HB takes place.

10.4 Realization of symmetries along the cascade

We conclude our analysis by determining the broken and unbroken symmetries along

the cascade. Their detailed UV definition appears in section 2.2, and their action on the

magnetic Abelian dual at the multi-monopole point in section 2.6.3.

110 The N -scaling f2π ∼ N
2 can be obtained by examining the SU(2)R current j⃗µ in the UV and IR,

j⃗µ ∼
1

g2
trλ σ⃗ σµλ ∼ f

2
π∂µn⃗ , (10.43)

The leading diagrams contributing to its connected 2-point function (a one-loop diagram in the UV, and a
tree level one in the IR) scale like f4π/f

2
π ∼ g4(N2 − 1)/g4, with some factors of fπ or g coming from the

definition of the currents, and others from propagators.
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10.4.1 Zero-form symmetries

Here we examine the fate of the zero-form symmetries acting on local operators: the

discrete and continuous R-symmetries,

Z4N × SU(2)R
Z2

, (10.44)

with Z4N generator r, charge-conjugation C (for N ≥ 3) and time-reversal symmetry T .

• On the Coulomb branch at large κ, where all Higgs fields vanish, all zero-form symme-

tries are unbroken. This is clear in the large κ analysis of section 3.2, but it is partially

obscured in the magnetic dual at the multi-monopole point, because the ZN = Z4N/Z4

quotient permutes the different multi-monopole points.

The symmetries that fix the multi-monopole point are listed in table 1. Since rN acts on

the aDm like charge-conjugation, both are unbroken on the Coulomb branch, as can be

seen from the manifestly C-invariant expressions (3.28) or (6.36) for the aDm = −iMxm

on the Coulomb branch. Recall that the symmetry CT̃ = CrNT is always unbroken in

the dual Abelian Higgs model at the multi-monopole point, and thus T is also unbroken.

• The moment the first Higgs field turns on, and for the remainder of the cascade down to

small κ, both the continuous and the discrete R-symmetries are spontaneously broken:

(i) The SU(2)R symmetry is spontaneously broken as follows,

SU(2)R → U(1)R , (10.45)

leading to two massless Nambu-Goldstone bosons parametrizing a CP1 sigma

model as in (10.11).

(ii) The discrete Z4N R-symmetry is spontaneously broken. The ZN = Z4N/Z4 quo-

tient permuting the N distinct multi-monopole points is always spontaneously

broken (only the CB vacuum at the origin is an exception), but the precise un-

broken subgroup depends on the details of the branch.

By examining table 1, we see that combining C̃ = rNC with an SU(2)R Weyl re-

flection W associated with the unbroken U(1)R Cartan leads to a symmetry C̃W

that is always unbroken. If we are on a branch with unbroken C-symmetry,

then rNW is also preserved. Similarly, the time-reversal symmetry CT̃ is always

preserved, while T̃ = rNT is preserved on C-even branches.
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• Since the maximal Higgs branch (HB) at small κ is C-even, as shown in section 6.8, we

conclude from point (ii) above that the unbroken discrete symmetries on the HB are C,

rNW , and T̃ = rNR. Together with the U(1)R Cartan, these are precisely the unbroken

symmetries of the confining and chiral symmetry breaking scenario for adjoint QCD

spelled out in section 1.2.2. Note that the Z2 symmetry extending U(1)R to O(2)R

in (1.7) is precisely given by rNW .

10.4.2 One-form symmetries

The Z(1)
N one-form symmetry associated with the center of the SU(N) gauge group is

embedded into the emergent magnetic U(1)N−1 one-form symmetry of the Abelian dual at

the multi-monopole point via (2.103). This shows that the fundamental, unit-charge ’t Hooft

line in the gauge group U(1)Dm (with m = 1, . . . , N − 1) has Z(1)
N charge m mod N .

On a branch labeled by the partition C|H, the Higgs fields in H have condensed and the

corresponding ’t Hooft loops have area law. By contrast the U(1)Dm gauge groups withm ∈ C

are still in the Coulomb phase and the associated ’t Hooft loops have perimeter law, i.e. vev.

It thus follows that Z(1)
N is spontaneously broken as follows:

Z(1)
N → Z(1)

p , p = gcd(N,m ∈ C) . (10.46)

It can be checked that the greatest common divisor (gcd) that determines the unbroken sub-

group evaluates to p = 1 for almost all branches along the cascade, so that Z(1)
N is generically

completely broken. There are only two exceptions:

• On the maximal Higgs branch, C is empty and p = N , so the entire Z(1)
N symmetry is

unbroken. This is the fully confined phase expected for adjoint QCD, as discussed in

section 1.2.

• If N = 2ν is even and C = {ν}, then p = gcd(2ν, ν) = ν, so that there is an unbro-

ken Z(1)
ν ⊂ Z

(1)
N subgroup.

It is noteworthy that full confinement only occurs at the very end of the cascade, on the

maximal Higgs branch. By contrast, the chiral symmetry breaking pattern of adjoint QCD is

essentially locked in once the first Higgs field condenses, leading to a small CP1 sigma model,

whose radius (10.39) grows along the cascade until it reaches the size expected in adjoint

QCD (see the discussion below (10.42)).
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A Conventions

A.1 Lie algebra and gauge fields

Denote the SU(N) generators in the defining representation by Hermitian N×N matrices

T a satisfying

[T a, T b] = ifabcT c , tr(T aT b) = δab/2 . (A.1)

For N = 2, in the defining representation we have T a = σa/2, where σa (a = 1, 2, 3) are the

standard Pauli matrices.

Any field in the adjoint representation of SU(N) is denoted by χ = χaT a. The covariant

derivative in the adjoint representation is

Dµχ = ∂µχ− i[vµ, χ] ←→ Dµχ
a = ∂µχ

a + fabcvbµχ
c , (A.2)

where vµ is the adjoint-valued SU(N) gauge field. Its field strength is given by

vµν = ∂µvν − ∂νvµ − i[vµ, vν ] ←→ vaµν = ∂µv
a
ν − ∂νvaµ + fabcvbµv

c
ν . (A.3)

A.2 Weyl spinors and SU(2)R symmetry

The right-handed Hermitian conjugate of the left-handed Weyl fermion λiα is

λα̇i =
(
λiα
)†

. (A.4)

All spinor conventions follow Wess and Bagger, including the use of bars for Hermitian

conjugation. Spinor indices are raised and lowered by left action of εαβ and εαβ, where

ε12 = ε21 = 1. Similarly, we raise and lower SU(2)R doublet indices i, j, . . . = 1, 2, from the

left with εij and εij.

We will denote the standard traceless, Hermitian SU(2)R Pauli matrices as follows,

σ⃗ j
i =

(
σ1, σ2, σ3

)
i

j
. (A.5)

Note that Hermitian conjugation (indicated by bars) exchanges raised and lowered SU(2)R

doublet indices.
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A.3 N = 2 Supersymmetry

The supercharges are

Qi
α , Qα̇i = (Qi

α)
† , i = 1, 2 , (A.6)

which satisfy the N = 2 supersymmetry algebra

{Qi
α, Qα̇j} = 2δijσ

µ
αα̇Pµ , {Qi

αQ
j
β} = 2εαβε

ijZ, Z = Z† . (A.7)

In this convention, the BPS bound reads M ≥ |Z|, so that BPS saturated particles have

masses MBPS = |Z|.
We can embed the N = 1 supersymmetry algebra into this N = 2 algebra with

QN=1
α = Q1

α , Q
N=1

α̇ = (QN=1
α )† = Qα̇1 . (A.8)

A.3.1 N = 2 Supersymmetry transformations of SU(N) pure Yang-Mills theory

The N = 2 supersymmetry transformations of the N = 2 non-Abelian SU(N) vector

multiplet are then the same as in [13], with εabc → fabc,

Qi
αϕ

a = i
√
2λiaα ,

Q
i

α̇ϕ
a = 0 ,

Qi
αλ

ja
β = −εij(σµν)αβv

a
µν + εαβ

(
Dija − εijfabcϕ

b
ϕc
)
,

Q
i

α̇λ
ja
α = εij

√
2σµ

αα̇Dµϕ
a ,

Qi
αv

a
µ = iσµαα̇λ

α̇ia
,

Q
i

α̇v
a
µ = −iσµαα̇λαia ,

Qi
αD

jka = i
(
εijσµ

αα̇Dµλ
α̇ka

+ εikσµ
αα̇Dµλ

α̇ja
)
+ i
√
2fabcϕ

b
(
εijλkcα + εikλjcα

)
,

Q
i

αD
jka = −i

(
εijσµ

αα̇Dµλ
αka + εikσµ

αα̇Dµλ
αja
)
+ i
√
2fabcϕb

(
εijλ

kc
α̇ + εikλ

jc
α̇

)
.

(A.9)

These satisfy the algebra (A.7) with Z = 0, modulo gauge transformations.
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A.3.2 The N = 2 Abelian Higgs model at the multi-monopole point

Here we summarize the renormalizable terms in the N = 2 supersymmetric Abelian

Higgs model at the multi monopole point, spelling out the component Lagrangian and super-

symmetry transformations in detail. We closely follow appendix B of [13], which we generalize

from rank one to rank N − 1. The dual magnetic gauge group is

U(1)N−1
D =

N−1∏
m=1

U(1)Dm . (A.10)

In general we use m,n, . . . to index U(1)N−1
D . When needed, we separate these indices from

other ones (e.g. Lorentz or SU(2)R indices) by a comma for clarity.

Each U(1)Dm gauge group factor gives rise to one N = 2 vector multiplet, with off-shell

component fields

aDm , ρiαm , fµνm = ∂µbνm − ∂νbµm , Dij
m , m = 1, . . . , N − 1 . (A.11)

Here aDm is a complex scalar, ρiαm is theN = 2 gaugino (with SU(2)R doublet index i = 1, 2),

and bµm is the U(1)Dm gauge field, with field strength fµνm. Finally, the auxiliary fields are

real SU(2)R triplets satisfying

Dij
m = D(ij)

m =
(
Dij,m

)†
. (A.12)

Since we will use N = 1 superspace to construct the Lagrangian, we choose an N = 1

supercharge Qα = Qi=1
α , under which the N = 2 vector multiplet decomposes into an N = 1

vector multiplet,111

VDm =
(
vµ = bµm , λα = iρ2αm , D = iD12

m

)
, (A.13)

and into an N = 1 chiral multiplet,112

ADm =

(
ϕ = aDm , ψα = ρ1α , F =

i√
2
D11

)
. (A.14)

111 Here we are using Wess and Bagger [62] conventions , with vµ the gauge field, λα the gaugino, and D
the real auxiliary field in the N = 1 vector superfield.
112 Here ϕ, ψα, and F are the complex scalar bottom component, the fermion, and the complex auxiliary

field in an N = 1 chiral superfield.
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There is precisely one N = 2 hypermultiplet of unit charge in every U(1)Dm gauge group.

On shell, every such hypermultiplet has the following component fields

him , ψ(±)
αm , m = 1, . . . , N − 1 . (A.15)

Here him is a complex SU(2)R doublet of unit U(1)Dm charge, while the fermions ψ(±)
αm are

neutral under SU(2)R and carry U(1)Dm charges ±1. (All these fields are neutral under the

other gauge groups U(1)D,n̸=m.) We denote Hermitian conjugation by bars, so that

h
i
m = (him)

† , him = −
(
him
)†

. (A.16)

With respect to the N = 1 supercharge Qα = Q1
α chosen above, the hypermultiplet

decomposes into a pair of N = 1 chiral multiplets,

M(+)
m =

(
h1m , ψ(+)

αm , F (+)
m

)
,

M(−)
m =

(
h
2
m , ψ(−)

αm , F (−)
m

)
.

(A.17)

Here F (±)
m are N = 1 auxiliary fields that enable an N = 1 off-shell formulation.

We can now write the Lagrangian in N = 1 superspace:

L =

∫
d4θ

(
N−1∑
m,n=1

tmnADmADn +
∑
±

N−1∑
m=1

M(±)
m e∓2VDmM(±)

m

)

+

∫
d2θ

(
1

4

N−1∑
m,n=1

tmnW
α
mWαn +

√
2
N−1∑
m=1

ADmM(+)
m M(−)

m

)
+ (h.c.) .

(A.18)

Here Wαm = −1
4
D

2
DαVDm is the U(1)Dm chiral field strength supermultiplet. Expanding

this in terms of components and integrating out F (±)
m (which have no straightforward N = 2

version), but not Dij
m, we finally arrive at the following component Lagrangian,

L = Lkinetic + LYukawa + Lscalar . (A.19)
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The kinetic terms are given by

Lkinetic =−
N−1∑
m,n=1

tmn

(
∂µaDm∂µaDn +

1

4
fµν
m fµνn + iρimσ

µ∂µρ
i
n

)

−
N−1∑
m=1

(
Dµh

i
mDµhim +

∑
±

iψ
(±)

m σµDµψ
(±)
m

)
,

(A.20)

with Dµ is the gauge-covariant derivative. Since the charges of the hypermultiplet fields are

diagonal, we have

Dµhim =
(
∂µ − ibµm

)
him , Dµψ

(±)
m =

(
∂µ ∓ ibµm

)
ψ(±)
m . (A.21)

The Yukawa terms take the form

LYukawa =
√
2
N−1∑
m=1

(
himρ

i
mψ

(+)
m − himρimψ(−)

m − himρimψ
(+)

m − himρimψ
(−)

m

)
−
√
2
N−1∑
m=1

(
aDmψ

(+)
m ψ(−)

m + aDmψ
(+)

m ψ
(−)

m

)
,

(A.22)

and the scalar potential reads

Lscalar =
1

4

N−1∑
m,n=1

tmnD
ij
mDijn −

N−1∑
m=1

(
iDij

mhimhjm + 2 |aDm|
2 h

i
mhim

)
. (A.23)

Integrating out the N = 2 D-terms gives

Dijm = 2i
(
t−1
)
mn
h(i|nh|j)n = i

(
t−1
)
mn

(
hinhjn + hjnhin

)
. (A.24)

Substituting back into Lscalar and using SU(2)R Fierz identities gives the following super-

symmetric scalar potential,

Lscalar = −VSUSY , (A.25)

where

VSUSY =
N−1∑
m=1

2 |aDm|
2 h

i
mhim

+
N−1∑
m,n=1

(
t−1
)
mn

((
h
i
mhin

)(
h
j
nhjm

)
− 1

2

(
h
i
mhim

)(
h
j
nhjn

))
.

(A.26)
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Note that the two distinct contractions on the second line of this equation become identical

in the rank-one case, where we reproduce equation (B.19) of [13] with t−1 = e2.

Finally, we reproduce (in Wess-Zumino gauge) the N = 2 supersymmetry transforma-

tions of the components fields from equations (B.20) and (B.21) in [13].113 For the N = 2

vector multiplets these are

Qi
αaDm = i

√
2ρiαm , Q

i

α̇aDm = 0 ,

Qi
αρ

j
βm = εαβD

ij
m − εij(σµν)αβfµνm , Q

i

α̇ρ
j
αm = εij

√
2σµ

αα̇∂µaDm ,

Qi
αD

jk
m = i

(
εijσµ

αα̇∂µρ
α̇k
m + εikσµ

αα̇∂µρ
α̇j
m

)
, Q

i

α̇D
jk
m = −i

(
εijσµ

αα̇∂µρ
αk
m + εikσµ

αα̇∂µρ
αj
m

)
,

Qi
αfµνm = −i

(
σµαα̇∂νρ

α̇i
m − σναα̇∂µρ

α̇i
m

)
, Q

i

α̇fµνm = i
(
σµαα̇∂νρ

αi
m − σναα̇∂µραim

)
.

(A.27)

These close off shell since we have not integrated out Dij
m. By contrast, the hypermultiplet

transformations only close on shell, since we have integrated out F (±)
m ,

Qi
αh

j
m = −i

√
2εijψ(+)

α,m , Q
i

α̇h
j
m = i

√
2εijψ

(−)

α̇m ,

Qi
αh

j
m = i

√
2εijψ(−)

αm , Q
i

α̇h
j
m = i

√
2εijψ

(+)

α̇m ,

Qi
αψ

(+)
βm = 2iεαβaDmh

i
m , Q

i

α̇ψ
(+)
αm =

√
2σµ

αα̇Dµh
i
m ,

Qi
αψ

(−)
βm = 2iεαβaDmh

i
m , Q

i

α̇ψ
(−)
αm = −

√
2σµ

αα̇Dµh
i
m .

(A.28)

113 We supply each field in those equations with a U(1)N−1
D gauge-group label m = 1, . . . , N − 1.
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B Numerical analysis of multiple-Higgs branches

In this appendix, we present the methods used to carry out a streamlined numerical

analysis for the mixed Coulomb-Higgs and maximal Higgs branches for which several inde-

pendent Higgs fields are non-vanishing. In particular, these numerical methods were used to

obtain the reduced potentials for the branches H = {1, 3}−, {1, 2}, {1, 2, 3}± for the case of

gauge group SU(4), as well as corresponding results for SU(5) and SU(6). To be concrete,

we shall explain the method here for the maximal Higgs branches H = {1, 2, 3}± of SU(4),

its generalization to the other cases being conceptually straightforward.

B.1 The branches H = {1, 2, 3}+ and H = {1, 2, 3}− for SU(4)

The branches H = {1, 2, 3}+ and H = {1, 2, 3}− correspond to the partition h1, h2, h3 > 0,

in which case the reduced field equations are obtained by eliminating hk between the equations

of (7.18), and are given as follows,

3∑
ℓ=1

tkℓ

(
xℓ + xk(1− 4x2ℓ)

)
= κsk k = 1, 2, 3 (B.1)

The reduced potential, evaluated on these solutions, takes the form,

V sol

{1,2,3}± = VCB −
1

8

3∑
k,ℓ,m,n=1

(t−1)kℓ tkm tℓn (1− 8xkxℓ)(1− 4x2m)(1− 4x2n) (B.2)

Using the charge conjugation invariance of tkℓ and sk, the difference of the equations in (B.1)

for k = 1 and k = 3 factorizes as follows,

(x1 − x3)
(
4t11(x

2
1 + x23) + 4(t11 − t13)x1x3 + 4t12x

2
2 − 2t11 − t12

)
= 0 (B.3)

Therefore, the maximal Higgs branch is actually the union of two subbranches,

H = {1, 2, 3}+ with x3 = x1

H = {1, 2, 3}− with 4t11(x
2
1 + x23) + 4(t11 − t13)x1x3 + 4t12x

2
2 = 2t11 + t12 (B.4)

where x3 = x1 implies h3 = h1 corresponding to the C-invariant maximal Higgs branch. We

now discuss several aspects of the numerical analysis used to examine each branch.
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B.2 Constraints on the range of the variables xk

The range of the variables x1, x2, x3 for which any solutions to the field equations (7.18)

exist is constrained by the positivity conditions h2k > 0 for all k = 1, 2, 3 with h2k given by

(7.18). Any point in the cube {0 < x1, x2, x3 <
1
2
} satisfies these conditions. However, the

full range allowed by the conditions h2k > 0 generally extends beyond this cube. It will be

convenient to further constrain the allowed range of the variables xk by making use of the

local stability conditions. For the maximal Higgs branch we have u = t and the local stability

conditions reduce to the positivity of the quadratic form Qα given in (6.21),

Qα =
3∑

k,ℓ=1

tkℓ

(
(1− 4x2k)α

2
ℓ + (1− 4x2ℓ)α

2
k + 2(1− 8xkxℓ)αkαℓ

)
(B.5)

A necessary (but not sufficient) condition is Qα > 0 when only a single αm ̸= 0. After some

rearrangements this condition may be expressed as follows,

Qm = 3 tmm(1− 4x2m) +
∑
ℓ̸=m

tmℓ(1− 4x2ℓ)− tmm > 0 m = 1, 2, 3 (B.6)

We shall now prove that this inequality implies 4x2k < 1 for k = 1, 2, 3 by showing that all

other options are excluded. The case where 4x2k > 1 for k = 1, 2, 3 is excluded in view of the

fact that |tmℓ| ≪ tmm for ℓ ̸= m for sufficiently small µ/Λ. The cases where 4x2k, 4x
2
ℓ > 1

while 4x2n < 1 for k, ℓ, n mutually distinct are eliminated by observing that the left side of

the sum of the inequalities for m = k, ℓ in (B.6) is negative. Finally, the cases where 4x2k > 1

while 4x2ℓ , 4x
2
n < 1 for k, ℓ, n mutually distinct are excluded by observing that the left side of

the inequality for m = k in (B.6) is negative. Thus local stability requires that the range of

xm be contained in the cube {0 < x1, x2, x3 <
1
2
}.

B.3 Maximum value of κ for the maximal Higgs branches

We shall numerically determine the largest value κHB of κ for which the maximal Higgs

branches can exist. To proceed, we introduce the following three functions,

Kℓ(x1, x2, x3) =
1

sℓ

3∑
m=1

tℓm

(
xm + xℓ(1− 4x2m)

)
(B.7)

171



In terms of these functions, the reduced field equations for the variables x1, x2, x3, for a given

value of κ, reduce to the following relations,

κ = K1(x1, x2, x3) = K2(x1, x2, x3) = K3(x1, x2, x3) (B.8)

for both branches HB= {1, 2, 3}+ and H = {1, 2, 3}−. Thus, κHB may be defined as follows,

κHB = max
{
K1(x1, x2, x3) = K2(x1, x2, x3) = K3(x1, x2, x3), 0 < x1, x2, x3 <

1
2

}
(B.9)

Since the functions Kℓ are polynomials in the variables xℓ and the domain is bounded, one

may simply scan through the cube to find the maxima. Numerical analysis shows that the

value of κHB and the corresponding point in the cube are given as follows,114

κHB = 0.203100 (x1, x2, x3) = (0.257919, 0.425976, 0.257919) (B.10)

A number of remarks are in order. First, the point at which the maximum value of κ is

attained does indeed lie inside the cube {0 < x1, x2, x3 < 1
2
}. Second, the value κHB is

attained for a solution that is charge conjugation invariant since (B.10) obeys x1 = x3 and

thus lies on the branch HB. In other words, the branch HB exists for all κ ≤ κHB while the

branch H = {1, 2, 3}− can exist only for smaller values of κ.

B.4 Numerical solution for H = {1, 2, 3}+

Numerically solving for the roots to pairs or triplets of coupled cubic equations in two or

three variables is slow. In this subsection, we shall adopt a different method, which we explain

here for the branch H = {1, 2, 3}+, and adapt to branch {1, 2, 3}− in the next subsection.

We have verified that the results of this method manifestly match those from the slower

brute-force analysis.

Due to charge-conjugation symmetry, we have x3 = x1 andK3(x1, x2, x1) = K1(x1, x2, x1).

We proceed by defining the following κ-independent set,

Sε
HB =

{
(x1, x2) ∈

[
0, 1

2

]2
s.t.

∣∣K2(x1, x2, x1)−K1(x1, x2, x1)
∣∣ < ε, Qm > 0

}
(B.11)

where Qm was defined in (B.6) and the condition Qm > 0 imposes a necessary (but not

sufficient) condition for local stability. A numerical plot of the set Sε
HB is shown in figure 27.

114 The numerical uncertainty for each result lies in the 7-th significant digit which has been omitted.
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Figure 27: Plot of the set (x1, x2) ∈ Sε
HB for ε = 10−6.

Finally, the plot of the potential V{1,2,3}+ as a function of κ is obtained by evaluating both of

these quantities on all the elements of Sε
HB and is given by the solid blue curve in figure 13.

Note that we have independently checked that all points on that curve are actually locally

stable (as indicated by the fact that the blue line in the figure is solid), even though the

analysis above only imposed necessary conditions for local stability.

B.5 Numerical solution for H = {1, 2, 3}−

For the branch H = {1, 2, 3}− we proceed analogously, but instead of imposing x3 = x1,

we now impose the second solution to equation (B.4),

4t11(x
2
1 + x23) + 4(t11 − t13)x1x3 + 4t12x

2
2 = 2t11 + t12 (B.12)

It will be convenient to change variables from x1, x3 to x, δ related by x1 = x+δ and x3 = x−δ
in terms of which the condition (B.12) becomes,

4(t11 + t12)δ
2 = 2t11(1− 6x2) + 4t13x

2 + t12(1− 4x22) (B.13)

Denoting the solutions for δ to this equation as a function of x and x2 by ±δ(x, x2) the

combinations x1 = x + δ(x, x2) and x3 = x − δ(z, x2) parametrize all the solutions to the

equation K1 = K3, where the sign reversal on δ corresponds to swapping x1 and x3. The

remaining independent components of the field equations are K+ = 1
2
(K1+K3) and K2, both

evaluated for x1 = x+ δ and x3 = x− δ. We proceed as before, by introducing the set,

Sε

{1,2,3}− =
{∣∣K+(x+ δ, x2, x− δ)−K2(x+ δ, x2, x− δ)

∣∣ < ε, Qm > 0
}

(B.14)

where δ = δ(x, x2) is given by (B.13) and that 0 ≤ x2 ≤ 1
2
and 0 ≤ x± δ ≤ 1

2
. Our numerical

analysis shows that the set Sε

{1,2,3}− is empty, and thus so is the entire branch H = {1, 2, 3}−.
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C Properties of the matrix t(µ)

In this appendix we establish various useful properties of the matrix tmn(µ) of effec-

tive U(1)N−1
D gauge couplings in the dual Abelian Higgs model at the multi-monopole point,

introduced in (2.75), (2.63), and (2.76), which we repeat here,

tmn(µ) =
1

(2π)2

(
δmn log

Λ

µ
+ log Λmn

)
, Λmm = 16Ns3m , Λm̸=n =

1− cm+n

1− cm−n

.

(C.1)

We always use the shorthand

sm = sin
mπ

N
, cm = cos

mπ

N
, m = 1, · · · , N − 1 . (C.2)

The definition of t in (C.1) makes the following properties evident:

• The matrix t is symmetric, tmn = tnm, and furthermore is invariant under charge

conjugation, tmn = tN−m,N−n. Such a matrix is called bisymmetric.

• The off-diagonal elements of t are all positive. This follows from the fact that cm±n < 1

and cm−n − cm+n = 2smsn > 0 for all m,n = 1, . . . , N − 1 and m ̸= n.

C.1 Eigenvalues of t

As a real symmetric matrix, t can be diagonalized by a real orthogonal matrix O satis-

fying OT = O−1, so that the eigenvalue equation for t takes the form,

N−1∑
n=1

tmnOnk = λkOmk (C.3)

The N−1 real eigenvalues λk, k = 1, . . . , N−1 furnish the inverse gauge couplings λk = 1/e2k

of the Abelian Higgs model in a basis in which the Maxwell kinetic terms are diagonal, without

off-diagonal kinetic mixing. The diagonal one-loop running due to the massless monopoles

leads to the following scale-dependence of the eigenvalues/gauge couplings,

λk(µ) = λk(µ0)−
1

4π2 log
µ

µ0

⇐⇒ e2(µ) =
e2(µ0)

1− e
2
(µ0)

4π
2 log µ

µ0

(C.4)
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Figure 28: The smallest eigenvalue λmin = λN−1 of the matrix t(µ = Λ), rescaled by (2π)2,
plotted as a function of N up to N = 400. The best fit line (largely not visible beneath the
data points) is depicted in blue, and numerically establishes the large-N scaling (C.5).

We choose an ordering e21 < e22 < · · · < e2N−1, so that λ1 is the largest eigenvalue of t and

λN−1 the smallest.

C.2 Bounds on the range of µ

The matrix tmn(µ) has two important properties that restrict the range of the RG scale µ:

(i) Since the eigenvalues of t(µ) are λk = 1/e2k > 0, they must all be positive, i.e. t(µ) must

be a positive definite matrix. We have shown explicitly that this holds for N ≤ 10 as

long as µ ≤ Λ, but for larger N we find a more stringent constraint:

tmn(µ) positive definite if µ < µpos , µpos ≈
107Λ

N2 as N →∞ (C.5)

We have numerically determined the scaling of µpos with N for large values of N by

fitting the smallest eigenvalue λN−1(µ) at the reference scale µ = Λ as a function of N ,

and then applying (C.4) to run down to the critical value of µ for which the eigenvalues

become positive. The resulting fit up to N = 400 is shown in figure 28.

(ii) We also restrict to sufficiently small µ so that all off-diagonal matrix elements of the

inverse matrix, (t−1)m̸=n < 0 are negative. In general, this leads to the more stringent

bound

µ < µneg ≤ µpos . (C.6)
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Figure 29: The data points depict the maximum value of µ ≲ µneg such that all off-diagonal

elements of t−1 are negative, plotted as a function of 1/N2 for values of N ranging between
20 and 200. The best fit line in blue establishes the large-N scaling in (C.8).

For small values of N this upper bound µneg is readily computed as,

N 2 3 4 5 6 7 8 9 10

µneg/Λ 1 1 0.723 0.577 0.451 0.353 0.281 0.228 0.188

(C.7)

We numerically obtained the scaling of this bound with N for large values of N as,

µneg ≈
20Λ

N2 as N →∞ (C.8)

This behavior is demonstrated in figure 29, which plots µneg as a function of 1/N2 over

a large range of N .

C.3 Approximations for the largest eigenvalues of t

Here we establish useful analytic approximations for the largest eigenvalues λk of t,

and their corresponding eigenvectors, in the large-N limit with k ≪ N . In that limit, the
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Figure 30: Exact eigenvectors Okm corresponding to the largest eigenvalues of t, plotted
against the approximate eigenvectors

√
2/Nskm. For N = 10 (top left panel) we plot the

k = 1, 2 eigenvectors, and for N = 100 (top right panel) we plot the k = 1, 2, 3 eigenvectors.
The agreement improves for smaller k and larger N . The bottom panel shows the largest
eigenvalues of t (rescaled by 4π2) plotted as a function of N up to N = 200. We have taken
µ = 5 × 10−4Λ to be consistent with the bound (C.8) for the largest values of N depicted.
This plot numerically establishes the approximation (C.9).

eigenvectors Okm and eigenvalues λk of t, defined in (C.3), are well approximated by,115

Okm =

√
2

N
skm λk =

N

2π2k
for k ≪ N , N →∞ (C.9)

Taking k = 1 in these formulas leads to the following particularly useful approximations,

valid at leading large-N order, which are used throughout the paper,

N−1∑
n=1

tmnsn =
N

2π2 sm

N−1∑
n=1

(t−1)mnsn =
2π2

N
sm (C.10)

To verify (C.9), we can replace the sum in (C.3) by an integral in the large-N limit and

estimate the error via the Euler-Maclaurin formula. We omit the details, in part because it

is straightforward to establish the same result numerically, as shown in figure 30.

115 As an aside, we note that the skm eigenvectors also appeared in [11] as a basis for diagonalizing t at
large-N on the special slice of moduli space that connects the multi-monopole point with semiclassical infinity
(see also [48] for a review).
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Figure 31: These plots demonstrate that the sum
∑N−1

m=1(t
−1)mnsn ≡ (t−1s)m is well ap-

proximated by (2π2/N) sm, as claimed in (C.10). We depict the sums as a function of
m = 1, . . . , N − 1 for both N = 10 and N = 100; we have chosen values of µ that are close
to saturating the bound (C.8).

Two comments are in order:

• The approximation (C.10), is in fact excellent down to small values of N . For N = 2, 3

it is exact; for N = 4, the approximate eigenvector sm is within a few percent of the

true eigenvector, and the error decreases with increasing N . This is shown in figure 31,

which compares the values N = 10 and N = 100.

• As long as we only take the RG scale µ in (C.4) to scale at most like a power of N ,

as in the bounds (C.5) and (C.8), the large-N result in (C.9) is robust, because the

eigenvalues are only modified by subleading O(logN) terms. This will enable us to

estimate the leading large-N scaling of various quantities in section 10.3, without having

to precisely the specify the RG scale µ.

C.4 Sums over matrix elements of t and their large-N limit

The sums evaluated in this subsection play an important role in section 10.3. We will

compute the following two sums analytically – first exactly, and then in the large-N limit:

(i) We begin by evaluating the sum over one index of tmn defined by,116

vm =
N−1∑
n=1

tmn = 1

(2π)
2

(
4
∑m−1

ℓ=1 log cot ℓ
2
+ log

(
Nsm cotm

2

)
+ log 16

)
(C.11)

116 Here we use the shorthand cot ℓ
2
= cos(ℓ/2πN)/ sin(ℓ/2πN).
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which is exact in N , and derive its leading large-N approximation as follows,

vm =
N

π2f(ρ) +O(logN) 0 ≤ f(ρ =
m

N
) ≤ 2G

π
≃ 0.58 as N →∞ (C.12)

The function f(ρ = m/N) is a smoothO(1) function of ρ ∈ (0, 1), which is C-symmetric

about its midpoint, f(1 − ρ) = f(ρ), and attains its maximum 2G/π (where G is

Catalan’s constant) there.

(ii) We also evaluate the double sum over both indices of tmn,

N−1∑
m,n=1

tmn =
1

(2π)2

(
4
N−1∑
m=1

(N −m) log cotm
2
+N (logN + log 2)− log 8

)
(C.13)

=
1

(2π)2

(
14ζ(3)

π2 N2 +N logN

)
+O(N) as N →∞ (C.14)

Again, the first line is exact in N , and the second gives the behavior at large N .

Throughout this subsection we take µ = Λ, which generally violates the bounds on µ in (C.5)

and (C.8). Expressions at other values of µ may be obtained using the RG running in (C.4).

Exact Results: Let us begin by establishing (C.13). The sum over the diagonal compo-

nents yields,∑
m

log 16Ns3m = (N − 1) log 16N + log
∏
m

s3m = (N + 2) logN + (N − 1) log 2 (C.15)

while the off-diagonal sum yields,

∑
m̸=n

log Λmn =
∑

m̸=n,n

log
(1− cm+n)

2

(cm − cn)2
= 2

[
log

∏
m,n̸=m

(1− cm+n)− log
∏

m,n̸=m

(cm − cn)

]
(C.16)

By applying the following identities involving products of cosines,

∏
n̸=m

(cm − cn) = −
(−1)mN
2N−1s2m

N−1∏
ℓ=1

(1− cℓ) =
N

2N−1
(C.17)
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we manipulate the argument of the first log in (C.16) as follows,

N−1∏
n̸=m,n=1

(1− cm+n) =
1

(1− c2m)

m+N−1∏
ℓ=m+1

(1− cℓ)

=
N

2N−1(1− c2m)

∏m+N−1
ℓ=N (1 + cℓ−N)∏m

ℓ=1(1− cℓ)

=
N

2N−1s2m(1 + cm)

m∏
ℓ=1

(1 + cℓ)

(1− cℓ)

(C.18)

Substituting the last line of (C.18) along with the first equation of (C.17) into (C.16), and

repeatedly using trigonometric identities, the expression simplifies as follows,

∑
m̸=n

log Λmn = 2 log
∏
m

1

1 + cm

m∏
ℓ=1

1 + cℓ
1− cℓ

(C.19)

= 2 log
∏
m

1

1 + cm
+ 4 log

N−1∏
m=1

m∏
ℓ=1

sℓ
1− cℓ

(C.20)

= 2 log
∏
m

1

1 + cm
+ 4 log

N−1∏
m=1

(
sm

1− cm

)N−m

(C.21)

The first term in (C.21) can be simplified using the following identity,

N−1∏
m=1

1

1 + cm
=

N−1∏
m=1

(1− cm)
s2m

=
1

2N
(C.22)

Therefore, the entire expression (C.16) simplifies as,

∑
m̸=n

log Λmn = −2 log 2N + 4
N−1∑
m=1

(N −m) log
sm

1− cm
(C.23)

Combining (C.23) with (C.15), and substituting cot(x/2) = sin x/(1−cos x), we finally obtain

the entire sum
∑

m,n log Λmn,

∑
m

log Λmm +
∑
m̸=n

log Λmn = 4
N−1∑
m=1

(N −m) log cotm
2
+N (logN + log 2)− log 8 (C.24)

This implies the desired result (C.13).
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Along the way, we have computed the single index sum

vm ≡
∑
n

tmn =
1

(2π)2

(
log Λmm +

∑
n̸=m

Λmn

)
(C.25)

=
1

(2π)2

(
log 16Ns3m + log

1

(1 + cm)
2

m∏
ℓ=1

(1 + cℓ)
2

(1− cℓ)2

)
(C.26)

=
1

(2π)2

(
log 16Ns3m − 2 log(1− cm) + 4

m−1∑
ℓ=1

log cot ℓ
2

)
(C.27)

establishing (C.11).

Large N Approximations: We will now expand the exact expressions in (C.11) and (C.13)

in the large-N limit.117 First, consider vm in (C.11). The N -scaling of all of the terms except

the sum over log cotℓ/2 is straightforward. To determine the latter, we convert the sum to an

integral,

m−1∑
ℓ=1

log cot ℓ
2
→ N

∫ ρ

0

log cot
πx

2
dx ≡ Nf(ρ = m/N) (C.28)

The integral f(ρ) is a finite, positiveO(1) function of ρ, which is symmetric between the limits

of ρ, f(1 − ρ) = f(ρ). The maximum value of f(ρ) occurs at f(ρ = 1/2) = 2G/π ≃ 0.58,

where G is Catalan’s constant; its minima are at f(0) = f(1) = 0. This establishes the

large-N limit in (C.12).

Finally, we determine the large-N scaling of the sum over both indices
∑

mn tmn =
∑

m vm

in (C.13). As above, we convert the sum over log cotm/2 to an integral, and then take the

large-N limit, leading to

N−1∑
m=1

(N −m) log cotm
2

N→∞−−−→ N2

∫ 1

0

dx (1− x) log cot
(πx

2

)
=

7ζ(3)

2π2 N2 +O(N)

(C.29)

Substituting into (C.13) the establishes the large-N limit in (C.14).
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Figure 32: This plot depicts (t−1s)m (the red and orange points) and (T−1s)m (the blue and
green points) as a function of m = 1, . . . , N − 1, for fixed N = 50. We plot two values of the
RG scale µ: one that saturates the bound (C.8), and the smaller value µ = 10−6Λ.

C.5 Comparing t−1s and T−1s

In this subsection, we compare the expressions (t−1s)m and (T−1s)m, where the ma-

trix Tmn, which appears in the maximal Higgs branch solution (6.42), is given by

Tmn = tmn + δmnvm , vm =
N−1∑
p=1

tmp . (C.30)

We will carry out this comparison numerically:

• In figure 32 we plot (t−1s)m and (T−1s)m as a function of m for N = 50, and for

different values of µ. This figure shows that both (t−1s)m and (T−1s)m have similar

shapes: both roughly look like a sine function sm (see (C.10)) with different amplitudes,

with (T−1s)m ≲ (t−1s) by at most a factor ∼ 3. Moreover, these conclusions are not

sensitive to µ.

• In figure 33 we plot the two sums (t−1s)m and (T−1s)m as a function of even N and for

different values of µ. The left panel shows m = 1 (where the sums are smallest), and

the right panel shows m ∼ N/2 (where the sums are largest). We find that the sums

largely agree at m = 1, while (T−1s)m ≲ (t−1s)m by a factor ranging from ∼ 1 to ∼ 3

for m = N/2. Again there is no significant µ-dependence.

117 The large-N scaling of vm and
∑

m vm, deduced analytically below, have also been verified numerically.
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Figure 33: This plot depicts (t−1s)m (the red and orange points) and (T−1s)m (the blue and
green points) as a function of even N = 2, . . . , 100, for m = 1 (left panel) and m = N/2
(right panel). We also indicate two values of µ: the first saturating the bound (C.8) for all N
shown, and the second smaller value µ = 10−6Λ.

D Global stability of the maximal Higgs branch at κ = 0

In this appendix, we complement the analysis of the maximal Higgs branch HB with an

investigation into its global stability. To this end, we compare the values of the potential,

given in (6.16) for κ = 0 and xk = 0, for different partitions C|H, and we obtain,

VC|H = VCB −
1

8

∑
k,ℓ∈H

ukℓ (D.1)

where we have explicitly indicated the dependence of V on the partition. Let C|H and C′|H′

be two partitions such that C′ \ C = H \ H′ = {p}. Equivalently the partition C|H is such

that the set H contains the element p and the partition C′|H′ is obtained by moving p from

H to C′. We shall now show that, for κ = 0, we have,

VC|H < VC′|H′ (D.2)

This result states that, at κ = 0, the branches of solutions are partially ordered by the

cardinality |H| of H: the larger |H|, the lower the minimum of the potential is. The absolute

minimum is reached for the maximal Higgs branch where C = ∅. As a result, for κ = 0, the

maximal Higgs branch is locally and globally stable.

To prove (D.2) we consider the sub-matrices u−1 and (u′)−1 of t−1 of dimension |H| and
|H′| corresponding to the partitions C|H and C′|H′, respectively. The difference in the values
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of the potentials on these solutions is obtained from (D.1),

VC′|H′ − VC|H =
1

8

∑
k,ℓ∈H

ukℓ −
1

8

∑
k
′
,ℓ
′∈H′

u′
k
′
ℓ
′ (D.3)

We may choose a basis, possibly by simultaneously permuting rows and columns, in which

u−1 and (u′)−1 are related as follows,

u−1 =

(u′)−1 u1

ut1 u2

 u =

v0 v1

vt1 v2

 (D.4)

where u1 and v1 are column matrices of height |H′| while u2, v2 ∈ R, (u1)k′ = (t−1)pk′ for

all k′ ∈ H′ and u2 = (t−1)pp. Using the relations (u′)−1v0 + u1v
t
1 = I and (u′)−1v1 = −v2u1

implied by u−1u = I, and eliminating u1, we obtain u′ = v0 − v1v
t
1/v2. Expressing the

difference of the potentials in terms of these data, we find,

VC′|H′ − VC|H =
1

8v2

(
v2 +

∑
k
′∈H′

v1k′

)2

(D.5)

Since u is a positive definite matrix, we have v2 > 0, which completes the proof of (D.2).
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