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There has been a growing interest from industry [9, 13, 14] and
academia [8, 10] in migrating financial exchanges to the public
cloud because of multiple benefits provided by the cloud, e.g., ,
robust infrastructure, and potential cost savings [4]. However, mi-
grating financial exchanges from on-prem clusters to the cloud
poses several challenges.

Financial Exchanges Requirements: One fundamental require-
ment for a typical financial exchange is a fair multicast service [8].
Such a service (e.g., NASDAQ’s ITCH [12]) is responsible for dis-
seminating information about the state of the market (termed as
market data) to a large number of market participants (MPs). Mar-
ket data serves as an important reference for MPs to make trading
decisions, and High Frequency Trading (HFT) firms often compete
on how quickly they can place trades based on this information.
To ensure fairness, market data should be delivered to every MP
almost simultaneously so that no MP can earn an unfair advantage
over another MP. Besides, HFT firms also require consistently low
latency from exchange to MPs for market data distribution so that
MPs can trade on the most up-to-date information.

Challenges in the Cloud: While a high-performance fair multicast
service in on-prem clusters might be implemented using switch
support and carefully engineered networks,! the situation is much

1Some financial firms equalize wire lengths [16] to achieve simultaneous delivery of
market data to all MPs.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.

ACM SIGCOMM °24, August 4-8, 2024, Sydney, NSW, Australia

© 2024 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-0717-9/24/08....$15.00
https://doi.org/10.1145/3672202.3673728

36

support for multicast is not usually available to cloud tenants. The
public cloud also exhibits higher and more varied latency than on-
prem clusters. This variance, combined with the limited control a
tenant possesses on the underlying network, makes it difficult to
realize fair/simultaneous delivery of market data to all market par-
ticipants (MPs). As a result, implementing such a multicast service
for financial exchanges in the public cloud becomes challenging for
cloud tenants.

Jasper: We develop Jasper, an overlay multicast service for cloud-
hosted financial exchanges (Figure 1). To achieve low latency while
scaling to a large number of receivers, Jasper (1) builds a tree of
proxies for multicast, instead of having the sender directly unicast
its message to all receivers; (2) introduces a VM hedging technique
to tackle high latency variance where replicated messages traverse
through redundant paths; (3) designs a deployment model assuming
no trust between MPs and the exchange server that incorporates
a hold-and-release mechanism [8] (the receivers hold messages
and only process them at a deadline) with the Trusted Execution
Environment (TEE) technique [2] to ensure fairness.

A Proxy Tree: A tree reduces the serialization or transmission
delay required to unicast multiple messages back-to-back, but adds
additional hops in the sender-to-receiver path. In Jasper, we use
the tree structure as a starting point and develop new techniques
to lower latency and latency variance and achieve fairness in data
delivery while scaling to a large number of receivers. The structure
of a proxy? tree (depth D and fan-out F) is tuned to minimize latency.
Existing cloud-based exchanges [8—10] implement multicast using
the direct unicast approach. This may be considered a special case
of a tree where D is 1 and F is N. We show that there is value in
increasing the D and decreasing the F as the number of receivers (N)
grows. We provide a heuristic for tuning D and F which provides
good performance: Given N receivers, we fix F = 10 and then
derive D = [log1gN] (round to the nearest integer). We find that
more sophisticated learning-based techniques do not outperform
our simple heuristic because of the high variation in latency and
performance of VMs in the public cloud.

VM hedging: For achieving consistently low latency and decreas-
ing the latency variance spatially, Jasper introduces a technique
called VM hedging, motivated by request hedging [6, 15, 17]. In VM
hedging, each VM in the proxy tree receives messages from two
or more different sources (i.e., parent and one or more aunts), de-
fined by hedging factor H, where the path lengths for all messages
are the same. A VM processes and forwards the message copy to

The proxies are separate VMs. Traders’ VMs do not act as proxies/intermediaries.
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Fig. 1: A Jasper Tree. Dotted edges represent hedging, which lowers the latency variance.
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Fig. 3: Jasper outperforms DU, and AWS.

children that is received earliest and discards the rest. VM hedging
reduces the impact of latency fluctuations, yields much smaller
latency variance, and narrows down the window of time in which
all the multicast receivers receive a multicast message.

Jasper Deployment Model: To ensure perfect fair delivery of data,
the exchange requires the MPs to run a hold-and-release mecha-
nism, as proposed by CloudEx [8]. In this mechanism, deadlines
are attached to the messages, and an MP is supposed to receive a
message and only process it at or after a deadline associated with
the message. The deadlines are set, by the exchange in a way to
ensure that every MP will receive the message by the deadline.
The efficacy of this fair delivery mechanism relies on the MPs to
respect the hold-and-release protocol. However, MPs have the in-
centive to not respect the protocol and process the messages before
the deadline to gain an advantage over the others, while they also
do not want the reveal their program to the exchange. To resolve
this dilemma, we incorporate TEEs, which have become generally
available in public cloud [2, 3, 5], to maintain security boundaries
between the exchange and traders. More specifically, MPs run their
trading algorithm inside the enclaves of the VMs owned by the
exchange, and the exchange runs the hold-and-release mechanism
outside the enclave (see Fig. 2). As a result, the MPs’ trading pro-
gram is protected by the TEE, and the exchange can execute the
hold-and-release protocol in its owned VMs. We benchmark the
latency of a TEE offered by AWS called Nitro Enclave. Figure 5
shows a high latency associated with it. In the future, we will work
to improve this latency. Other results in this article, do not use TEE.
Jasper outperforms AWS Transit Gateway: Figure 3 shows that
Jasper distinctly outperforms AWS-TG based multicast and DU
(Direct Unicasts approach). The median latency for Jasper is 129 ps.
whereas it is 228 ps for AWS TG and 254 ps for DU for 100 multicast
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receivers. We observe more benefits from Jasper as the number of
receivers increases. We synchronize the clocks of using [7] with
an O(100) ns accuracy. The benchmark does not use TEE, which
would add an almost constant overhead on every technique.

VM Hedging reduces delivery window size: Figure 4 shows that
delivery window size (the difference between the time when the
first receiver and the last receiver receive a multicast message) is
reduced with hedging. Note that lost packets are ignored which
is a common practice in the on-prem exchanges as any recovered
packet would already be too late to be useful by the MPs. In our
preliminary benchmarks, we witness a significantly low loss rate.

Next Steps: Currently Jasper mainly focuses on performance im-
provement in the outbound direction (i.e., market data dissemina-
tion from the exchange to MPs). However, the cloud environment
also presents challenges in the inbound direction (i.e., order sub-
mission from a large number of MPs to an exchange server). We
have several avenues to explore as the next steps:
(1) A distributed limit order book [1] would enable the exchange
to scale horizontally and improve the throughput of the system.
(2) A bucketed integer priority queue, instead of simple prior-
ity queues at the exchange, is desirable to build high-performance
exchange systems, which have lower time complexity and may
enhance the throughput of the exchange.
(3) Smartly prioritizing the critical orders (i.e., orders that are
more likely to get executed) when orders are sent from MPs to the
exchange server through the proxy tree. Such prioritized order sub-
mission would enhance market liquidity by matching more orders
per unit of time.

A detailed technical report of this project is available [11].
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