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Abstract— Energy-efficient visual-inertial motion tracking on
SWAP-constrained edge devices (e.g., drones and AR glasses)
is essential but challenging. Our previous work [1] introduced
the first-of-its-kind quantized visual-inertial odometry (QVIO),
utilizing either raw measurement quantization (zQVIO) or
single-bit residual quantization (rQVIO). While QVIO has
demonstrated significant data transfer reduction with com-
petitive performance, it has limitations. Specifically, zQVIO
directly quantizes raw measurements into multi-bit values,
while requiring the ad-hoc inflation of measurement noise to
account for quantization errors. On the other hand, rQVIO is
limited to single-bit measurement with certain accuracy loss.
This work introduces QVIO2 to address these issues. The
proposed QVIO2 improves data quantization strategies and
derives a Maximum A Posteriori (MAP) quantized estimator
that rigorously handles both multi-bit and single-bit, raw
and residual quantized measurements in a unified manner.
These improvements lead to more communication-efficient and
accurate systems. Additionally, we optimize the communication
protocol to further reduce data transfer by eliminating un-
necessary transmissions. Extensive numerical and experimental
results demonstrate reduced communication requirements and
improved accuracy. Compared to the previous QVIO system,
zQVIO2 achieves the same accuracy with a 30% reduction in
data transfer, while rQVIO2 improves accuracy without in-
creasing data communication. In real-world scenarios, our new
zQVIO2 and rQVIO2 have demonstrated nearly no accuracy
loss with only 4.6 bits and 3.5 bits of data communication,
achieving compression rates of 7× and 9.1×.

I. INTRODUCTION AND RELATED WORK

Next-generation edge devices like AR/VR wearables re-
quire real-time processing of heterogeneous data for tasks
such as eye tracking, gesture recognition, motion detection,
speech processing, and head movement detection, neces-
sitating substantial computational tasks to be handled on-
device. Motion tracking, critical for these devices, is typi-
cally achieved through visual-inertial odometry (VIO) [2]–
[9]. However, building robust VIO on these small form-
factor platforms is challenging due to strict size, weight,
and power (SWAP) constraints, with the primary difficulty
often arising from data management rather than computation.
For example, in SLAM and hand-tracking modules of Meta
XR wearable devices, the major energy consumption is data
access in RAM [10].

To reduce the data transfer, different on-sensor computing
architecture has been presented. Gome et al. [11] introduced
a distributed on-sensor compute architecture by performing
initial image processing on the sensor and then sending pre-
processed image data to the aggregator for further processing
through energy-intensive MIPI interfaces, which dramatically
minimizes data and energy consumption. However, chal-
lenges remain in efficiently handling the high volume data
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demands of tasks like visual-inertial estimation. Moreover,
in applications like MAVs where visual processing and state
estimation are performed separately in SoC and MCU, the
bandwidth-limited UART communication interface between
two chips makes the challenge even more severe.

Data quantization, which reduces data size and thus com-
munication, has been widely applied in various fields. For in-
stance, it is commonly used to reduce the computational time
and memory consumption of neural networks by employing
low-bit representations for weights and activations [12]. Pre-
vious studies have demonstrated that networks can be quan-
tized to 4-bit weights with minimal loss in accuracy [13]. In
SLAM and robotics, quantization has been used to compress
images [14]–[16] and reduce memory size. For example,
Navion [17] combines lossy image compression and block-
wise quantization, achieving a 4.4× memory reduction and a
4.9× power reduction with minimal computational overhead,
enabling VIO on nano drones. Vector quantization (VQ) is
also used to compress data and segment motion, supporting
RGBD-SLAM in dynamic environments [18]. It has also
been used to compress the environmental map (i.e., the point
cloud) [19] to enable efficient sharing of the environmental
information in the multi-robot systems [20] or life-long
localization [21]. Quantization of descriptors [22]–[25], is
another practice in visual SLAM, reducing memory overhead
while preserving matching quality.

From the perspective of estimation theory, using quantized
measurements requires the estimator to be derived with
mathematical rigor. For example, SOI-KF [26] employs a
single-bit per observation in a Kalman filter (KF) setup
for wireless sensor networks, achieving performance com-
parable to traditional KFs while significantly reducing com-
munication complexity and power consumption. It models
the quantized residual as a Gaussian tail distribution and
approximates the minimum mean squared error (MMSE)
estimator. This approach has been extended to multi-bit
quantization techniques for cooperative localization (CL)
in multi-robot systems, allowing effective estimation under
strict communication constraints [27]–[29].

Despite the prevalence of quantization, the first of its
kind quantized VIO (QVIO) was introduced in our previous
work [1], which preprocesses images at the sensor level and
transmits only quantized measurements or residuals to the
host for visual-inertial estimation. Specifically, we developed
two QVIO estimators. The first, measurement-quantized VIO
(zQVIO), directly quantizes visual measurements into a fixed
number of bits and applies an EKF update for fusion, signif-
icantly reducing data transfer between processors. However,
zQVIO lacks a performance guarantee, relying on trial-and-
error for bit selection and additional noise inflation. As
such, we also propose residual-quantized VIO (rQVIO) that
quantizes residuals on the co-processor and transmits only a
single bit per residual to the host for estimation. Although the
communication protocol is more complicated, the estimation



problem can be framed as a MAP estimation problem, solved
recursively using an EKF-like update. However, the MAP
problem formulation is limited to single-bit measurement
with unavoidable accuracy loss. While our baseline QVIO [1]
performed well, in this work, we further improve these
estimators and design the quantized MAP-based zQVIO2 and
rQVIO2. Specifically, zQVIO2 maintains the same accuracy
while reducing data transfer by approximately 30%, while
rQVIO2 delivers improved accuracy without increasing data
communication. The contributions of this work can be sum-
marized as follows:

• We design the improved quantization strategies. For
zQVIO, we propose the differential measurement quan-
tization to reduce communication bandwidth without
extra errors. For rQVIO, we extend from single-bit to
multi-bit measurements for more accurate estimation.

• We derive a MAP quantized estimator that rigorously
processes single- and multi-bit measurements for both
measurement and residual quantization strategies.

• We optimize the communication protocol to reduce state
update communication overhead for rQVIO to mitigate
the increase of bits for residual measurements. Exten-
sive numerical and experimental results show reduced
communication requirements and improved accuracy.

II. QUANTIZED MAP ESTIMATION

In this section, we outline the design of a quantized
estimation problem by addressing two key challenges: how
to quantize measurements to reduce data transfer without
adding error, and how to estimate states using quantized
measurements rigorously. To simplify the discussion, we
consider the general nonlinear measurement function in the
following. Given the measurement z = [... zi ...], the
measurement function and its linearization are 1:

z = h(x) + n ⇒ r = z− h(x̂) ≃ Hx̃+ n (1)

r = [. . . ri . . .]
⊤
,H = [. . . Hi . . .]

⊤ (2)
where r and H are the residual and measurement Jacobian;
n is the white Gaussian measurement noise n ∼ N (0,R).

A. Quantization Strategies
We previously introduced two quantization strategies [1]:

measurement quantization (zQ), which directly quantizes raw
measurements into a specified number of bits, and residual
quantization (rQ), which reduces measurement residuals to a
single bit. In the following, we outline how we can improve
these two. At a high level, the quantized measurement can
be expressed as:

b(z) = [· · · bi · · ·] , bi =
[︁
· · · bji · · ·

]︁
(3)

where bi is the multi-bit quantized measurement and bji is a
1-bit scalar measurement.

1) Differential Measurement Quantization: Naively, we
can quantize the raw measurement directly to b(z) to multi-
bit with the residual derived as:

rm := b(z)− h(x̂) ≃ Hx̃+ nb (4)
where nb denotes noise after quantization, which is a mix-
ture of original sensor measurement noise and quantization

1Note that throughout the paper x̂ is used to denote the current best
estimate of a random variable x with x̃ = x ⊟ x̂ denotes the error state.
The “⊞” and “⊟” operations map elements to and from a given manifold
and equate to simple “+” and “-” for vector variables [30].

Fig. 1: Illustration of the proposed multi-bit residual quanti-
zation: When K=2 bits are used, the residual range is divided
into 2K = 4 intervals.

noise [1]. We now present a novel differential quantization
method. Assume we have in total k = 3 measurements,
Z = [z1 ... z3]. For the first measurement z1, the same
quantization strategy as our previous work [1] is applied,
where B1 := B(z1). Then, for the following sequential
measurement, we adopt the differential quantization scheme.
For example, the communicated quantized measurement for
z3 is formulated as B3 := B(z3 − B(z2 − B(z1))). The
quantized measurement zq3 can be recovered as:

zq3 :=

3∑︂
k=1

Bk (5)

which can be used to triangulate features and calculate
residuals. This method reduces communication bandwidth
by focusing on the difference between measurements, which
is generally much smaller than the raw data. Additionally,
it avoids introducing extra quantization errors because the
point where the difference is calculated is precisely known,
and only the difference itself is quantized.

2) Multi-bit Residual Quantization: Inspired by [31],
[32], we quantize the measurement residual as follows:
Instead of only using 1-bit to quantize residual (i.e., 0
indicates negative and 1 is positive), we now allow for multi-
bits to preserve more information. Given K bits, the range of
(−∞,+∞) can be divided into 2K separate intervals. K bits
can encode the interval where the residual lies, such as ti <
r < tj . As illustrated in Figure 1, where K = 2, the range
is divided into 4 intervals. If the quantized measurement for
one scalar whitened residual is b1 = 1, b2 = 0, then this
indicates the residual is in the range of (0, t1).

B. Quantized State Estimation

We now analytically derive the quantized MAP estima-
tor that supports both the preceding rQ and zQ quantiza-
tion schemes. For the sake of clarity, we assume a scalar
measurement h(·) in our explanation. Given the quantized
measurement (3) , we formulate the quantized estimation as
the following MAP optimization problem [32]:

x̂ = argmax p(x|b(z))

= argmax p(x)

m∏︂
i=1

p(b1i , b
2
i , . . . , b

j
i |x) (6)

where m is the number of measurements and j is the
number of bits used for this measurement. Intuitively, for
both rQ and zQ methods, those bit indicates the range of the
measurements. The range of the rQ is pre-defined thresholds
for the residuals, while the range of the zQ is the resolution
defined by the number of bits.

Interestingly, for both rQ and zQ methods, we can de-
rive p(b1i , b

2
i , . . . , b

j
i |x) to be expressed in terms of the Q-

function, and the MAP (6) can be written as:
x̂ = argmax p(x|b(z))



Fig. 2: System architecture of the measurement-quantized VIO 2.0 (zQVIO2) and residual-quantized VIO 2.0 (rQVIO2).
Note that the new unified quantized MAP estimator is highlighted in blue, as compared to the baseline QVIO [1].

= argmax p(x)

m∏︂
i=1

P{t1i <
zqi − h(x)− n

σ
< t2i |x} (7)

= argmax p(x)

m∏︂
i=1

(Q(χ1
i )−Q(χ2

i )) (8)

where σ is a scalar of noise standard deviation that normal-
izes the measurement noise. t1i and t2i in rQVIO are the pre-
defined thresholds where the residuals lie, while in zQVIO
they are the minus and half quantization resolution − rq

2 and
rq
2 . Intuitively, if the quantization resolution is rq , then given

quantized measurement zqi , the raw measurement zi should
fall in the range of (zqi −

rq
2 , z

q
i +

rq
2 ), thus (zqi −zi) should fall

in the range of (− rq
2 ,

rq
2 ). Then for the zQ-based estimator,

we can derive:

zχ1
i =

1

σ
(zqi − h(x)− rq

2
) (9)

zχ2
i =

1

σ
(zqi − h(x) +

rq
2
) (10)

The rQ-based estimator is written as:

rχ1
i =

1

σ
(h(x̄)− h(x)) + t1 (11)

rχ2
i =

1

σ
(h(x̄)− h(x)) + t2 (12)

where x̄ is the quantized state in the coprocessor, which is
also known in the host processor and can be taken as pseudo
quantized measurements zqi . Detailed derivation can be found
in Appendix I. Take logarithm on Eq. (8), the MAP problem
is equivalent to:

x̂ = argmax

[︄
||x⊟ x̄||2P +

m∑︂
i=1

2 ln
(︂
Q(χ1

i )−Q(χ2
i )
)︂]︄

where we have assumed a Gaussian prior. To solve for the
above MAP estimate, we can adopt the standard EKF equa-
tions to approximately, recursively and efficiently compute
the estimate and covariance (e.g., see [1] for details).

III. QVIO2: QUANTIZED-VIO 2.0
In the VIO system, the state vector x at time tk consists

of the current navigation states xIk , and a set of historical
IMU pose clones xC (see [33]):

x =
[︁
x⊤
Ik

x⊤
C

]︁⊤
, xC =

[︁
x⊤
Tk

. . .x⊤
Tk−c

]︁⊤
(13)

xIk =
[︁
Ik
G q̄⊤ Gp⊤

Ik
Gv⊤

Ik
b⊤
g b⊤

a

]︁⊤
(14)

where I
Gq̄ is the unit quaternion corresponding to the rotation

matrix I
GR that represents the rotation from the global frame

{G} to the IMU frame {I}; GpI , GvI are the IMU position,
velocity; bg and ba are the gyroscope and accelerometer
biases; xTi = [IiG q̄⊤ Gp⊤

Ii
]⊤.

As in the standard MSCKF-based VIO [34], we propagate
the state over time based on the nonlinear IMU kinematics:

xIk+1
= fI

(︁
xIk ,

Iak,
Iωk,nI

)︁
(15)

where nI consists the noises for the measurement and model.
We then linearize this kinematic model to propagate the state
estimate and covariance.

Assume the camera measures a feature f at timestamp tk,
where f denotes its 3D position in the global frame. The
corresponding bearing measurement is given by:

zk = h(xk) + nk ≃ H∗
xx̃Ik +H∗

f f̃ + nk (16)
where zk = [u, v]⊤ is the raw uv pixel coordinate; nk is the
zero-mean white Gaussian raw pixel noise. We refer to [33],
[34] for more details about MSCKF update.

In what follows, we explain how to leverage the new
quantization strategies and the quantized MAP estimator
introduced in Section II to develop the Quantized VIO 2.0.

A. zQVIO2: Measurement Quantization VIO 2.0
As described in Section II-A.1, zQ method directly quan-

tizes the raw pixel measurements using a given number of
bits. This led to a simple and clean communication protocol
between the co-processor and host computer, as shown in
Figure 2 (top). The initial preprocessing of visual and IMU
data remains the same. In the following steps, only the quan-
tized measurements are transmitted to the host processor,



Fig. 3: Estimation error comparison across varying measurement noise levels and bit measurement for zQVIO.

Fig. 4: Estimation error comparison across varying measurement noise levels and bit measurement for rQVIO.

where both feature triangulation and state estimation are
carried out using these quantized inputs. Compared to the
baseline zQVIO [1], two key innovations are introduced:

• We employ the new differential quantization method,
instead of simply quantizing the raw measurements into
multiple bits, to enable further data compression without
additional errors.

• The baseline zQVIO blindly performs EKF updates with
the quantized measurements and was unable to ade-
quately compensate for the potentially significant quan-
tization errors in practice. Although we modelled these
errors as additional noise using the Kullback–Leibler
divergence (KLD), this approach was still suboptimal.
In contrast, the new zQVIO2 employs a quantized MAP
estimator with mathematical rigor, eliminating the need
to inflate the noise to account for quantization error.

B. rQVIO2: Residual Quantization VIO 2.0
As shown in Figure 2 (bottom), rQVIO 2.0 has a more

complex architecture. First, the co-processor performs fea-
ture detection and tracking, sending the timestamp to the host
processor. The host uses IMU measurements to propagate the
state and returns the IMU pose to assist with triangulation.
Next, the co-processor triangulates features into 3D and
sends the quantized initial guess for 3D features and its
quantized residual measurements back to the host for state
update. Finally, the quantized state is updated, and the
corrected IMU poses are sent back to the co-processor. A
detailed explanation of this architecture can be found [1].
It is important to highlight here the key innovations. First,
compared to [1], we design multi-bit quantized measure-
ments with rigorous mathematical derivations, as explained
in Section II-B. While the baseline rQVIO demonstrated
that 1-bit measurements delivered impressive performance,
accuracy loss is inevitable with significant information loss.
The new estimator allows users to further enhance accuracy

by enabling higher-bit quantized residuals. Moreover, we
develop a novel update indicator as shown in Figure 2. A
significant data transfer is typically required to send the
state correction term back to the co-processor and update
the IMU pose. However, we found this transfer is not
always necessary, especially when the correction is minimal.
By setting a threshold for the state correction, the update
indicator checks whether the correction term needs to be
transferred and reduces unnecessary data communication.

IV. NUMERICAL STUDY

We employ the OpenVINS [34] to produce realistic bear-
ings and inertial measurements and implement rQVIO2 and
zQVIO2. In each timestamp, 200 bearing measurements
are generated. Regarding the estimator configuration, we
maintain a window size of 15. All features are MSCKF
features and will be used to do updates when they lose
tracking or reach the maximum window size. In the fol-
lowing section, VIO serves as the baseline without any
measurement quantization. zQVIO and rQVIO refer to the
original systems, while zQVIO2 and rQVIO2 represent the
newly proposed systems. The number indicates the bit design
of the quantized measurement (e.g., zQVIO2(3) means the
measurement is quantized to 3 bits).

A. zQVIO2: Better Accuracy without Extra Inflation
To demonstrate the improvements of zQVIO2, we con-

ducted a comprehensive numerical study to evaluate the
effectiveness of two key innovations: the differential mea-
surement quantization method and the use of a quantized
estimator, as introduced in Section II-A.1. A summary of the

TABLE I: zQVIO System Setups for Evaluation

zQVIO-E zQVIO-Q zQVIO2-E zQVIO2-Q

Differential Meas. ✗ ✗ ✓ ✓
Quantized Estimator ✗ ✓ ✗ ✓



Fig. 5: Avg. number of bits per measurement in 1-pixel noise.

estimators is provided in Table I. Specifically, “-E” refers to
using the standard EKF as the estimator, as we discussed in
our previous work [1], where we showed the need to inflate
noise to compensate for quantization errors. In contrast, “-
Q” denotes the use of the quantized estimator, as highlighted
in Section II-A.1. We varied the number of bits used to
quantize raw measurements and compared the performance
of zQVIO2 against both the non-quantized system (VIO) and
the previous zQVIO, as illustrated in Figure 3. We also report
the communication burden for each estimator, as reported in
Figure 5. We calculate the total number of bits communicated
and then divide it by the total number of measurements to
get the average bit required for each measurement.

To demonstrate the effectiveness of using differential
quantized measurements, we first compare zQVIO-Q (pur-
ple) and zQVIO2-Q (orange) in Figure 3. Both systems use
the same quantized estimator, with the only difference being
that zQVIO2 employs differential quantization, while zQVIO
does not. Clearly, zQVIO2-Q achieves better performance
with fewer bits. For instance, zQVIO-Q(6) nearly doubles
the error of zQVIO2-Q(6). A similar trend can be seen
when comparing zQVIO-E and zQVIO2-E. Additionally, in
Figure 5, it is evident that zQVIO2 (orange) achieves a
smaller average bit count per measurement to achieve similar
accuracy compared with zQVIO (purple). Through this fair
comparison, we clearly demonstrate the benefit of using
differential quantized measurements. Next, we show that the
development of the quantized estimator not only avoids the
need for noise inflation but also models the measurements
more accurately, improving estimation performance. This is
evident in the comparison between zQVIO2-E (blue) and
zQVIO2-Q (orange) in Figure 3. Both systems use the same
measurements, but zQVIO2-Q achieves better accuracy due
to the quantized estimator used. A similar observation can
be made when comparing zQVIO-E (green) and zQVIO-
Q (purple), further highlighting that while noise inflation
can account for quantization errors, the quantized estima-
tor offers superior performance thanks to its mathematical
rigor. Finally, the system that leverages both the differential
quantized measurement method and the quantized estimator,
zQVIO2-Q (orange), achieves the best overall performance.
It only requires 5-6 bits to reach a similar performance to
VIO, cutting the number of bits transferred in half (from 9-10
bits to 5-6) compared with previous work. Notably, when the
noise is large (e.g., 3-pixel noise), zQVIO2 only begins to
show accuracy loss at zQVIO2(4), as sensor noise dominates
over quantization noise.

TABLE II: Average Absolute Trajectory Error (ATE) in
degrees/meters for different estimators with 1 pixel noise.

Method zQVIO2(5) zQVIO2(6) rQVIO2(2) rQVIO2(3)

ATE (deg/m) 0.33 / 0.13 0.33 / 0.12 0.35 / 0.13 0.32 / 0.12
Bit/Meas. 5.6 6.5 3.3 4.3

B. rQVIO2: Better Accuracy with Lower Data Transfer

We then perform the numerical study for the rQVIO2.
The first improvement is rQVIO2 allows multi-bit residual
quantization which can further reduce the accuracy drop from
the data quantization [see Section III-B]. To demonstrate
this, we compare rQVIO2 with different number of bits
used for quantized measurement (i.e., b(z) in Figure 4) with
different measurement noise. The results clearly show that,
compared to the original rQVIO, which only allowed single-
bit quantization, rQVIO2 significantly reduces the accuracy
drop as the number of bits increases due to its ability to
handle multi-bit measurements. Notably, rQVIO2 achieves
comparable performance to baseline VIO with only 3-4
bits of quantized measurements. Another key improvement
comes from the design of the update indicator, as described
in Section III-B, which further reduces communication over-
head. To demonstrate this, we examine the data communica-
tion burden for rQVIO2, as shown in Figure 5. When using
only 1-bit quantized measurements, we compare rQVIO(1)
and rQVIO2(1), where the latter utilizes the update indicator
while rQVIO does not. It is evident that rQVIO2 reduces the
average number of bits transferred by approximately 30%.
Moreover, rQVIO2(2) uses almost the same communication
but achieves much better accuracy than rQVIO(1).

C. Discussion

To compare the performance between zQVIO2 and
rQVIO2, we present estimators with similar estimation per-
formance (i.e., comparable ATE results) and evaluate their
data transfer requirements, as shown in Table II. From the
results, rQVIO2(2) and rQVIO2(3) achieve similar accuracy
as zQVIO2(5) and zQVIO2(6), while the average bit required
is 2 bits less, shows rQVIO2 is prevailing in achieving
the same level of accuracy in more compressed bandwidth
requirements compared with zQVIO2. However, we should
note that rQVIO2 requires a more complicated co-processor
design, where it requires the ability to perform feature
triangulation. Moreover, a more complex communication
protocol is required for rQVIO2, as state update communi-
cation is necessary, which might degrade system robustness
[See Figure 2]. For computation complexity, similar to our
previous work [1], both methods do not change measurement
size. They only require calculating quantized residual and the
scaling ratio for each measurement, thus incurring negligible
computation overhead.

V. REAL-WORLD EXPERIMENTS

We further evaluate the two proposed quantized estimators
on the EuRoC MAV dataset [35] using the left camera. We
extracted 300 sparse point features and managed 15 clones,
processing them with MSCKF features when they lost track
or exceeded the window size.

The communication setup for state update is similar to
our previous work [1] for rQVIO2, where 30 bits are used
to communicate one 3D feature and 15 bits are used to



TABLE III: Average ATE in degrees/meters and the number of bits per measurement for different estimators.

V101 V102 V103 V201 V202 V203 MH01 MH02 MH03 MH04 MH05 Bit/Meas.

VIO 0.57 / 0.07 1.96 / 0.06 1.92 / 0.06 0.86 / 0.08 1.29 / 0.08 1.35 / 0.15 1.98 / 0.19 1.19 / 0.27 1.31 / 0.17 0.91 / 0.25 0.61 / 0.34 32.0

zQVIO(8) 0.56 / 0.08 1.94 / 0.06 1.90 / 0.07 0.80 / 0.10 1.38 / 0.08 1.54 / 0.13 2.24 / 0.19 1.15 / 0.26 1.46 / 0.20 0.91 / 0.27 0.67 / 0.37 8.0
zQVIO(7) 0.66 / 0.10 2.01 / 0.06 1.89 / 0.08 1.06 / 0.10 1.52 / 0.09 1.49 / 0.14 2.44 / 0.20 1.17 / 0.28 1.54 / 0.21 1.13 / 0.36 0.68 / 0.38 7.0
zQVIO(6) 1.03 / 0.13 2.09 / 0.10 2.72 / 0.14 1.31 / 0.11 1.79 / 0.12 1.74 / 0.15 2.44 / 0.29 1.48 / 0.25 1.98 / 0.39 1.54 / 0.48 0.57 / 0.49 6.0

zQVIO2(5) 0.57 / 0.07 2.01 / 0.06 1.88 / 0.07 0.93 / 0.06 1.30 / 0.08 1.14 / 0.15 1.94 / 0.18 1.18 / 0.27 1.29 / 0.18 0.95 / 0.26 0.64 / 0.34 5.5
zQVIO2(4) 0.58 / 0.07 1.97 / 0.06 1.66 / 0.07 0.89 / 0.06 1.24 / 0.08 1.24 / 0.19 1.99 / 0.20 1.23 / 0.29 1.30 / 0.19 0.90 / 0.25 0.65 / 0.37 4.6
zQVIO2(3) 0.58 / 0.08 1.95 / 0.07 1.91 / 0.09 0.96 / 0.06 1.33 / 0.08 1.15 / 0.20 1.90 / 0.19 1.28 / 0.31 1.43 / 0.22 1.03 / 0.30 0.70 / 0.41 3.7

rQVIO(1) 0.87 / 0.09 1.82 / 0.06 1.81 / 0.06 0.95 / 0.13 1.19 / 0.09 1.34 / 0.18 1.83 / 0.16 1.14 / 0.20 1.13 / 0.15 0.73 / 0.20 0.81 / 0.33 3.4

rQVIO2(1) 1.14 / 0.12 1.80 / 0.07 1.88 / 0.07 0.97 / 0.15 1.22 / 0.09 1.40 / 0.17 2.25 / 0.24 1.11 / 0.23 1.40 / 0.21 0.77 / 0.19 0.71 / 0.28 2.6
rQVIO2(2) 0.59 / 0.06 1.89 / 0.06 1.88 / 0.06 0.79 / 0.12 1.27 / 0.08 1.30 / 0.17 1.78 / 0.17 1.01 / 0.24 1.26 / 0.18 0.84 / 0.21 0.65 / 0.34 3.5
rQVIO2(3) 0.57 / 0.07 1.92 / 0.06 1.90 / 0.06 0.87 / 0.11 1.33 / 0.08 1.40 / 0.13 1.73 / 0.14 1.07 / 0.26 1.25 / 0.16 0.86 / 0.23 0.63 / 0.34 4.5

communicate state update for rotation, while for position
update, 15 bits are used instead of 9 to compensate for
reduced state update communication frequency. The new
clones are communicated using 16-bit half float for each
element. The state update threshold is set to 0.01 m for
position and 0.001 rad for rotation. As before, we apply a
naive χ2 test, ignoring pose uncertainty and rejecting mea-
surements with residuals larger than 3. Note that rQVIO(1)
has different bit/meas. compared with what was reported in
our previous work because image tracking uses improved
parameters. For zQVIO2, the first measurement communi-
cation is set to 10 bits. We vary the number of bits for
differential measurements from 3 to 5. To avoid out-of-range
issues and minimize quantization error, instead of quantizing
differential measurements to a fixed range, we use 16 bits
to communicate the largest differential measurements at the
current time, all the other differential measurements are
divided by it and then scaled to 0 to 1 before quantization.
We also compared with our previous work [1] with rQVIO(1)
and zQVIO using 6 to 8 bits, reported in Table III. The
results show that while zQVIO experiences an accuracy drop
starting at 7-8 bits, zQVIO2 maintains good accuracy down
to 4.6 bits, thanks to the improvements we introduced.

In general, rQVIO2 has improved accuracy with more bits
available as expected because more information is preserved.
Notably, rQVIO2(2), using only 3.5 bits on average, achieves
accuracy comparable to VIO. However, for some of the
sequences, the increased bits lead to an accuracy drop,
especially for sequences in the machine hall. We conjecture
the reason is that in those sequences, the image has a larger
illumination change, which can include more outliers in
feature tracking. Using fewer bits incurs more information
loss, however, it might also mitigate the impact of outliers,
as less wrong information is absorbed into the system. This
interesting finding can be further explored to develop a
method to robustify estimator with noisy measurements or
under a high ratio of outliers.

VI. CONCLUSIONS AND FUTURE WORK

Our previous work introduced the first quantized VIO sys-
tem, demonstrating impressive performance but with some
limitations [1]. In this work, significantly improved QVIO
that pushes the limits by reducing data communication while
achieving better performance. First, we improved the data
quantization method. For zQVIO, we developed the differ-
ential measurement quantization method to data transmission
without extra errors. For rQVIO, we extended it to handle
multi-bit measurement to allow accuracy improvement with
minimal increase in communication. Second, we developed

a quantized estimator derived from MAP that supports both
single and multi-bit measurements for different quantization
methods. Thanks to its mathematical rigor, it handles quan-
tized data for zQVIO without the need to inflate measurement
noise. Additionally, it supports multi-bit data for rQVIO,
improving accuracy over the previous single-bit approach.
Building on these improvements, we developed zQVIO2
and rQVIO2, while optimizing the system architecture and
update indicator to reduce unnecessary data transfers and
lower communication requirements. In our study, we show
that zQVIO2 can achieve almost no accuracy loss with
only 4.6 bits while rQVIO2 can reduce accuracy loss by
introducing more bits and preserving accurate estimation
using only 3.5 bits on average. In the future, we plan
to explore applying the proposed approach to cooperative
visual-inertial localization.

APPENDIX I
Q-FUNCTIONS IN QUANTIZED MAP

We now show how to derive the Q function for both
zQVIO and rQVIO in Section II-B. Start from zQVIO, given
quantized measurement zqi , and the quantization resolution
rq as in Eq. (9) and (10), we can derive the conditional
probability of quantized measurements as:

P
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σ
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⃓⃓⃓
x
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= P
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x
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Similarly, given quantized state x̄, and the residual range
(t1, t2) indicated by the quantized measurements as in
Eq. (11) and (12), we can derive for the residual quntization:
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We thus finish the derivation of the Q-function in the MAP
optimization problem for quantized estimators.
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generic sensor fusion algorithms with sound state representations
through encapsulation of manifolds,” Information Fusion, vol. 14,
no. 1, pp. 57–77, Jan. 2013.

[31] E. J. Msechu, S. I. Roumeliotis, A. Ribeiro, and G. B. Giannakis,
“Decentralized quantized kalman filtering with scalable communica-
tion cost,” IEEE Transactions on Signal Processing, vol. 56, no. 8, pp.
3727–3741, 2008.

[32] N. Trawny, S. I. Roumeliotis, and G. B. Giannakis, “Cooperative multi-
robot localization under communication constraints,” in 2009 IEEE
International Conference on Robotics and Automation. IEEE, 2009,
pp. 4394–4400.

[33] A. I. Mourikis and S. I. Roumeliotis, “A multi-state constraint kalman
filter for vision-aided inertial navigation,” in Proceedings 2007 IEEE
International Conference on Robotics and Automation, 2007.

[34] P. Geneva, K. Eckenhoff, W. Lee, Y. Yang, and G. Huang, “Openvins:
A research platform for visual-inertial estimation,” in Proc. of the
IEEE International Conference on Robotics and Automation, Paris,
France, 2020. [Online]. Available: https://github.com/rpng/open vins

[35] M. Burri, J. Nikolic, P. Gohl, T. Schneider, J. Rehder, S. Omari, M. W.
Achtelik, and R. Siegwart, “The euroc micro aerial vehicle datasets,”
The International Journal of Robotics Research, vol. 35, no. 10, pp.
1157–1163, 2016.

https://www.roadtovr.com/michael-abrash-iedm-2021-compute-architecture-for-ar-glasses/
https://www.roadtovr.com/michael-abrash-iedm-2021-compute-architecture-for-ar-glasses/
https://arxiv.org/abs/2203.07474
https://github.com/rpng/open_vins

	Introduction and Related Work
	Quantized MAP Estimation
	Quantization Strategies
	Differential Measurement Quantization
	Multi-bit Residual Quantization

	Quantized State Estimation

	QVIO2: Quantized-VIO 2.0
	zQVIO2: Measurement Quantization VIO 2.0
	rQVIO2: Residual Quantization VIO 2.0

	Numerical Study
	zQVIO2: Better Accuracy without Extra Inflation
	rQVIO2: Better Accuracy with Lower Data Transfer
	Discussion

	Real-World Experiments
	Conclusions and Future Work
	Appendix I: Q-functions in Quantized MAP
	References

