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Figure 1. Our RandAR enables GPT-style causal decoder-only transformers to generate images via random-order next-token prediction,
which entirely removes the raster-order sequencing inductive bias of previous decoder-only models. RandAR not only (a) generates images
of comparable quality, but also shows multiple zero-shot capabilities, including (b) parallel decoding for acceleration, (c) inpainting, (d)
outpainting, and (e) zero-shot generalization from a 256⇥256 model to synthesize high-resolution images. Zoom in for image details.

Abstract

We introduce RandAR, a decoder-only visual autoregressive
(AR) model capable of generating images in arbitrary to-
ken orders. Unlike previous decoder-only AR models that
rely on a predefined generation order, RandAR removes this
inductive bias, unlocking new capabilities in decoder-only
generation. Our essential design enables random order by
inserting a “position instruction token” before each image
token to be predicted, representing the spatial location of
the next image token. Trained on randomly permuted token
sequences – a more challenging task than fixed-order gen-
eration, RandAR achieves comparable performance to its
conventional raster-order counterpart. More importantly,
decoder-only transformers trained from random orders ac-
quire new capabilities. For the efficiency bottleneck of AR
models, RandAR adopts parallel decoding with KV-Cache
at inference time, enjoying 2.5⇥ acceleration without sac-
rificing generation quality. Additionally, RandAR supports
inpainting, outpainting and resolution extrapolation in a
zero-shot manner. We hope RandAR inspires new direc-
tions for decoder-only visual generation models and broad-
ens their applications across diverse scenarios. Our project

page is at https://rand-ar.github.io/.

1. Introduction
Inspired by the success of “next-token prediction” in lan-
guage modeling, computer vision researchers have explored
using GPT-style uni-directional decoder-only transform-
ers for image generation. The typical approach tokenizes
an image into discrete 2D tokens, arranges them into 1D
sequences in a row-major (raster) order from top-left to
bottom-right, and applies a decoder-only transformer for
sequential next visual token prediction. This design has
shown promising results in uni-modal and multi-modal im-
age generation [44, 46, 51, 58, 62]. However, enforcing
a uni-directional raster order limits the decoder-only trans-
formers from modeling the bi-directional context in 2D im-
ages – a constraint that their encoder-decoder counterparts,
e.g., MaskGIT [5] and MAR [25], do not face. Fundamental
questions thus remain: Is pre-defined raster-order sequenc-
ing truly a necessary and useful inductive bias for decoder-
only image generators? If not, how can we equip these mod-
els with bi-directional modeling capabilities?
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To this end, we propose random-order next-token pre-
diction, termed “RandAR”, which enables fully random-
ized generation order during both training and inference
time. This approach brings the encoder-decoder models’
advantage of bi-directional context modeling to decoder-
only models, while preserving the plain transformer archi-
tecture, simple next-token prediction mechanism, and KV-
Cache acceleration.

Concretely, RandAR arranges 2D image tokens in a
random-order 1D sequence, with specially designed po-
sitional instruction tokens inserted before each image to-
ken to indicate their spatial locations. Then, we apply a
standard uni-directional decoder-only transformer for next-
token prediction. Such random ordering encourages the
model to learn non-local correlations. Although this setup
is more challenging – introducing 256! possible sequences
permutations for 256-token 256⇥256 images – we demon-
strate that RandAR achieves comparable generation qual-
ity to its raster-order counterpart on the ImageNet bench-
mark [7] (examples in Fig. 1(a)).

More importantly, introducing random order to uni-
directional decoder-only models unleashes their critical new
zero-shot capabilities. As a direct advantage, RandAR in-
herently supports parallel decoding with no post-training
required, accelerating sampling speed by 2.5⇥ without
compromising quality (Fig. 1(b)). Furthermore, random-
order prediction provides the decoder-only model with a
level of flexibility exceeding that of raster-order models,
thereby unlocking new applications. Beyond inpainting [5]
(Fig. 1(c)), RandAR can conduct zero-shot outpainting with
a single round of full-sequence attention on an extrapo-
lated number of tokens, leading to highly consistent de-
tails and patterns (Fig. 1(d)). Surprisingly, we demonstrate
that RandAR, trained on 256⇥256 resolution, can syn-
thesize 512⇥512 images by leveraging specially designed
generation orders with full-sequence attention (Fig. 1(e)).
Unlike conventional sliding-window outpainting, our high-
resolution images exhibit unified objects with richer details.
Finally, we show that RandAR’s causal transformer can di-
rectly extract bi-directional features by processing image
tokens twice, while raster-order models struggle with such
generalization.

To summarize, our contributions are:
1. We introduce RandAR, a framework enabling causal

decoder-only models to conduct random-order next-
token prediction.

2. We validate our design on the ImageNet benchmark,
demonstrating comparable generation quality to raster-
order counterparts while reducing the inference latency
by 2.5 times through parallel decoding.

3. RandAR unlocks a wide range of zero-shot capabilities:
inpainting, bi-directional feature extraction, and full at-
tention on extrapolated sequence lengths for outpainting

and resolution extrapolation.
We hope RandAR removes a significant barrier to modeling
2D images with uni-directional decoder-only transformers
and inspires further exploration of its broader capabilities.

2. Related Work
AR Language Generation. Current large language mod-
els (LLMs) generate text as 1D sequence autoregressively.
Since the initial efforts of scaling up, two distinct ar-
chitectures have emerged: bi-directional BERT-like mod-
els [19, 28, 36, 55] and unidirectional GPT-like mod-
els [3, 14, 35, 48, 49]. BERT-like architectures follow an
encoder-only or encoder-decoder design and usually use
mask tokens as placeholders for language generation. In
comparison, GPT-like architectures are plain decoder-only
transformers in causal attention, which learn to conduct
“next-token prediction”. Decoder-only architectures have
recently become the dominant choice for language genera-
tion due to simplicity, scalability, and zero-shot generaliza-
tion across various tasks. Inspired by the versatility of GPT
models, we aim to build on the current decoder-only image
model, reducing its inductive bias and expanding its zero-
shot capabilities by adopting random 2D generation orders.
Decoder-only AR Image Generation. Models [37, 46,
51, 52, 54, 58, 62] represented by VQGAN [10], RQ-
Tran [23], and LLaMAGen [44] directly transfer the GPT-
style decoder-only language models for visual generation.
These models turn 2D images into 1D sequences following
a pre-defined factorization, typically raster order or coarse-
to-fine resolutions modeled by bi-directional attention [47].
Instead, our RandAR provides a simple strategy empower-
ing decoder-only transformers for arbitrary generation or-
ders, which greatly extends their capabilities.
Masked AR Image Generation. Masked AR meth-
ods [5, 6, 11, 13, 24, 25, 27, 30, 53, 56, 59] employ
bi-directional attention commonly implemented with an
encoder-decoder design learning to decode place holding
mask tokens. While these architectures lack KV-Cache
support and direct compatibility with large language mod-
els (LLMs), e.g., MaskGIT [5] and MAR [25], they offer
greater flexibility and versatility than raster-order decoder-
only models, such as parallel decoding and image inpaint-
ing. Therefore, the major objective of our paper is to in-
troduce such random order and bi-directional ability into
decoder-only models via our RandAR, bridging the concep-
tual gap between unidirectional decoder-only image gener-
ation and masked image generation.

3. Method
3.1. Preliminaries
Decoder-only Autoregressive Models generate sequences
by predicting each token sequentially, using only past in-
formation. Formally, given a 1D sequence of N variables,
denoted as x = [x1, x2, ..., xN ], an autoregressive model is
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Figure 2. Overview of our RandAR. (a) Conventional autoregressive generation typically enforces a fixed order, e.g., raster order, allowing
the model to memorize token orders. (b) Our RandAR enables random order generation by inserting a position instruction token before each
image token to be predicted. This design seamlessly integrates with the next-token prediction framework using decoder-only transformer.

trained to model the probability distribution of each variable
xn based on its precedents [x1, .., xn�1]:

p✓(x) =
NY

n=1

p✓(xn|x1, ..., xn�1), (1)

where p✓(x) may be implemented using a multinomial dis-
tribution for discrete tokens or a diffusion model for contin-
uous tokens [25]. Currently, one of the most scalable im-
plementations of autoregressive models employs a stack of
unidirectional transformer layers with causal attention, i.e.,
decoder-only transformer [3].

To apply this unidirectional approach to image genera-
tion, 2D images must be converted to 1D sequences. Exist-
ing works [10, 25, 44, 50] enforce a predefined generation
order, such as the raster-line order. This design introduces
an inductive bias, focusing the network on predicting adja-
cent patches, only using context from one direction. Models
trained in this way are limited to fixed generation orders and
lack flexibility for tasks such as inpainting and outpainting.

In contrast, RandAR removes this inductive bias en-
tirely by generating image token sequences in arbitrary or-
ders. Building upon prior decoder-only visual autoregres-
sive models [44], we introduce minimal modifications (only
one additional trainable parameter) to support random-order
next-token prediction. Furthermore, we show that our
model achieves generation quality comparable to raster-
order models under fair comparison, despite the increased
complexity of learning across (N !) possible orders.

3.2. RandAR Framework
Our goal is to introduce minimal modifications to the orig-
inal GPT-style visual autoregressive framework [44] to en-
able random order generation. The key insight is that the
model needs to be informed about the position of each next
token. Our solution is straightforward: we insert a special
token, called position instruction token, before each image
token to be predicted, to represent its position. Specifically,
we arrange image tokens in raster order, then randomly

shuffle the sequence and drop the last:

[x⇡(1)
1 , x⇡(2)

2 , . . . , x⇡(N�1)
N�1 ], (2)

where x⇡(i)
i is the i-th token in this randomly shuffled se-

quence of length N , and ⇡(i) denotes its original position
in raster order. We then insert a positional instruction token
P⇡(i)
i before each image token x⇡(i)

i , as Fig. 2:

[P⇡(1)
1 , x⇡(1)

1 , P⇡(2)
2 , x⇡(2)

2 , . . . , x⇡(N�1)
N�1 , P⇡(N)

N ]. (3)

RandAR then applies a standard decoder-only trans-
former with causal attention to this sequence and supervises
the prediction of each position instruction token with its
subsequent image token. This random-order autoregressive
modeling can be formalized as:

p✓(x|P) =
NY

n=1

p✓(x
⇡(n)
n |P⇡(1)

1 , x⇡(1)
1 , . . . , x⇡(n�1)

n�1 , P⇡(n)
n ).

(4)
For simplicity, we omit the subscript ⇡(i) in later equations.
Adding position instruction tokens before each image token
resembles the concept of target-aware representation, as dis-
cussed in XLNet [55].
Position Instruction Tokens. We insert position instruc-
tion tokens, representing the spatial location of each next to-
ken, to enable random-order generation, shown in Fig. 2(b).
For each position, we use a shared learnable embedding e
“rotated” with the 2D coordinates of the next image token
to be predicted, following 2D-RoPE [43]. The position in-
struction token for an image token at position (hi, wi) is:

Pi = RoPE(e, hi, wi). (5)
The ordinary RoPE [43] is a relative positional embedding
only effective inside the attention operator. We empirically
find that it also works well as a global position embedding in
our position instruction design. Alternative designs, such as
dense learnable positional embeddings or merging position
instruction tokens with image tokens, are examined in the
ablation study in Sec. 4.2.
Architecture. RandAR follows the architecture of LLaM-
AGen [44], using a stack of decoder-only transformers with

3
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2D RoPE [43] as relative positional encoding within the
attention module. For class-to-image generation on Ima-
geNet [7], class IDs are embedded as learnable embeddings.
Only one trainable embedding for position instruction to-
kens is added beyond LLaMAGen [44] to support random
order next token prediction.
Training. We train RandAR with random sequence orders
sampled from all (N !) possible permutations. Using the to-
kenizer from LLaMAGen [44], which tokenizes a 256⇥256
image to N=16⇥16 2D discretized tokens, this leads to ap-
proximately 256! = 8 ⇥ 10506 possible orders. Although
training on ImageNet [7] for 300 epochs only covers a small
number of 3⇥108 orders at most, RandAR learns the ability
to generate images in random orders.
Inference. Given an arbitrary order for inference, we first
compute the corresponding position instruction tokens, then
iteratively sample the predicted image tokens with standard
next token prediction. We discover that RandAR trained
with random orders generates better images with random
sequence orders at the inference time than raster orders.
More analysis on inference orders is in Table B.

3.3. RandAR Enables Parallel Decoding
Decoder-only AR image models, by default, generate one
token at a time during inference. However, this sequen-
tial decoding is bottlenecked by hardware’s memory band-
width [4, 20, 41] (also well-known as “memory wall”), as
each new token generation step requires a forward pass
through the model, and the model needs to load all param-
eters into GPU registers, which is a process considerably
slower than computation. Therefore, the number of steps is
a crucial factor for the latency of AR models.

Fortunately, RandAR can predict tokens at any location
based on previously generated tokens. This enables parallel
decoding, where RandAR simultaneously predicts tokens at
multiple locations in one iteration. By reducing the number
of forward steps, parallel decoding significantly decreases
generation latency.

We illustrate two-token parallel decoding as an example.
Suppose the generated token and position instruction token
sequence up to now is x1:n�1 = [P1, x1, ..., Pn�1, xn�1], at
the new iteration, we append two position instruction tokens
[Pn, Pn+1] at the end of the sequence:

[P1, x1, ..., Pn�1, xn�1, Pn, Pn+1], (6)
and pass it through the network. RandAR then predicts and
sample the next two tokens [xn, xn+1]. After sampling, we
rearrange the newly added sequence to the training-time in-
terleaved format as follows:

[P1, x1, ..., Pn�1, xn�1, Pn, xn, Pn+1, xn+1]. (7)
In subsequent iterations, we append new position instruc-
tion tokens at the sequence’s end and repeat this process.
Such rearrangement ensures the sequence maintains the
same interleaved format used during training, with each im-

age token preceded by a position instruction token.
Our parallel decoding requires no training modifica-

tion or fine-tuning. It preserves causal masking and re-
mains compatible with the KV cache. Such parallel de-
coding is already explored in masked AR methods like
MaskGIT [5, 25], but lacks the support of KV-cache ac-
celeration. We show our effective acceleration ratio with
parallel decoding in Table 3.

3.4. Zero-shot Applications for RandAR
3.4.1. Inpainting and Class-conditional Image Editing
A predefined generation order limits AR image generators
in image manipulation tasks, as they cannot aggregate con-
textual information from different parts of the image. Con-
sequently, decoder-only AR models, especially raster-order
ones, lack zero-shot capability for tasks like inpainting and
class-conditioned image editing, which are achievable with
masked image modeling methods such as MaskGIT [5].

RandAR overcomes this limitation by enabling unidi-
rectional transformers to incorporate contextual information
from any part and any direction of the image. For inpainting
and class-conditional image editing, we simply position vis-
ible image tokens and their corresponding position instruc-
tion tokens before the instruction tokens for the areas to be
edited. RandAR then completes the remaining tokens au-
toregressively, as in Fig. 3(b). The capability to use spatially
randomized context and support arbitrary sampling orders
is necessary for these tasks and is also central to RandAR’s
functionality. Results are in Sec. 4.4.1.

3.4.2. Outpainting
Outpainting requires extending the content of an existing
image beyond its boundary in a visually coherent and con-
textually relevant way. Raster-order models can only extract
contextual information from top-left image patches to pre-
dict the next token; thus, they have to employ strategies like
sliding window as in VQGAN [10] and can only take partial
contexts into account. In contrast, our RandAR can directly
process all the image tokens from the conditional image, as
in Fig. 5, where we outpaint the original 256⇥256 image
to 256⇥1024 by extending it threefold. When outpainting
beyond the training context length, we extrapolate RoPE to
the target length, then use full sequence attention to model
all the tokens jointly. For comparison, we also display re-
sults with sliding window attention using RandAR in the
bottom row of Fig. 5 (Sec. 4.4.2).

3.4.3. Resolution Extrapolation
Unlike outpainting, which extends an image’s boundaries,
resolution extrapolation requires generating finer details
within the existing image boundaries — essentially out-
painting in the frequency domain. We explore this task by
generating 512⇥512 images with RandAR trained solely on
256⇥256 ImageNet images, without additional fine-tuning.
Our resolution extrapolation involves two steps as illus-
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Figure 3. Zero-shot capabilities of RandAR. (a) RandAR directly enables parallel decoding to accelerate AR generation (Sec. 3.3). (b)
Without the order constraint, our RandAR can support inpainting (Sec. 3.4.1) and outpainting (Sec. 3.4.2). (c) RandAR trained on 256⇥256
can also zero-shot generalize to synthesize 512⇥512 higher-resolution images with customized order (Sec. 3.4.3). (d) The random order
training enables to extract features with bi-directional contexts, i.e., the output from the 2nd pass of tokens (Sec. 3.4.4).

trated in Fig. 3(c): (1) Generating tokens at even coor-
dinates to establish the overall layout, using interpolated
RoPE positional embeddings; (2) Generating the tokens at
the remaining coordinates. In this step, we use top-k high-
frequency components in the extrapolated RoPE to replace
the interpolated RoPE, which better captures the finer de-
tails, motivated by NTK-RoPE [12] for extending context
lengths in language models.

This hierarchical decoding schedule relies on RandAR’s
ability to process tokens in random orders. For compari-
son, we also show generated results without this decoding
approach, which exhibit visual inconsistencies. Inspired by
classifier-free guidance [17], we introduce a new type of
guidance: spatial contextual guidance (SCG) to enhance
high-frequency details in resolution extrapolation. At infer-
ence, we maintain a secondary sequence where each newly
sampled token is randomly dropped with a 25% probability.
We then combine predicted logits from both the original and
token-dropped sequences to sharpen the final output. Addi-
tional details and results are provided in Sec. G.
3.4.4. Bi-directional Encoding
We find that RandAR can effectively extract features using
bi-directional context without additional training, outper-
forming the representations encoded by raster-order mod-
els. Formally, an image is first tokenized and arranged
into a sequence of image tokens x = [x1, x2, ..., xN ], fol-
lowing raster order for raster-order models and random or-
der for random-order models. Position instruction tokens
are inserted before each image token, creating an inter-
leaved sequence, which is then passed to the model p✓ as:
p✓(P1, x1, P2, x2, ..., PN , xN ). The output hidden embed-
dings corresponding to the position instruction tokens are
treated as the extracted features for the image. In a unidi-

rectional model, earlier tokens are restricted from receiv-
ing information from later parts of the image. To enable
bi-directional information aggregation with a causal trans-
former, we pass the sequence through the model twice:

p✓(P1, x1, ..., PN , xN| {z }
Round 1

, P1, x1, ..., PN , xN| {z }
Round 2

), (8)

and use the features from the second round as shown in
Fig. 3(d). Notably, only RandAR trained with random or-
ders benefits from this second pass, whereas raster-order
models do not exhibit similar capabilities, as shown in
Sec. 4.4.4. Moreover, RandAR leverages bi-directional
context in a zero-shot manner, even though the sequence
lengths and formats in Eqn. 8 differ significantly from its
original training setups. For experimental results on Ima-
geNet linear probing and zero-shot semantic image corre-
spondence, please see Sec. 4.4.4 and Table 4.

4. Experiments
4.1. Implementation Details
We evaluate RandAR on class-conditional image genera-
tion using the ImageNet benchmark. RandAR is imple-
mented based on LLaMAGen [44] for standardized compar-
ison, with only one additional trainable embedding added
for position instruction tokens.
Image Tokenizer. We use the VQGAN [10] tokenizer
trained by LLaMAGen on ImageNet [7], which downsam-
ples images by 16⇥ and has vocabulary size of 16,384.
Decoder-only Transformer. RandAR follows the stan-
dard design in LLaMA [48] with RMSNorm [60] for nor-
malization, SwiGLU [42] for activation functions, and 2D
RoPE [43] for relative positional embeddings. The model
architectures are shown in Table A.
Training. The model is trained with a batch size of

5
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Table 1. Model comparisons on class-conditional ImageNet 256×256 benchmark. Metrics are Fréchet inception distance (FID), inception
score (IS), precision and recall. “↓” or “↑” indicate lower or higher values are better. “-re” means using rejection sampling. ⇤ represents
training at 384x384 resolution, and resized to 256x256 for evaluation. The raster-order counterpart is trained using the same architecture
and setup as our RandAR for a fair comparison. RandAR is the only decoder-only method capable of generating images in random token
orders, and it achieves comparable performance to the raster-order counterpart despite learning a more challenging task of 256! orders.

Type Model #Para. FID↓ IS↑ Precision↑ Recall↑ Steps
GAN BigGAN [1] 112M 6.95 224.5 0.89 0.38 1

GigaGAN [18] 569M 3.45 225.5 0.84 0.61 1
StyleGan-XL [40] 166M 2.30 265.1 0.78 0.53 1

Diffusion ADM [8] 554M 4.59 186.70 0.82 0523 250
LDM-4 [38] 400M 3.60 247.7 – – 250
DiT-XL [34] 675M 2.27 278.2 0.83 0.57 250
SiT-XL [31] 675M 2.06 270.3 0.82 0.59 250

Bi-directional AR MaskGIT-re [5] 227M 4.02 355.6 – – 8
MAGVIT-v2 [57] 307M 1.78 319.4 – – 64
MAR-L[25] 479M 1.98 290.3 – – 64
MAR-H[25] 943M 1.55 303.7 0.81 0.62 256
TiTok-S-128 [59] 287M 1.97 281.8 – – 64

Casual AR VQGAN-re [10] 1.4B 5.20 280.3 – – 256
RQTran.-re [23] 3.8B 3.80 323.7 – – 64
VAR [47] 600M 2.57 302.6 0.83 0.56 10
VAR [47] 2.0B 1.92 350.2 0.82 0.59 10
SAR-XL [27] 893M 2.76 273.8 0.84 0.55 256
RAR-B [58] 261M 1.95 290.5 0.82 0.58 256
RAR-L [58] 461M 1.70 299.5 0.81 0.60 256
RAR-XXL [58] 955M 1.50 306.9 0.80 0.62 256
RAR-XL [58] 1.5B 1.48 326.0 0.80 0.63 256
Open-MAGVIT2-XL [30] 1.5B 2.33 271.8 0.84 0.54 256
LlamaGen-L[44] 343M 3.07 256.06 0.83 0.52 256
LlamaGen-XL⇤[44] 775M 2.62 244.08 0.80 0.57 576
LlamaGen-XXL⇤[44] 1.4B 2.34 253.90 0.80 0.59 576
LlamaGen-3B⇤[44] 3.1B 2.18 263.33 0.81 0.58 576

Casual AR Raster-order Counterpart 343M 2.20 274.26 0.80 0.59 256
Raster-order Counterpart 775M 2.16 282.71 0.80 0.61 256

Casual AR RandAR-L 343M 2.55 288.82 0.81 0.58 88
RandAR-XL 775M 2.25 317.77 0.80 0.60 88
RandAR-XL 775M 2.22 314.21 0.80 0.60 256
RandAR-XXL 1.4B 2.15 321.97 0.79 0.62 88

1024 for 300 epochs (360K iterations) without exponential
moving average. We use AdamW [21, 29] optimizer with
(�1,�2) as (0.9, 0.95) and the weight decay of 0.05. The
learning rate remains constant as 4⇥ 10�4 for the first 250
epochs without warmup, then linearly decays to 1 ⇥ 10�5

in the last 50 epochs. A standard token dropout of 0.1 is
applied. To support Classifier-free guidance [17], class em-
bedding is randomly dropped with a 10% probability.
Inference. The RandAR trained with random orders gen-
erates images following fully randomized orders. By de-
fault, we use 88 steps to generate 256 tokens for a 256x256
resolution image. Following MaskGIT [5] and MAR [25],
we apply a cosine schedule for the parallel decoding step
size and a linear schedule for classifier-free guidance [17].
4.2. Main Results
We use Fréchet Inception Distance (FID) [16] as our pri-
mary metric, sampling 50,000 images with a fixed random
seed and evaluating FID using code from ADM [8]. Fol-
lowing LLamaGen [44], we also report Inception Score

Table 2. The design choices for position instruction tokens. Our
default design uses a single shared learnable embedding with 2D
RoPE [43] for all image locations. We compare this with: (1)
Dense learnable embeddings (256 unique embeddings for 16⇥16
tokens in 256⇥256 resolution images); (2) Merge position instruc-
tion tokens to its precedent image tokens by adding them together,
reducing sequence length by half. However, this “Merge” design
reduces performance significantly when parallel decoding is ap-
plied, so we report its results without parallel decoding.

FID↓ Inception Score ↑ #Steps

RandAR 2.82 293.6 88

Dense 3.07 290.6 88
Dense & Merge 3.37 307.6 256

(IS) [39], Precision and Recall [22].
For a fair comparison, we create a raster-order coun-

terpart using the identical setup. For all the experiments,
we sweep the optimal weight for classifier-free guidance.
We compare our results with current state-of-the-art meth-
ods and the raster-order counterparts in Table 1. Results
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show that the XL-sized random order model reaches com-
parable performance with the raster counterpart, despite the
increased difficulty of random-order generation.

We also plot FID over training iterations for different
model sizes in Fig. 4(a), showing consistent improvements
with larger models and longer training.
Ablation Study: Design Choices of Position Instruction
Tokens. To enable random-order generation, we insert a
position instruction token before each image token to be
predicted. Our default design uses a single learnable em-
bedding with 2D RoPE [43] to represent all image locations,
adding only one additional learnable embedding to the ex-
isting decoder-only visual AR model. We explore two ad-
ditional design choices. Dense: A unique learnable embed-
ding is used for each spatial location, resulting in 256 po-
sition instruction tokens for a 256⇥256 resolution. Merge:
The position instruction token is added with the image to-
ken before it, i.e., each image token directly incorporates
the position of the next token to be predicted.

We train an XL-sized model with 775M parameters for
each design choice over 100k iterations, following the setup
in Sec. 4.1. We report FID-50K and Inception Score for
each in Table 2. Our default design shows the best perfor-
mance. Notably, the Merge design shows degraded perfor-
mance when using parallel decoding directly.

4.3. Effects of Parallel Decoding
We apply parallel decoding to reduce inference steps and
generation latency. To assess its impact on quality, we ap-
ply parallel decoding to both RandAR and a raster-order
model trained under the same setup, reporting FID-50K.
As shown in Fig. 4(b), the raster-order model experiences
a significant performance drop, while RandAR maintains
consistent quality up to 88 inference steps. This zero-shot
ability comes from random order training.

To measure its improvement in generation speed, we as-
sess latency with varied inference steps using PyTorch on
an A100 GPU (40G VRAM). Specifically, we generate a
batch of 64 images (equivalent to a batch size of 128 with
Classifier-free guidance) at a 256x256 resolution. We also
measure the latency of LLaMAGen [44] and MAR [25] in
the same way. For a fair comparison, the time spent on de-
coding latent image tokens to pixel space is omitted. As in
Table 3, RandAR using an 88-step schedule requires 2.9 ⇥
less steps and consequently lowers the latency by 2.5 ⇥.

4.4. Case Studies: Random v.s. Raster Order
4.4.1. Inpainting and Class-conditioned Editing
As described in Sec. 3.4.1, RandAR can autoregressively
fill blank patches in an image using all the visible tokens
as context. Previously, only methods using bi-directional
attention [5, 47] demonstrated this capability. In Fig. 5, we
show zero-shot inpainting results from RandAR.

Table 3. Latency of generating 256⇥256 images. We test the la-
tency on of our model with different decoding steps with Pytorch
on A100 GPU (40G VRAM) and a batch size of 64 (128 with
classifier-free guidance). Reducing inference steps with parallel
decoding greatly lowers latency.

Method Latency (sec.) #Params #Steps Parallel Decoding KV-Cache

RandAR 16.8 1.4B 256 Support Support
RandAR 6.6 1.4B 88 Support Support
RandAR 4.6 1.4B 48 Support Support

LLamaGen [44] 15.9 1.4B 256 Noncompatible Support

MAR [25] 53.3 943M 64 Support Noncompatible
MAR [25] 220.0 943M 256 Support Noncompatible

(a)	Effect	of	Scaling	 (b)	Effect	of	Parallel	Decoding	

FI
D

#training	iterations	(k) #decoding	step

Figure 4. (a) FID-50K over training iterations for RandAR in three
different sizes. (b) Effect of inference steps on FID-50K for Ran-
dAR and the raster-order counterpart (775M models).

Inpainting

Class-conditioned Image Editing (to “Golden Retriever”)

Outpainting (Single-round Full Sequence Attention)

Original Image (1x) Outpainted Region (3x)

Outpainting (Multi-round Sliding-window Attention)

Figure 5. RandAR supports image manipulation tasks of in-
painting and class-conditional image editing with a uni-directional
transformer. Moreover, RandAR can use full casual attention for
outpainting a 256⇥256 image into a consistent 256⇥1024.

4.4.2. Outpainting
As described in Sec. 3.4.2, RandAR can extend an image
beyond its boundaries directly using full causal sequence at-
tention. In contrast, previous decoder-only visual AR mod-
els [10] are limited to using partial context, relying only
on image tokens to the left or above the target token, and
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Figure 6. RandAR, trained on 256⇥256 images, can generate
512⇥512 images with finer details in zero-shot (Sec 3.4.3). This
is achieved using a hierarchical decoding order, benefiting the uni-
fied layout, and SCG (Spatial Context Guidance) enhancing the
visual quality by refining high-frequency details.

typically employ an iterative sliding window attention ap-
proach. In Fig. 5, we demonstrate outpainting by extending
a 256⇥256 image to 256⇥1024 in the rightward direction.
RandAR leverages full casual attention for both source im-
age context and newly generated tokens to maintain con-
sistent patterns. By contrast, results from sliding window
attention show a noticeable degradation in quality. More
visualization examples are displayed in Sec. H.1.

4.4.3. Resolution Extrapolation
Fig. 6 shows RandAR’s zero-shot resolution extrapolation
capability. Trained on 256⇥256 images, RandAR can gen-
erate 512⇥512 images with finer details. Unlike iterative
outpainting [5, 9, 61], our approach does not aim to expand
an image’s content but to enhance its detail with higher out-
put resolution. The resolution extrapolation process uses a
hierarchical order described in Sec.3.4.3. Images generated
without this order, shown at the bottom of Fig.6, exhibit in-
consistent patterns. The spatial contextual guidance (SCG)
further enhances consistency in details, e.g., the two eyes of
the chameleon. Please check Sec. H.3 for more results.

Zero-shot generalization to high-resolution images
remains challenging, particularly in generating high-
frequency patterns not prevalent in low-resolution training
data. For instance, the space shuttle in Fig. 6 struggles with
intricate structures and boundaries. Addressing these chal-
lenges and supporting varied extrapolation ratios are areas
for future exploration.

4.4.4. Feature Encoding
We compare the representations learned by random-order
and raster-order generation models, both XL-sized models

Table 4. Random order training enables a uni-directional decoder-
only transformer to extract bi-directional context by passing image
token sequence twice through the model (2nd round), while raster-
order models fail to extract bi-directional contextual features.

Model Feature Correspondence (SPair71k) Linear Probing (ImageNet)
PCK (Per Image) " PCK (Per Point) " Top-1 Acc " Top-5 Acc "

RasterAR 24.5 28.6 62.6 83.9
w/ 2nd Round 3.6 3.9 58.3 80.7

RandAR 22.1 25.8 57.3 80.3
w/ 2nd Round 31.3 36.4 63.1 84.2

trained on ImageNet under the same setup. More detailed
experiments are in Sec. F.
Local Representation. We evaluate local representation
using zero-shot semantic correspondence on the SPair71k
benchmark [32]. SPair71k contains nearly 71k paired im-
ages with sparse semantic-level correspondence annotated
per pair. Following DIFT [45], We extract features for each
image following Sec. 3.4.4, and detect correspondence us-
ing dot product between tokens from paired images. We
compute the “percentage of correct key points” (PCK), av-
eraging the metrics per image or point.

As shown in Table 4, by extracting features from the
second round of tokens, RandAR effectively improves the
correspondences. On the contrary, the raster order model
experiences a significant drop and struggles to understand
longer sequence lengths than training time. Although the
random order model under-performs the raster one in the
first round, possibly due to learning from a more challeng-
ing combination of orders, its features are finally better than
a raster-order model with sufficient context. This shows that
RandAR can directly generalize to bi-directional contexts
without additional training.
Global Representation. We average-pool the embed-
dings and perform linear probing, following MAE [15] on
ImageNet [7]. As shown in Table 4, the global representa-
tion follows a similar trend as the local features: RandAR
successfully generalizes to the bi-directional context in the
second round of tokens, while the raster-order model fails
to leverage additional context. This experiment further sup-
ports the idea that random-order unidirectional transformers
can learn to model bi-directional contextual information.
5. Conclusions
We introduce RandAR, a GPT-style causal decoder-only
transformer that generates image tokens autoregressively in
random orders. Our RandAR achieves this with specially
designed position instruction tokens representing the loca-
tion of next-token prediction. Despite the challenges of
learning random order generation, RandAR achieves com-
parable performance with raster-order counterparts. More-
over, RandAR shows several new zero-shot applications for
decoder-only models, including parallel decoding for 2.5⇥
acceleration, inpainting, outpainting, resolution extrapola-
tion, and feature extraction with bi-directional contexts. We
hope RandAR inspires further exploration of unidirectional
decoder-only models for visual tasks.

8

52

Tony Nguyen
Rectangle



Acknowledgments. We thank Tianhong Li for the fruit-
ful discussion. This work was supported in part by NSF
Grant 2106825, NIFA Award 2020-67021-32799, the De-
partment of the Air Force Artificial Intelligence Accelerator
under Cooperative Agreement Number FA8750-19-2-1000,
NSF PHY-2019786 (the NSF AI Institute for Artificial In-
telligence and Fundamental Interactions, http://iaifi.org/),
NSF CIF 1955864 (Occlusion and Directional Resolution in
Computational Imaging). This work used computational re-
sources, including the NCSA Delta and DeltaAI supercom-
puters through allocations CIS230012 and CIS240387 from
the Advanced Cyberinfrastructure Coordination Ecosys-
tem: Services & Support (ACCESS) program, as well as the
TACC Frontera supercomputer and Amazon Web Services
(AWS) through the National Artificial Intelligence Research
Resource (NAIRR) Pilot. We also acknowledge support
from Quanta Computer.

53



References
[1] Andrew Brock. Large scale gan training for high fidelity

natural image synthesis. arXiv preprint arXiv:1809.11096,
2018. 6

[2] Tim Brooks, Aleksander Holynski, and Alexei A Efros. In-
structPix2Pix: Learning to follow image editing instructions.
In CVPR, 2023. 3

[3] Tom B Brown. Language models are few-shot learners.
arXiv preprint arXiv:2005.14165, 2020. 2, 3

[4] Tianle Cai, Yuhong Li, Zhengyang Geng, Hongwu Peng, Ja-
son D Lee, Deming Chen, and Tri Dao. Medusa: Simple
llm inference acceleration framework with multiple decod-
ing heads. In ICML, 2024. 4

[5] Huiwen Chang, Han Zhang, Lu Jiang, Ce Liu, and William T
Freeman. Maskgit: Masked generative image transformer. In
CVPR, 2022. 1, 2, 4, 6, 7, 8

[6] Huiwen Chang, Han Zhang, Jarred Barber, AJ Maschinot,
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