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Abstract

An open scientific challenge is how to clas-
sify events with reliable measures of uncertainty,
when we have a mechanistic model of the data-
generating process but the distribution over both
labels and latent nuisance parameters is different
between train and target data. We refer to this type
of distributional shift as generalized label shift
(GLS). Direct classification using observed data
X as covariates leads to biased predictions and
invalid uncertainty estimates of labels Y. We over-
come these biases by proposing a new method for
robust uncertainty quantification that casts clas-
sification as a hypothesis testing problem under
nuisance parameters. The key idea is to estimate
the classifier’s receiver operating characteristic
(ROC) across the entire nuisance parameter space,
which allows us to devise cutoffs that are invariant
under GLS. Our method effectively endows a pre-
trained classifier with domain adaptation capabili-
ties and returns valid prediction sets while main-
taining high power. We demonstrate its perfor-
mance on two challenging scientific problems in
biology and astroparticle physics with data from
realistic mechanistic models.

1. Introduction

Problem Set-up Likelihood-free inference refers to set-
tings where the likelihood function £(x; #) — associated
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with a “theory” or model of the data-generating process — is
intractable, but one is able to simulate relatively large data
sets T = {(601,X1),...,(05,XB)} ~ Prin(0)L(x;0).
These mechanistic models (or simulators) implicitly define
the “causal” model & — X that encodes our knowledge of
how internal parameters determine observable data, and are
widely used in several domains of science.

While the likelihood £(x; @) stays the same under the as-
sumed theory, the prior over parameters py.in(0) is chosen
by design and can be different from the true target dis-
tribution parge (@), thereby causing a potentially harmful
bias when inferring € given a new observation Xyrge. If
the unknown parameter of interest is a categorical variable
Y €Y ={0,1,..., K} and the causal mechanistic model
remains the same — that is, Puain(X | Y) = Prareer(X | Y)
— the difference in the joint distribution of (6, X) between
train and target data is referred to as prior probability shift or
label shift (Quinonero-Candela et al., 2008; Vaz et al., 2019;
Polo et al., 2023; Storkey et al., 2009; Fawcett & Flach,
2005; Moreno-Torres et al., 2012). We refer to this setting
as standard label shift (SLS).

In this paper, we consider a more general setup that reflects
a richer mechanistic model: 8 = (Y,v) — X, where
v € N are continuous or discrete nuisance parameters that
are not of direct interest but critically influence the data-
generating process. These nuisance parameters are available
at the training stage, but are not observed at the inference
stage when estimating Y from Xuee;. We refer to a shift
that simultaneously affects Y and v as generalized label
shift (GLS), and assume that pyain(X | Y, 7)) = prarget(X |
Y, v). Within this setting, our goal is not just to do binary
classification per se (that is, providing a 0 versus 1 response),
but rather to do trustworthy uncertainty quantification for
the classification output, even under GLS.

Scientific Motivation Nuisance parameters can be seen
as a way of accounting for model misspecifications. Sta-
tistical models are indeed rarely accurate in capturing the
complexity of physical phenomena. To account for “known
unknowns”, such as calibration errors in the measuring de-
vice or inaccuracies and approximations in the theory, scien-
tists usually resort to enlarging the mechanistic model with
additional parameters that are not of direct relevance, but
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yet have to be considered during inference in order to make
reliable statements about the parameters of interest. These
additional parameters are commonly referred to as nuisance
parameters (Kitching et al., 2009; Dorigo & de Castro, 2020;
Pouget et al., 2013; HEP ML Community): they are nec-
essary to achieve more faithful models of reality, but make
correct inference much more challenging.

Statistical Challenges We introduce a simplified example
(see Section 5.1 for details) to illustrate the challenges of
classification under the presence of nuisance parameters.
Suppose Y = 1 represents a class with cases of interest
(e.g., the presence of a medical condition) and ¥ = 0 a
class with cases of no interest. We have good knowledge of
the probability density function (PDF) of Y = 1, f1(z), but
the shape of the distribution of Y = 0 is largely unknown.
To accommodate different scenarios, we resort to a nuisance-
parameterized PDF fy(x;v). Our goal is to discriminate
between negative Y = 0 and positive Y = 1 cases based
on potentially high-dimensional data x € X" and to provide
valid measures of uncertainties on the true label Y under
the presence of a nuisance parameter v. However, directly
classifying Xareec based on Pyyin (Y = 1 | X) and a cutoff C
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Figure 1. Synthetic Example. Left (no GLS): Standard prediction
sets Rq (x) (red) guarantee marginal coverage at the nominal level.
Nuisance-aware prediction sets (NAPS v = 0; blue) are also
marginally valid, but the “universality” of conditional validity
across the entire nuisance parameter space comes at the price of
more conservative prediction sets and lower power. Right (with
GLS): Standard prediction sets are no longer valid and undercover
for all « levels (red curve is below the black bisector), while
NAPS are still valid. Furthermore, we can increase power while
maintaining validity (NAPS v > 0; ) by constructing (1 — )
confidence sets of the nuisance parameter v and deriving less
conservative cutoffs given an observation. Here v = o x 0.01.

derived from 7 = {(Y;,X;)}£.; would lead to invalid un-
certainty quantification. Indeed, under GLS (or even SLS),
standard prediction sets (defined as in, e.g., Equation 10) do
not guarantee marginal validity:

Prarget (Y € Ra(X)) > 1 -«

where Y and X are random and « € [0, 1] is a pre-specified
miscoverage level. Various solutions have been proposed for
the SLS setting (see references in Section 2), whereas GLS
is still a largely unexplored area in the machine learning liter-
ature. The key open challenge is to design general-purpose
inference algorithms that can guarantee valid measures of
uncertainty for all Y and v while providing high constrain-
ing power on Y (that is, smaller prediction sets).

Returning to our simplified experiment, Figure 1 (top left) il-
lustrates how standard prediction sets R, (x) are marginally
valid when the train and target distributions are the same,
while under GLS prediction sets are no longer valid even
marginally (top right). Our nuisance-aware prediction sets
(NAPS, v = 0 in Figure 1), on the other hand, are valid in
both settings. In addition, we can increase the constrain-
ing power (NAPS, v > 0) once we observe data without
the need to re-train the classifier, effectively endowing our
method with domain adaptation capabilities.

Approach and Contributions We categorize our main
contributions as follows:

i) TPR and FPR across \. By casting classification un-
der GLS as a hypothesis testing problem with nuisance
parameters, we propose a method to estimate the TPR
and FPR curves across the nuisance parameter space via
monotone regression. This allows us to compute the entire
receiver-operating-characteristic (ROC) of the classifier for
all v € N (Section 3.2 and Algorithm 2).

ii) Nuisance-aware prediction sets (NAPS). Rather
than providing a point prediction based on an estimate
of Pyain(Y = 1 | X), we derive selection criteria that
are valid under GLS and construct a set-valued classifier
H: x— {0,0,1,{0,1}} which guarantees that the true
label is included in the set with probability at least (1 — «),
regardless of the true class y and of the value of the nuisance
parameters v. That is, the prediction sets H,, (X) guarantee
conditional validity under GLS (Theorem 2):

Puarget (Y € Ho(X) | y,v) > 1—a, Vy € Y, v e N. (1)

Standard point classifiers (e.g., the Bayes classifier; Ap-
pendix E) and prediction sets based on Py, (Y = 1 | X)
are not conditionally valid across the nuisance parameter
space, and hence are also not valid marginally under GLS.
On the other hand, our algorithm returns valid NAPS for
all levels a € (0, 1) simultaneously given any new obser-
vation Xrge Without having to retrain the classifier. This
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also yields marginal validity under GLS (Theorem 2). Our
results do not rely on asymptotic theory with the number of
observations n — co. We only assume to have a sufficient
number of simulations B to train and calibrate the classifier.

iii) NAPS with higher power. We show how one can fur-
ther increase power while maintaining validity by constrain-
ing nuisance parameters given an observed Xt through
(1 — ) confidence sets of the nuisance parameters v, where
« is a small pre-defined error level. This effectively allows
to derive data-dependent cutoffs that decrease the average
size of prediction sets given a specific observation.

We demonstrate our method using data from two high-
fidelity scientific simulators: scDesign3 (Song et al.,
2023) which generates realistic single-cell RNA-sequencing
data, and CORSIKA (Heck et al., 1998) which models the
interactions of primary cosmic rays with the Earth’s atmo-
sphere. A flexible implementation of NAPS is available at
https://github.com/lee-group-cmu/If2i.

2. Related Work

To the best of our knowledge, this is the first work that
estimates ROC curves across the entire parameter space
© = Y x N. To construct frequentist confidence sets, we
base our results directly on the class probability Py, (Y =
1 | X), rather than using a surrogate likelihood or likeli-
hood ratio (see for example references in Cranmer et al.
2020). The idea of improving power of NAPS with v > 0
is similar to Berger & Boos (1994), and close in spirit to
likelihood profiling, with the key difference that profiling
does not guarantee validity (even for a large number of
simulations B and under no GLS), and also requires an
approximation of the likelihood and the maximum likeli-
hood estimate of v. The ROC calibration framework of
Section 3.2 is related to Zhao et al. (2021) and Dey et al.
(2022), which use monotone regression to estimate the CDF
of probability integral transforms for calibrating posterior
probabilities, but not for constructing valid prediction sets
under GLS. When the prior distribution over y in the target
data is known, Py, (Y = 1 | X) can be easily recalibrated
to match Pureee(Y = 1 | X) under SLS (Saerens et al.,
2002; Lipton et al., 2018). However, this is not possible
under GLS since v is unknown at inference time. Moreover,
our approach does not assume such a known prior. The con-
struction of set-valued classifiers of Section 3.4 is inspired
by Sadinle et al. (2019); Dalmasso et al. (2021); Masserano
et al. (2023). There are also connections to conformal pre-
diction: Conformal methods are widely used because they
ensure prediction sets with marginal coverage when data are
exchangeable (Papadopoulos et al., 2002; Vovk et al., 2005;
Lei et al., 2018). However, conformal methods need ad-
justments under distributional shift when data are no longer
exchangeable. Such adjustments need to be tailored for the

type of shift at hand (Tibshirani et al., 2019). For instance,
label shift can be addressed through label-conditional con-
formal prediction (Vovk et al., 2014; 2016; Sadinle et al.,
2019), which guarantees coverage conditional on the label
y (Podkopaev & Ramdas, 2021, Section 2.2) under SLS,
but not under the presence of nuisance parameters and GLS.
Finally, our work directly addresses the existing gap in
methods for constructing reliable simulator-based inference
algorithms with valid uncertainty quantification guarantees
(Hermans et al., 2021). Our work is also inspired by the
vast literature in high-energy physics on hypothesis test-
ing and nuisance-parameterized machine-learning methods
(Feldman & Cousins, 1998; Cousins, 2006; Sen et al., 2009;
Chuang & Lai, 1998; Louppe et al., 2017; Cowan et al.,
2011), which also includes the so-called “mining gold” idea
of leveraging hidden information on latent variables in an
all-knowing simulator (Brehmer et al., 2020).

3. Methodology

For simplicity, we will restrict our discussionto Y € {0, 1}.

3.1. Classification as Hypothesis Testing

We reformulate the binary classification problem as a
composite-versus-composite hypothesis test:

Hy, :0 €0 versus Hy,: 0 € Oy, 2)
where ©g = {y} x NV, ©1 = {y}¢ x N. We define

_ ]P)train (Y =Y ‘ X) Plrain(y ?é y)

10) = Ba(Y £ 150 Puan(¥ = 1)

3

as our test statistic, which is equivalent to the Bayes factor
for the test in Equation 2; see Appendix A for a derivation.
Alternatively, one can define the test statistic as the prob-
abilistic classifier Py,n (Y = y|x) itself. Both quantities
(which are related via a monotonic transformation) can be
estimated directly from a pre-trained classifier based on 7.
That is, there is no need for an extra step to, e.g., learn the
likelihood function £(x; Y, v) or the associated likelihood
ratio statistic from simulated data as done in Cranmer et al.
(2020), Rizvi et al. (2023), and references therein.

We denote the estimate of 7, by 7, and reject the null H ,,
for small values of 7,,. For example, if the null represents
y = 0, then a “positive” case (y = 1) in binary classification
would correspond to small values of 7y, or equivalently,
large values of the probabilistic classifier Pyn(Y = 1 |
x)=1- @tram(Y = 0 | x). In this work, we define cutoffs
for 7, so that prediction sets are approximately valid under
nuisance parameters and GLS.
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3.2. The Rejection Probability Across the Entire
Parameter Space

To choose the optimal cutoff to reject Hy , and construct
valid prediction sets, we need to know how the classifier
performs for different values of the nuisance parameters v.
The first step is to compute the following quantity:

Definition 1 (Rejection probability). Let A be any test statis-
tic, e.g, the estimated Bayes factor, A = T,,. The rejection
probability of X is defined as

Wa(Csy,v) := Prrger (A(X) < Cly,v), 4)
wherey € {0,1}, v € N, and C € R.

For fixed v and null Hy o : Y = 0, the receiver operating
characteristic (ROC) relates the true positive rate

TPR(C;v) := W5, (C;1,v)
to the false positive rate
FPR(C,;v) := W5 (C;0,v),

while varying the cutoff C'. Figure 3 shows examples of
some ROC curves at different values of v when the null
represents the negative class y = 0, for the setting of Sec-
tion 5.3.

A key insight behind our method is that the rejection proba-
bility (Equation 4) is invariant under GLS even if estimated
from pyin; in other words, it is always the same for train and
target data (Lemma 1). As a result, our ROC curves reliably
measure the performance of the classifier under nuisance
parameters. In practice, we can estimate W) (C’; y, v) for all
y and v simultaneously using regression with a monotonic
constraint in C. The whole procedure is amortized with
respect to the target data, meaning that both the base clas-
sifier and the rejection probability are estimated only once,
after which they can be evaluated on an arbitrary number of
observations.

3.3. Selecting the Optimal Cutoff under GLS

Once we know the classifier’s rejection probability function,
we can apply it in various ways. All our choices are robust
against GLS.

Controlling FPR or TPR Based on W, (C;y,v), we
can find the cutoff C for a new test point that either con-
trols type-I error (FPR), or guarantees a minimum recall
(TPR), or maximizes some other metric of choice that de-
pends on both FPR and TPR. For example, FPR control at
some pre-specified level o € [0,1] and v¢ € N implies
C, = FPR (), and TPR control at some minimum
recall o implies Co, = TPR™(a;vg). To control FPR
or TPR uniformly over v, one can instead choose C, =

inf,cn FPR™ (s 1), and C,, = sup,ecn TPR™ (o v),
respectively. Although robust under GLS, such cutoffs can
be overly conservative.

Controlling FPR or TPR, but with more power An al-
ternative approach, which is still valid for any v and can
increase power, is to restrict the search over nuisance param-
eters to a smaller region of NV. For this approach, we first
construct a confidence set S(x; ) for v and fixedy € {0,1}
at a pre-specified (1 — ~y) level (Definition 3). This allows
to choose a data-dependent cutoff such that

Co(x) = inf ){FPR*(,B;V)},

vesS(x;y
where § = a — ~, where the minimization is over the re-
stricted set S(x;y) C N. In practice, S(x;~y) can be either
obtained from auxiliary measurements that are available at
inference time, or from a separate pre-trained model that
returns valid confidence sets on v from data x. Lemma 1
demonstrates that this cutoff guarantees a maximum type-I
error equal to a (FPR control) for any v € N. Similarly, for
TPR control, choosing C; (x) = sup,c 5(x;y) TPR™(3; V)
with f = a +  guarantees a minimum recall of at least
«. The special case of v = 0 (and § = «) corresponds
to S(x;v) = N that is, no constraints on the nuisance
parameters. Finally, note that hybrid cut-offs FPR™!(3; D)
and TPR™1(3; ) based on a point prediction U(x) of the
nuisance parameters (such as the posterior mean) would
not lead to valid uncertainty quantification under GLS (see
Figure 17 in Appendix).

3.4. Constructing Robust Set-Valued Classifiers

Rather than just returning a single label 0/1 for each obser-
vation x like the standard Bayes classifier (Appendix E), our
method yields prediction sets from a set-valued classifier.

Definition 2 (Nuisance-aware prediction set). A nuisance-
aware prediction set (NAPS) is the set returned from a set-

valued classifier H : x — {0,0,1,{0,1}} with
H(x;a)={y€{0,1} | 7,(x) > C; ,x)}, &)
where

Cr ,(x)= inf
y( ) vESy (x57)

(W' (Bsy. v}, 6)

is the rejection cutoff, § = a — v and Sy(x;y) isa (1 — )
confidence set for v defined by Equation 7.

This classifier guarantees user-defined levels of coverage
1 — « (the probability that the true label is included in
the set), no matter what the true class y and the nuisance
parameters v are (Theorem 2). The resulting prediction sets
contain all labels that were not rejected by the corresponding
hypothesis test. Ambiguous sets can arise in two cases: i)
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Algorithm 1 Nuisance—-aware prediction sets
Input: training set 7 = {(Vi,X;)}2,; calibration set
T = {(Y{, v, X})}E |; observation x; test statistic A\ = 7;
miscoverage levels « € [0,1] and v € [0, ).

Output: Prediction set H, (x) such that Equation 1 holds.

// Training

Estimate Py, (Y = y | X) via a probabilistic classifier
// Calibration

Estimate W, (C;y,v) = Puge (74(X) < C | y,v)
as detailed in Algorithm 2 by

b

i. Computing the test statistic 7, (x) as in Equation 3
forall X € T';

ii. Constructing the augmented calibration set 7";

iii. Estimating the rejection probability function
W=, (C;y,v) from T" via monotone regression.

5: // Inference

6: for y € {0,1} do

7:  Compute 7, (x) as in Equation 3

8: if y = 0 then -

9 Ch (%) inf,,eN{Wil(a; y,v)}

0: else

1 Constrain nuisance parameters by constructing a
level-y confidence set Sy (x; ) for v

12: C(Tz,y (X) — infUESy(x;'y){W?_yl(a - 7Y, V)}
13:  endif
14: end for

15: H(x;o) « {ye{0,1} |7,(x) > C} ,(x)} predic-
tion set H(x; ) for Y

When both null hypotheses are rejected, we obtain an empty
set. However, empty sets only arise at very low confidence
levels (high values of ), which is typically not considered
an interesting regime; #i) When both null hypotheses are
accepted, we obtain a prediction set that includes both 0 and
1. This latter type of ambiguity reflects the uncertainty of the
classifier, which typically grows at higher confidence levels
(low values of o). A low-quality classifier will often report
an “I-don’t-know answer” for ambiguous instances if forced
to guarantee a certain confidence level, rather than returning
a 0/1 answer that has a high chance of being incorrect.

While v = 0 can be the default choice for NAPS, choosing
a small v > 0 often leads to higher power (see Section 5).
Finally, note that while our set-valued classifier targets con-
ditional coverage under GLS according to Equation 1, as a
by-product we also achieve prediction sets with marginal
coverage under GLS (see Theorem 2).

Algorithm 1 includes a step-by-step description of the entire
procedure for constructing nuisance-aware prediction sets.

4. Theoretical Results

Proofs for this section can be found in Appendix B.

4.1. Validity and Robustness to GLS

Lemma 1 (Invariance of the Rejection Probability to GLS).
Under GLS, the rejection probability (Definition 1) of any
test statistic \ is invariant to GLS, that is

W/\(C; Y, V) = IP)target (A(X) < C ‘ Y, V)
= ]Ptmin (A(X) < C | Y, V) .

4.1.1. NUISANCE-AWARE CUTOFFS

Definition 3 (Confidence set for nuisance parameters). The
random set Sy(x; ) is a valid (1 — ) level confidence set
forv at fixed y € {0,1}, if

]P)target(uesy(X;A/) |y,1/)2]_—'y, VVG./\/‘, (7)
Sfor some pre-specified value y € [0, 1].
The following theorem shows that nuisance-aware cutoffs

control FPR and TPR at the specified level.

Theorem 1 (Nuisance-aware cutoffs for FPR/TPR control).
Choose a threshold o € [0,1] and vy € [0, a]. Let Sy(x;)
be a valid (1 — ) confidence set for v at fixed y € {0,1}
according to Definition 3. Let \(X) be any test statistic
that measures how plausible it is that X was generated from
Hy . Define the nuisance-aware rejection cutoff to be

Ch,(x)= _inf {W;'(By,v)}, ®)

veES, (x;7)

where B = o — vy, and W is the rejection probability in
Definition 1. Then, for all v € N, we have FPR control:

HDtarget ()\(X) < C;,y(x) | Y, l/) <« )
(maximum type-I error probability for Hy , ).

Similarly, if

C;y(x) = sup
vEST—y(x57)

Wit(B:1—y,v)},

with 8 = a + 7, then for all v € N, we have TPR control:

Pruser (MX) < 2, (X) [ 1= yv) > a

(minimum recall for Hy ).

4.1.2. PROPERTIES OF THE NUISANCE-AWARE
PREDICTION SET

The nuisance-aware prediction set (Definition 2) is both
conditionally and marginally valid with respect to both y
and v under GLS.
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Theorem 2. Let H(x; a) be the nuisance-aware prediction
set of Definition 2. Under GLS, for every y € {0,1} and
veN

IF)target(}/ € H(X, Oé) | Y, l/) >1—a.
Moreover,

]Ptarget(Y S H(X, CY)) >1—a.

S. Experiments
5.1. Synthetic Example

Consider a simplified setting where we are certain about the
data-generating process of Y = 1 cases of interest, but not
about that of Y = 0 cases. We assume

T4

e
p($i|Yi=1)=6_1
vie Vit
plzi | Y =0,15) = 12_76_,,“

where v € [1,10] is a nuisance parameter, which enlarges
the model for Y = 0 to reflect our uncertainty of how cases
of no direct interest might manifest themselves.

Before Data Collection Before having specific knowl-
edge about target data and experimental conditions, we
decide to draw v from a uniform reference distribution
erain(V) = Z/l[l,IO} (here ]Ptrain(Y = ]-) = Ptaxget(y =
1) = 0.5 is fixed). We then pre-train a classifier' and
compute the class posterior Py, (Y = 1]x), and construct
(1 — «) prediction sets

Ro(z) ={y : Peain(Y =y | ) > C%} (10)

with cutoffs

C; S.t. Pirain (Ptrain(Y =Y ‘ X) < C:;:) = qQ,
for a pre-specified miscoverage level «v. These are the oracle
prediction sets that minimize ambiguity (i.e., average size)
subject to having the correct total coverage according the
Theorem 1 from Sadinle et al. (2019). We will henceforth
refer to them as “standard prediction sets” to distinguish
them from the oracle class-conditional prediction sets from
Sadinle et al. (2019) and NAPS.

Setting 1: No GLS When train and target data have the
same distributions, the prediction sets R, (X ) have guaran-
teed marginal coverage

Prin(Y € Ry (X)) =1—«

'In this simplified example we can actually compute everything
semi-analytically.

at the nominal (1 — «) level by construction (red curve
overlapping black bisector in Figure 1, top left), although
they might still undercover in specific regions of the nui-
sance parameter space (see Figure 17 in Appendix I). NAPS
with v = 0 are instead both marginally valid (blue curve,
top left) and conditionally valid (Theorem 2). The latter
“universality” can cause overly conservative prediction sets
and a loss of power (defined as the probability of rejecting
Hy, : Y =y whenY # y); see bottom left panel.

Setting 2: With GLS Suppose now that we apply the
pre-trained classifier to a target distribution with a dif-
ferent distribution over the nuisance parameters, namely
Drarget(V) = N(4,0.1) # Puain(v). The top right panel
of Figure 1 shows that the prediction sets R, (X) are no
longer valid even marginally (red curve below bisector),
whereas NAPS are still valid. Moreover, we can achieve
higher power by constraining the optimization to a high-
confidence set of the nuisance parameter (compare green
with blue NAPS curves). In summary: our proposed method
can leverage the original Py, (Y = 1 | x) classifier to pro-
vide prediction sets that are both valid and precise for any
distribution p(y, v/) as long as x|y, v stays the same. Addi-
tional results for other prediction set methods and NAPS
with v > 0 are available in Appendix I.

5.2. Single-Cell RNA Sequencing

RNA sequencing, or RNA-Seq, is a vital technique in ge-
netics and genomics research that has revolutionized our
understanding of gene expression. Many RNA-seq experi-
ments involve extracting RNA from target cells and examin-
ing counts of specific genes. While the natural variation in
gene counts between different types of cells is interesting
to researchers, the observed gene counts depend also on
the precise steps of the sequencing process. For example,
the exact chemicals, equipment, room temperature and lab
technician can greatly influence the final measurements, in
addition to the cell type. In practice, these so-called “batch
effects” are often unmeasured confounders whose exact
value is unknown at the inference stage. Thus, analysis of
experimental gene counts must take them into account in
order to conduct reliable scientific analysis. In what follows,
we define a “batch protocol” to be a particular set of these
conditions common to a batch of cells.

We use data from the recently proposed scDesign3 simu-
lator (Song et al., 2023), with reference data taken from the
PBMC Systematic Comparative Analysis (Ding et al., 2019).
We consider two cell types (CD4" T-cells and Cytotoxic
T-cells) and a subset of 100 random genes. The reference
data contains counts from two separate experiments, which
will serve as the basis of our simulated batch protocols.
We use the two original experimental conditions as well as
two artificial perturbations derived from them to generate
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Figure 2. Coverage under different batch protocols v for the
RNA-Seq example. Each marker represents the proportion of sam-
ples in the test set whose true label was included in the constructed
prediction sets. Nuisance-aware prediction sets (NAPS v = 0;
blue) are valid regardless of the protocol, which is unknown at
inference time. All other methods for prediction sets with marginal
coverage (red), class-conditional coverage ( ), and conformal
adaptive prediction sets ( ) undercover for at least two batch
protocols.

four possible batch protocols. Following our terminology,
this corresponds to a discrete nuisance parameter with four
groups. We consider the setup of a classifier trained on
data from all four possible protocols and tested on different
Xarget Whose true protocol value is unknown (in addition to
the cell type). In total, we have available 80,000 samples
which we divide into train (60%), calibration (35%) and
test (5%) sets. Our goal is to infer the cell’s type from the
observed gene count under the presence of the unknown
nuisance parameter.

We compare our method with three baselines: (i) standard
prediction sets for which cutoffs are computed from P(Y'|X)
(Sadinle et al., 2019, Theorem 1); (ii) class-conditional
prediction sets with cutoffs derived separately from each
P(Y = i|X), i € {0,1} (Sadinle et al., 2019); and (iii)

conformal adaptive prediction sets (APS; Romano et al.

(2020)). Figure 2 shows that nuisance-aware prediction
sets (NAPS) are valid regardless of the protocol, which is

unknown at inference time. On the other hand, all of the
other prediction sets from the analyzed baselines undercover
for at least two protocols. Nuisance-aware cutoffs need to
control type-I error for every single value of the nuisance
parameter, including the hardest case. Here, Protocol 1 (top
left) appears to be the most difficult to classify correctly.
Finally, we note that while conformal APS approximately
achieves coverage for (1—a) & 1, this comes at the expense
of uninformative prediction sets that contain both labels for
all X¢arget- NAPS, on the other hand, is able to maintain high
power (see Figure 10 in Appendix G). Additional results
and details on the base classifier, the model used to estimate
the rejection probability function, and the baselines adopted
for comparison can be found in Appendix G.

5.3. Atmospheric Cosmic-Ray Showers

High-energy cosmic rays, both charged and neutral, are
extremely informative probes of astrophysical sources in
our galaxy and beyond. Gamma rays (which constitute the
vast majority of neutral cosmics) reach the Earth atmosphere
from specific directions that coincide with the location of the
originating source in the sky. On the other hand, charged cos-
mic rays (hadrons) arrive from non-informative directions
as they get deflected by galactic magnetic fields while travel-
ling. An important step in analyzing gamma-ray sources is
to separate gamma-induced showers (G) from the very large
background (> 1000 : 1) of hadron-induced showers (H)
using ground-based detector arrays that collect particles x
from secondary showers (Dorigo et al. (2023); see top left of
Figure 4 for an illustration). G/H separation is a challenging
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Figure 3. Dependence of the ROC on the energy of the cosmic-
ray shower. Left: Receiver operating characteristic evaluated
according to our method at different energy values (shades of blue).
By estimating the entire ROC, we can control FPR or TPR at
specified confidence levels for all v € A/, which is not possible
with the “marginal” ROC curve (red). Right: Diagnostic P-P plot
evaluated at four bins over energy for nuisance-aware ROC (shades
of blue) and ROC that ignores nuisances (shades of red). To check
if Puarget (A(X) < Cly, v) is well estimated, we plot PIT values
against a ¢ (0, 1) distribution (dashed bisector; see Appendix D
for details). This is clearly not the case if one ignores nuisance
parameters.
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Figure 4. Constraining the cosmic ray shower parameters. 7Top
left: Tllustration of the Southern Wide-field Gamma-ray Observa-
tory (SWGO; Abreu et al. (2019); image credit: Richard White)
array of detectors with an incoming gamma ray (red). Bottom
Left: Test statistic under yo = O (hadron) as a function of energy.
At high energies, the class-conditional test statistics are well sep-
arated, implying that it is easier to distinguish gamma showers
(red) from hadron showers ( ). Right: Confidence set for v at
different (1 — ) confidence levels obtained via the framework of
Masserano et al. (2023). The true value of v is the black star.

rare-event detection problem, where the true distribution of
both the shower type Y and the shower parameters v might
be misspecified in simulated data. Our goal is to infer the
cosmic ray identity Y from ground measurements X while
accounting for additional shower parameters: energy F, az-
imuth angle A and zenith angle Z. Together, these form a
nuisance parameter vector v = (E, A, Z). We construct a
data set of 99,850 samples simulated from CORSTIKA (Heck
et al., 1998) divided into train (45%), calibration (45%) and
test (10%) sets. Figure 3 (left) shows several ROC curves as
a function of different energy values, demonstrating a clear
dependency of the classification problem on this shower
parameter.

Figure 5 summarizes our results as a function of the confi-
dence level (1—c«) for different classification metrics. These
are computed within true and within predicted gamma rays
for two different bins whose border is the median energy
level. Nuisance-aware prediction sets (NAPS with v = 0)
achieve high precision and low false discovery rates but
slightly under-perform relative to the standard Bayes clas-
sifier (Appendix E) for lower energy values (left column
in Figure 5), specifically at low confidence levels. This be-
haviour originates from the complexity of the data: at lower
energies it is indeed much harder to distinguish gamma rays
from hadrons (see bottom left panel of Figure 4).

By constructing (1 — ) confidence sets for v (see the right
panel of Figure 4 for an example), we are able to outperform
the standard Bayes classifier at all confidence levels (NAPS

with v > 0). This result is explained by the bottom panel
in Figure 5: NAPS predicts a single label only when it is
relatively certain about it, and otherwise outputs an ambigu-
ous prediction set that contains both labels. Nonetheless,
for this example, NAPS with v = 0 is able to achieve a
higher number of true positives and lower number of false
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Figure 5. Classification metrics within true and within pre-
dicted Gamma rays (y = 1). Results are binned according
to whether the shower energy is below (left) or above (right) the
median value. Top panel: Nuisance-aware prediction sets (NAPS
~ = 0; blue) achieve high precision and low false discovery rates
(FDR), especially at high confidence levels. In addition, by con-
straining the nuisance parameters v = (E, A, Z), we can increase
performance (NAPS ~ > 0; ) with uniformly better results
relative to the standard Bayes classifier (black dashed line). Bot-
tom panel: Our set-valued classifier makes explicit its level of
uncertainty on the label y by returning ambiguous prediction sets
(bottom row) for hard-to-classify Xuge. Even so, NAPS with
~v > 0 is able to achieve a higher number of true positives and
lower number of false negatives relative to the Bayes classifier.
Here v = a x 0.3.
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negatives relative to the Bayes classifier. Additional results
and details on the models used can be found in Appendix F.

6. Conclusion and Discussion

The introduction of nuisance parameters complicates the
effectiveness and reliability of machine learning models in
tasks such as classification. This paper introduces a new
method for handling prior probability shift of both label
and nuisance parameters in likelihood-free inference when
a high-fidelity mechanistic model is available. We demon-
strate a new technique for estimating the ROC across the
entire parameter space for binary classification problems.
We also show how to construct set-valued classifiers that
have a guaranteed user-specified probability (1 — «) of in-
cluding the true label (parameter of interest), for all levels
a € [0,1] simultaneously, without having to retrain the
model for every .. These set-valued classifiers are valid, no
matter what the true label and unknown nuisance parameters
are. Finally, we demonstrate how to increase power while
maintaining validity by constraining nuisance parameters.

Extensions and Limitations. Our approach can be ex-
tended to standard classification problems where the train-
ing data does not come from a simulator, as long as (i) the
nuisance parameters v in the data-generating process have
been identified and are available at training time, and (ii)
we can reliably estimate the rejection probability function
across the entire parameter space as in Section 3.2. We
recommend checking the latter with diagnostic P-P plots
(see Appendix D, and Figure 3 (right) for an example).

NAPS directly extends to multiclass as one-vs-one problems,
since we can estimate one-vs-one ROC curves for each v €
N. The computational cost for K classes would increase
by a factor of (12( ). However, an extension to multiclass as
one-vs-rest problems is non-trivial, because estimating ROC
curves requires knowledge of the distribution of labels Y on
the target set for every nuisance parameter v. Without such
knowledge, the ROC curves would not be invariant to GLS.

NAPS achieves validity under GLS. However, in the absence
of a shift, this results in reduced power compared to standard
prediction sets (Equation 10). Although we can recover
some of this power by constraining nuisance parameters
(i.e. setting v > 0), the cutoffs need to be computed for
each test point, which can be computationally expensive,
especially for high-dimensional v. Furthermore, setting
~ > 0 is not guaranteed to increase power relative to v = 0:
Since rejection probability inversion is performed at level
o — 7y, power might decrease when optimizing the NAPS
cutoff over the (1 — ~) confidence set for v (see Equation 8).
This can occur if the (1 —+) confidence sets are too large, or
when the distribution of v is skewed toward certain regions
(Figure 18). For further discussion, refer to Appendix 1.4.

Finally, we note that NAPS may sometimes result in empty
prediction sets, though this is uncommon when (1 — «) is
large. Future adaptations could incorporate strategies from
Sadinle et al. (2019) to mitigate this issue.
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Impact Statement

In the physical and biological sciences, nuisance parameters
are often needed to account for limitations in the modeling
of the underlying processes. However, their inclusion re-
duces the effectiveness of machine learning and statistical
procedures. Nuisance parameters (sometimes also referred
to as systematic uncertainties) are one of the main factors
limiting the precision and discovery reach of scientific analy-
ses. Our work addresses this issue and could have a broader
impact on reliable scientific discovery.
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A. The Bayes Factor as a Frequentist Test Statistic

In this work, we treat the Bayes factor as a frequentist test statistic, similar to the Bayes Frequentist Factor (BFF) method in
(Dalmasso et al., 2021). Consider the composite-versus-composite hypothesis test:

Hy ., :0¢c€ 0Oy versus Hy, : 0 € O, (11)

where ©g = {y} x N, ©1 = {y}° x N, and y € {0, 1}. The Bayes factor of the test is defined as

7, (x) = P’ (x|Ho,y) _ f/\[ x;y,v) p'(vly) dv
YT P(x[Hy ) S £(x; ,1/) P (V|1 —y) dv
By Bayes theorem,
v[x) ! (y,v|x)
Ty(x) = fN p?{yu Pvly) dv — N’%/(l;/ Y) dv
Y (1—y,v|x) (1—y,v|x)
Iy BB WL —y) dv [ B dv

_ P =y P(Y =1-y)

— . 12
F(Y = 1—yx) (Y = y) (12)

However, unlike BFF, we are not estimating the likelihood or odds from simulated data, but instead directly evaluate a
pretrained classifier P'(Y = y|x).
B. Proofs

For simplicity in notation, we will henceforth omit the “train” and “target” subscripts in P. The symbol P’ will represent the
training distribution, while P will denote the target distribution.

Proof of Lemma 1. This follows from the fact that W) (C; y,v) only depends on the conditional randomness of X|y, v,
which, under GLS, is the same on both train and target data. L]

Proof of Theorem 1. Notice that

PAX) < G, (X)ly, v) = PAX) < O, (X), v € 5, (X59)ly,v) + P(MX) < O (X), v & 5y(X;7)[y, )

<POAX) W By vy v) + P € Sy (X37)ly, v)
SBty=aw

which proves the first part of the result. Similarly,

PANX) = Cp (X)L = y,v) = P(N(X) = CF v € 812 (Xs9)[1 = g, 0)P(AX) 2 C v ¢ 12y (X3 9)[L -y, v)
SPOX) 2 W (Bl =y, v)[1 =y, v) + P(v ¢ S1-y(X37)[1 -y, v)
< 1- B +v= 1- «,

and therefore N

PONX) < 2, (X)|1 —y,v) > o,

which concludes the proof. O

Proof of Theorem 2. By construction

P(Y € H(X; a)ly,v) =P (7(X) > C,(X)ly, v)
=1-P(7(X) < ,(X)ly,v)
Z 1- a,

12
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where the last inequality follows from Lemma 1. This proves the first statement of the theorem. To prove the second
statement, notice that

MYGHmw»:/MYGH@mMWMM%W

z/ufawm%m

=1-aq,

where p(y, v) denotes the measure on (Y, v/) on the target set. O

C. Estimating the Rejection Probability Function

We learn W, (C; y, V) using a monotone regression that enforces the rejection probability to be a non-decreasing func-
tion of C. For each point ¢ = 1,..., B’ in the calibration set 7' = {(Y1,v1,X4),...,(Yp/,vp,Xp/)} drawn from
Dirain(0) L(x; 0) where 8 = (Y, v), we sample a set of K cutoffs according to the empirical distribution of the test statistic
A. Then, we regress the random variable

onY;, v; and C; ; (= C;) using the “augmented” calibration set 7" = {(Y;,v;,C; ;,Z; ;)}i j, fori = 1,..., B’ and
7 =1,..., K, where K is the augmentation factor. See Algorithm 2 for details.

Algorithm 2 Learning the Rejection Probability Function
Input: test statistic A; calibration data 7' = {(Y1,v1,X1),...,(Ys/,vp/, Xp/)}; sampled cutoffs G = {C4,...,Ck}
Output: Estimate of the rejection probability W (C;y,v) forall C € G,y € {0,1} andv € N

: // Learn rejection probability from augmented calibration data 7"

1

2: Set 7" <0

3: foriin{1,...,B’} do

4: forjin{l,.., K} do

5: Compute Y; ; + I (MX;) < Cj)

6: Let 7" (—T”U{(K,V’L‘,CJ‘,ZZ‘J‘)}

7 end for

8: end for

9: Estimate W (C;y,v) :=Py , (A(X) < C) from 7" via a regression of Z on Y, v and C, which is monotonic in C'.

10: return Estimated rejection probabilities /I/I7,\(C sy, v),for C € G,y € {0,1}andv e N

D. Diagnostics of Estimated ROC Curves

Here we describe how to evaluate goodness-of-fit of an estimate of the rejection probability function. This is inspired
by methods that use the Probability Integral Transform (PIT) to assess conditional density estimators (Cook et al., 2006;
Freeman et al., 2017; Izbicki et al., 2017; D’Isanto & Polsterer, 2018).

If W(C;y,v) = Plaget (M(X) < Cly,v) = Fxx)|y,(C) is well estimated, then the random variable W (A(X');y,v) ~
U(0,1), where X' is drawn from the simulator using (y, v) as parameters. This suggests we assess the performance of our
estimator of W, W, via a P-P plot comparing W(A(Xl); Yi,v1),..., W(A(XB); Yp,vp) to a Uniform(0,1) distribution,
where (A(X1); Y1,v1),..., (AMXp); Yp,vp) denote an evaluation sample drawn from the simulator. The distribution of

these statistics can however be uniform even if W is not a good estimate (Zhao et al., 2021, Theorem 1). Here, we avoid this
problem by dividing the parameter space O into bins and constructing separate distribution plots for samples within each
bin.

E. The Standard Bayes Classifier
Lemma 2 (Bayes classifier). Let h : X — {0, 1} be a classification rule. Define the weighted loss
W = cilpay(Y) oy (X)) + coltoy (V) Ty ((X)), (14)

13



Classification under Nuisance Parameters and Generalized Label Shift

where cy, is the cost of mis-classifying a Y = k observation, for k = 0,1. The Bayes (that is, optimal) classifier that
minimizes the error rate B e (W) averaged over both X and Y is given by

1 lfPtarget(Y = 1‘X) > o,
h*(ZC) =40 if]Pmrget(Y = 1‘X) < a*a (15)
arbitrary  if Pee(Y = 1]x) = a*,

where of 1= —0—,
cotcr
Remark 1 (Balanced accuracy). If there is no shift between the train and target sets, a common choice for the loss (14) is

1 = 1/Puuin(Y = 1) and co = 1/Piin(Y = 0). This yields the balanced error rate
Elmin(W) = ]Ptrain(h(X) = O|Y = 1) + lein(h(x) = 1|Y = O)

and the cut-off &* = Puuin(Y = 1) for the Bayes classifier (Equation 15).

Remark 2 (Bayes classifier under GLS). Under GLS, there is no monotonic relationship between Prapee; (Y = 1|x) and
Prrain (Y = 1|x). Thus, it is not possible to use Pqn (Y = 1|x) to recover Pryee (Y = 1|x) using standard label shift
corrections (Saerens et al., 2002; Lipton et al., 2018).

Remark 3 (Bayes classifier under the presence of nuisance parameters but no GLS). If there is no GLS, Py, (Y = 1|x) =
Prarger (Y = 1|x). However, without a nuisance-aware cutoff, the Bayes classifier is usually calibrated to control type-I
error marginally over v. NACS instead controls this error for all v € N.

F. Additional Results and Details on Cosmic Ray Experiment
F.1. Experimental Set-Up with Ground-Based Detector Arrays

The data used in this paper are generated via the CORSIKA cosmic ray simulator (Heck et al., 1998). CORSIKA is a
Monte Carlo simulation program that models the interactions of primary cosmic rays with the Earth’s atmosphere. Given
values of the parameters i, F/, Z, A, which define the primary cosmic ray identity, energy, zenith and azimuth angle,
respectively, CORSIKA outputs the identities, momenta, positions, and arrival times of all secondary particles generated in
the atmospheric shower, that eventually reach the ground and that are mostly muons, electrons and photons at gamma-ray
energies with minor abundance of heavier particles.

The measured data x in our analysis does not incorporate the full shower footprint, as this level of information cannot be
captured in any realistic scenario. Instead, we simulate a simple 6 x 6 detector grid, where each detector covers a 2 x 2 m?
area, with 48 m detector spacing. Information for a secondary particle of a particular shower footprint is incorporated
into the analysis only if that secondary particle lands within the area of a detector. See Figure 6 (right) for a simplified
representation of the detector grid.

We assume 100% detector efficiency and that all secondary particles types are detectable. We also assume that showers
always originate at the center of the detector grid. Finally, we assume that both the zenith and azimuth angles Z and A
are known due to the relative ease with which they can be estimate from observed footprint data. Thus, our only nuisance
parameter for inference on y is the energy E' of the cosmic ray.

The data used to estimate the test statistic are drawn according to the following distribution (which may be different from
that of actual astrophysical sources):

1. Gamma ray to Hadron ratio 1:1 (whereas actual observed ratios are in the range 1:1,000 — 1:100,000)

2. Energy between 100 TeV and 10 PeV, with probability density proportional to £~ for gamma rays and E~2 for
hadrons (with standard astrophysical sources closer to between -2:-4)

3. Zenith uniformly distributed between 0 and 65 degrees

4. Azimuth uniformly distributed between -180 and 180 degrees

To derive x;, we first define four secondary particle groups: photons (neutral); electrons and positrons; muons (charged);
and all other secondary particle types. Then for each simulated detector, we record the count of particles in each group that
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Figure 6. Left: Artistic representation of the SWGO array. The inlay shows the individual detector unit. Right: Although we have access
to all secondary particles in our simulated cosmic ray showers, we only include the particles that hit our simulated detector setup (blue
rectangles) in the analysis. This layout pictured here is an illustrative example.

hit the detector. This results in a vector of length 4 - 36 = 144 for each primary cosmic ray that represents the detector data.
We construct x; by concatenating the detector data with Z; and A;.

For the calibration and test sets, we use the same reference distribution.

F.2. Details on the algorithms used in Section 5.3

We used gradient boosting probabilistic classifiers as implemented in CatBoost (Prokhorenkova et al., 2018) to estimate
both P(Y'|X) and W (C'; y, v). For the latter, Cat Boost allows to easily enforce monotonicity constraints on the features,
which we used on C'. To compute cutoffs, we used the brentq routine (Brent, 2013) to calculate the inverse and the
differential evolution global optimization algorithm (Storn & Price, 1997) to find the infimum. Both are implemented in
SciPy (Virtanen et al., 2020). To obtain confidence sets for v, we used the method developed by Masserano et al. (2023)
with a masked autoregressive flow (Papamakarios et al., 2017) since it guarantees that the constructed region contains the
true value of v at the desired confidence level for all v € V.

F.3. Additional Results

Figures 7 and 8 mirror the results for 5, focusing on cosmic rays predicted to be hadrons and true hadron cosmic rays
repectively. Identifying hadrons is of lesser scientific value than identifying gamma rays, so the results here are presented
mainly for reference.

G. Additional Results and Details on the RNA Sequencing experiment
G.1. Data Simulation Procedure

The scDesign3 simulator for RNA-Seq constructs a new simulated dataset through the following steps

1. The user chooses a model type (e.g. linear with Gaussian noise) and specification to model the relationship between
cell gene counts and cell features.

2. scDesign3 estimates model parameters on the reference data.
3. The user supplies a matrix of all features of all cells in for the new simulated data.

4. scDesign3 outputs the gene counts for these cells by sampling from the estimated model.

In our paper, we use a negative binomial GLM with cell type and batch protocol indicator as the only features:

log E[X; ; | Y}, Bj] = i + BiY; + 7iB;,
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Figure 7. Classification metrics within predicted Hadrons (yyrea = 0). Results are binned according to whether the shower energy is
below (left) or above (right) the median value. Nuisance-aware prediction sets (NAPS v = 0; blue) achieve high precision and low false
discovery rates (FDR), especially at high confidence levels. In addition, by constraining the nuisance parameters v = (E, A, Z), we see
performance (NAPS ~ > 0; ) increase in the lower energy bin but with a corresponding tradeoff in the higher energy bins. Both
approaches yield better results relative to the oracle Bayes classifier (black dashed line).
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where

1. X ; are the observed counts for gene 7 for cell j
2. Y, € {0,1} is the cell type for cell j, CD4" T-cells (Y = 1) or Cytotoxic T-cells (Y = 0)

3. B; is which of the 4 protocols was used to process cell j, with a separate model coefficient for each protocol excluding
the baseline (represented by the vector ; € R?)

We also restrict our analysis to 100 genes chosen randomly from the approximately 6000 genes in the reference dataset.
Although each gene count receives its own set of model parameters, new gene counts are generated in a way that captures
the correlation between gene counts in the reference data. See (Song et al., 2023) for more details.

The reference data used in our analysis contains two experimental protocols. One is used as a baseline to derive &;. The
second is used to fit the first entry of each 7;, denoted 7; 1. The last two entries 7; » and 7; 3 are constructed in this way:

1. Each 7; o is sampled with replacement from {7; ; : |7;,1| < median({|7;1],7 € [100]})}
2. Each 7; 3 is sampled with replacement from {7; 1 : |7;,1| > median({|7; 1/, j € [100]})}

These last two batch protocols are meant to emulate a weak and stronger batch effect respectively than the different between
the two original experimental protocols, while keeping realistic estimates for the effects on gene counts.

G.2. Details on the algorithms used in Section 5.2

We used gradient boosting probabilistic classifiers as implemented in CatBoost (Prokhorenkova et al., 2018) to estimate
both P(Y'|X) and W, (C} y, v). For the latter, Cat Boost allows to easily enforce monotonicity constraints on the features,
which we used on C'. To compute cutoffs, we used the brentq routine (Brent, 2013) to calculate the inverse and the
differential evolution global optimization algorithm (Storn & Price, 1997) to find the infimum. Both are implemented in
SciPy (Virtanen et al., 2020). The three baselines against which we compare NAPS were computed from the same base
probabilistic classifier (also used for NAPS). After training it, we calibrated it on the same set used for NAPS via isotonic
regression, but only for the baselines (our method has a separate calibration procedure as described in Section 3. Then we
computed cutoffs as described in Sadinle et al. (2019); Romano et al. (2020).

G.3. Additional Results

Taking CD4* T-cells (Y = 1) to be the positive class, Figures 9, 10, 11, 12 show various performance metrics for four
prediction set methodologies: standard prediction sets (Sadinle et al., 2019, Theorem 1), class-conditional prediction sets
(Sadinle et al., 2019), conformal adaptive prediction sets (APS; Romano et al. (2020)), and NAPS with v = 0. For many of
the metrics like precision and NPV, each method achieves very good performance (perhaps due to the ease of the underlying
inference problem). For TPR, we see that each method has differing strength for each of the protocols. We also notice that
at very high levels of confidence, conformal APS starts outputting {0, 1} for every observation, leading to a sharp drop in
performance across all metrics.

H. Computational Analysis: Training and Inference Times

Table 1 reports training and inference times for NAPS under the Single-Cell RNA Sequencing (Section 5.2) and Atmospheric
Cosmic-Ray Showers (Section 5.3) experiments. Dataset sizes are the proportions included in the training, calibration and
inference sets out of the total number of simulations indicated in Sections 5.2 and Section 5.3. For calibration, we report
the time needed to estimate ROC curves from the augmented calibration set, including “re-calibration” of the estimated
rejection probabilities via isotonic regression. For NAPS with v > 0 (only performed in Section 5.3), inference times are
measured per-observation (on average) since cutoffs are data-dependent and need to be computed for each x. For NAPS
with v = 0, we report the total time needed to compute cutoffs, as they can then be applied to any new observation x
(i-e., they are amortized with respect to observations). Once this is done, constructing the prediction sets takes only a few
milliseconds. All times are computed for inference at a single level . Classifier training and the calibration procedure only
need to be estimated once (here we report times that include five-fold cross-validation). All computations were performed
on a MacBook Pro M1Pro with 16 GB of RAM.
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Figure 9. Classification metrics within predicted positive class: Precision (top) and FDR (bottom) for observations predicted to be CD4"
T-cells (i.e. prediction set output is {1}), additionally separated by protocol (columns). Metrics are shown for nuisance-aware prediction
sets (NAPS ~ = 0; blue), standard prediction sets (red), class-conditional prediction sets ( ), and conformal adaptive prediction sets
(APS) ( ). At high levels of confidence, conformal APS outputs {0, 1} for all points in the test set; the corresponding metrics that
require the prediction set to have one element have been set to their worst-case value.
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Figure 10. Classification metrics within true positive class: TPR (top), FNR (middle) and proportion of ambiguous sets (bottom) for
true CD4" T-cells, additionally separated by protocol (columns). Metrics are shown for Nuisance-aware prediction sets (NAPS v = 0;
blue), standard prediction sets (red), class-conditional prediction sets ( ), and conformal adaptive prediction sets (APS) ( ). At high
levels of confidence, conformal APS outputs {0, 1} for all points in the test set; the corresponding metrics that require the prediction set
to have one element have been set to their worst-case value.
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Figure 11. Classification metrics within predicted negative class: NPV (top) and False Omission Rate (bottom) for observations
predicted to be Cytotoxic T-cells (i.e. prediction set output is {0}), additionally separated by protocol (columns). Metrics are shown
for Nuisance-aware prediction sets (NAPS ~ = 0; blue), standard prediction sets (red), class-conditional prediction sets ( ), and
conformal adaptive prediction sets (APS) (zold). At high levels of confidence, conformal APS outputs {0, 1} for all points in the test set;
the corresponding metrics that require the prediction set to have one element have been set to their worst-case value.

18



Classification under Nuisance Parameters and Generalized Label Shift

Protocol 1 Protocol 2 Protocol 3 Protocol 4

>100 P - —
(5] —an B = s~ —a PR
E o075 ' Z. - 7.
v p /
[ N
Sos0 7
J
Loz <
g =
=
g 0.00 g‘
1.00
—< Standard PS x
0.75 Class-Conditional PS g
Conformal APS s
a 0.50 NAPS, y =0 (Ours) H
o
0.25 o
<
0.00 [
‘ - a
o
1.00 o5 :
w
3075 -- 0
3
20.50 AN
a = sy
£ ~ NN
Soas .. = g e R -
- —_ S e g —dts
0.00 y =

05 06 07 08 09 10 05 06 07 08 09 10 05 06 07 08 09 10 05 06 07 08 09
Confidence Level (1 —a) Confidence Level (1 —a) Confidence Level (1 —a) Confidence Level (1 —a)

1.0

Figure 12. Classification metrics within true negative class: TNR (top), FPR (middle) and proportion of ambiguous sets (bottom) for
true Cytotoxic T-cells, additionally separated by protocol (columns). Metrics are shown for Nuisance-aware prediction sets (NAPS
~v = 0; blue), standard prediction sets (red), class-conditional prediction sets ( ), and conformal adaptive prediction sets (APS) ( ).
At high levels of confidence, conformal APS outputs {0, 1} for all points in the test set; the corresponding metrics that require the
prediction set to have one element have been set to their worst-case value.

I. Synthetic Example: Deep Dive
I.1. Impact of the Nuisance Parameter

As mentioned in the main text, we consider a process that generates events (Y;, X;), where ¥; € {0, 1} determines the type
or label of the event, and X; € [0, 1] is the sole feature of the event. The distribution of events is defined as follows

L P[Y; = 0] = P[Y; = 1] = 1/2
2. Conditional density for Y = 1: p(x; | Y; = 1) = ee_ll
.. . ve ViXi
3. Conditional density for Y = 0: p(x; | Y; = 0,1;) = [pp—
—evi

Where v is an additional nuisance parameter that influences the density of X for Y = 0 events. v; is assumed to be drawn
from some distribution independently for each Y = 0 event. We are interested in inferring Y given observed X and
unobserved v. Figure 13 shows how the presence of the nuisance parameter affects this inference task.

The top left of Figure 13 demonstrates how the shape of the density of X for Y = 0 events can vary dramatically depending
on the value of v. Assuming any prior of v can yield a density of X that does not depend on v, but it may not closely
resemble the conditional densities of X given v for all values of v. The top right panel shows how this variation in the
shape of the densities subsequently affects the behavior of the posterior probabilities of Y given X and v. Again, we can
derive a posterior that does not depend on v, with the same caveat as before. We also observe that the posterior probabilities
are always monotonic in z, therefore any classifier or prediction set that uses cutoffs on posterior probabilities can be
equivalently defined using cutoffs on x directly. The bottom left figure shows how the ROC for the Bayes Classifier (i.e.
directly using the posterior probabilities to classify events) can vary under fixed v or a prior on v. These ROC curves

Table 1. Training and inference times for NAPS for the experiments of Sections 5.2 and 5.3.

EXPERIMENT DATASET SIZE TRAINING CALIBRATION INFERENCE (v =0) INFERENCE (y > 0)
RNA-SEQ 0.6,0.35,0.5 6 MINUTES 30 MINUTES 1 SECOND /
CosMiIC RAys  0.45,0.45,0.1 8 MINUTES 65 MINUTES 6 SECONDS 4 SECONDS PER-OBS
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Figure 13. Impacts of Nuisance Parameters on the Inference Task 7op Left: Conditional densities p(x | Y, v) for various values
of Y and v according to the problem setup. The marginal density p(z | Y = 0) shown in red is induced by a Unif[1, 10] prior on v.
Top Right: Posterior probability P(Y = 1 | X, v) as a function of X for different values of the nuisance parameter v. The marginal
posterior P(Y = 1| X) is shown in red for a Unif[1, 10] prior on v. Bottom Left: ROC curves for the Bayes Classifier holding v fixed
(blue, orange, and green curves) and for a Unif[1, 10] prior on v (red). Y = 1 is taken to be the positive class. Bottom Right: Under
the classification rule that g; = 1 if z; > 2™, this figure shows how the FPR of that classifier will vary with v. Each curve represents a
different cut z* for the classification rule.

demonstrate why ignoring nuisance parameters can yield biased or otherwise unreliable results. Every fixed value of v as
well as every prior on v yields a completely different relationship between FPR and TPR. The bottom right figure shows
that if our goal is valid FPR control for our inference task, we must take the nuisance parameter into account. Because the
ultimate FPR for any cutoff depends on the value of v for each observation, the selection of an cutoff that controls FPR must
properly account for the influence of the nuisance parameter.

1.2. Additional Results

Figures 14, 15, and 16 show additional results from the synthetic examples for both standard prediction sets and class-specific
prediction sets used in the cosmic ray application. All prediction sets are formed under the training prior v ~ Unif[1, 10],
which is the same prior used to compute metrics under the “No GLS” setting. “With GLS” changes the target prior to
v ~ N(4,0.1) without modifying the training prior. Coverage for Y = 1 events, power for Y = 0 events (defined as
P[1 ¢ Prediction Set | Y = 0]), and precision for {0} outputs do not vary significantly across methodologies due to the fact
that p(x; | Y; = 1) does not depend on the distribution of v;. As seen in the text, our methods achieve validity regardless
of the presence of GLS. We also achieve higher precision than standard or class-specific prediction sets, although we do
sacrifice power compared to those methods. However, careful selection of v in the NAPS framework can help increase
power without losing validity.
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marginal coverage (top), and conditional coverage for Y = 0 events (middle) and Y = 1 events (bottom)

1.3. v-Conditional Coverage and validity under GLS

Figure 17 below explores coverage of different prediction set methods conditional on Y and v, under the training prior

v ~ Unif[0, 1]. We compare 4 methods:

1. Standard prediction sets that target marginal coverage only
2. Class-conditional prediction sets that target coverage conditional on Y
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events (bottom) is defined as P[1 ¢ Prediction Set | Y = 0] and vice versa for Y = 1 (middle). Marginal power (top) is the sum of these
two power metrics weighted by P[Y = 1].

3. Class-conditional prediction sets that additionally use the posterior mean /(x) = [, v p(v | 2)dv as an point estimate
of v to evaluate the posterior. Specifically, P[Y =1 | X, v = 7(X)] is used instead of P[Y = 1 | X], where the latter
integrates over the prior on v

4. NAPS withy =0

Method 3 is added as a possible alternative to forming confidence sets on v within the NAPS framework. The figure shows
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Figure 16. Precision vs Nominal Coverage for Several Prediction Set Methods: We compare the precision of standard prediction sets
(red), class-specific prediction sets (pink), and NAPS under different « values under no GLS (left) and with GLS (right). We define
precision for prediction set = {0} as P[Y" = 0 | prediction set = {0}] and vice versa for prediction set = {1} outputs. Events where
prediction set = {0, 1} or prediction set = {) are not considered here.

that, although standard and class-conditional prediction sets achieve marginal and class-conditional validity respectively,
they do not maintain validity when conditioning on all values of v. This is the fundamental reason that these methods do
not achieve validity under GLS. Whereas, NAPS achieves validity conditional on both Y and v, resulting in robustness to
GLS. We note that method 3 achieves neither marginal nor class-conditional validity, indicating that even well-formed point
estimates of v are insufficient to reach nominal coverage levels.

1.4. When does v > 0 for NAPS increase power?

The ~ parameter for NAPS gives us the option to first form a confidence set for v on a new observation x before optimizing
the cutoffs for our test statistic (see Section 4). Because the test statistic is monotonic in the posterior probabilities, we can
derive cutoffs on x directly based on the confidence set for v. Specifically, we can simplify the procedure in Theorem 1 to
the following

zo(v;a,y) =z st PX>z|Y=0,v]=a—~
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Figure 17. Marginal, Class-conditional, and v-conditional Coverage of Several Prediction Set Methods: We examine marginal
coverage under the training prior on v (top), Y = 0 conditional coverage (middle) and Y = 1 conditional coverage (bottom) for standard
prediction sets (red, top right only), class-conditional prediction sets (pink, middle left and bottom left), class-conditional prediction sets
with estimated v (dark red, middle column), and NAPS (blue, right column). In each figure, we also show coverage when additionally
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conditioning on certain values of v (dotted and dashed lines)

xi(a) = sup (v, )
veSo(z;v)
zi(a)=z st PX<z|Y=1=«

Where Sy (z;7) is a1 — «y confidence set on v given Y = 0. Then, our prediction set becomes

0 € H(z;a)ifx < zj(a)
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Figure 18. Effect of v on NAPS Power Lefi: We show how the optimization of z(v; «,y) depends on «y and So(x;y). The two curves
show the relationship between zo (v; o, v) and v under two values of v. When v = 0, we must optimize over the entire space of v to
derive z§ () (or equivalently, So(z;y = 0) = [1, 10] for all z. This leads to a () value indicated by the blue star. When v = 0.0025,
we consider two hypothetical confidence sets So(z1;y) and So(x2; ) for v, indicated by the two pairs of green dotted lines. In each case,
we only optimize xo(v; o, 7y) over the values of v in the confidence set; however, to maintain coverage at 1 — v, optimization is done over
the green curve instead of the blue curve. Optimization over So(z1; ) yields zg(«) indicated by the red star, while optimization over
So(x2; ) yields z§ () indicated by the green star. Right: When Sy (z; ) is taken to be the (v/2,1 — v/2) quantiles of the truncated
N (4,0.1) distribution for all z, we can derive a relationship between zj(«) and . In this case, the calibrated cutoff is minimized at
~ 2 0.001.

1 e H(z; o) ifx > z](a)

We note that =7 («) does not depend on our choice of 7, so we focus on z{j(c). We also note that lower values of ()
result in higher power of the final NAPS. Figure 18 below shows how the choice of v can affect the power of the resulting
NAPS.

The left panel demonstrates the tradeoff inherent in selection a value of . Fixing v and «, 2¢(v; a, ) is increasing in 7
(illustrated by the green curve being always higher than the blue curve), so the cutoff at every v will always be higher (and
power subsequently lower). However, constraining v to So(x;y) may avoid optimizing over regions of v where xo(v; v, y)
is relatively high (i.e. small values of ). In the synthetic example, the most power is gained when S constrains v to a
region where v is much larger than 1 (the value of v that yields x§(«) when v = 0). This is illustrated by the fact that
So(z2;y = 0.0025) yields a 25 («) value (green star) much lower than the value obtained when v = 0 (blue star). However,
setting v > 0 can sometimes result in power loss if Sy contains small values of v. This is illustrated by the fact that
So(x1;7 = 0.0025) yields an even higher zj(«) value (red star) than the case when v = 0. The right panel shows that, in
our simple synthetic example, there is a relatively clear optimal value for v which is non-zero.

In general, the distribution of the nuisance parameter(s) and the efficiency of the confidence sets on those NPs will determine
which value of v is optimal. If most data points have nuisance parameter values in “favorable” regions of the NP space, then
it may be worth setting v > 0 to form confidence sets. In other cases, letting v = 0 may be the optimal choice.

I.5. Performance of NAPS under SLS

In the synthetic example, we assumed that the distribution of labels P[Y" = 1] was the same for the training and target data.
However, the distribution of v is not the same, which leads to pgin(z | Y') # Prarger(2 | Y'), since

p(a:|Y=y>=/p<x|Y=y,u>w<u|Y=y>dv
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and we explicitly allow for a change in 7(v | Y = y) under GLS. This setup is essentially the reverse of the Standard Label
Shift (SLS) setup. Under SLS, we would assume that Pyin[Y = 1] # Pyain[Y = 1], but that puain(z | Y) = Prareet(z | Y),
which is most directly achieved when the distribution of v does not change between the training and target data.

We have shown that class-conditional prediction sets (designed to maintain coverage under SLS) do not maintain coverage
under GLS due to the violation of the assumption that piin (2 | Y) = prarget( | Y'). In this section, we explore how NAPS
performs in the SLS setting relative to class-conditional prediction sets. We expect NAPS coverage guarantees to hold, with
a decrease in power due to NAPS enforcing nominal coverage at every point in the nuisance parameter space. Figure 19
shows the results of our experiments under SLS.
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Figure 19. Comparison of NAPS and Class-Conditional Prediction Sets under Standard Label Shift: We plot the test set marginal
coverage (top row) and marginal power (bottom row, defined as Pure[1 — Y ¢ prediction set]). We compare NAPS (blue) to Class-
Conditional PS (pink). This comparison is done for several levels of SLS (columns), where we shift the distribution Y in the evaluation
set from Pyin[Y = 1] = 0.5. The distribution of the nuisance parameter v is the same for training versus target data; that is, we have an
SLS setting.

In all SLS scenarios we tested, NAPS over-covers and achieves lower levels of power compared to class-conditional
prediction sets, demonstrating the theoretical tradeoff described above. Looking at coverage, we see that as Pyygec[Y = 1]
increases, the level of overcoverage for NAPS decreases. This is expected, since the nuisance parameter v only affects the
distribution of features for Y = 0 events and causes NAPS to exclude O from the prediction set less often. Unsurprisingly,
class-conditional prediction sets exactly achieve nominal coverage under every SLS scenario.

Looking at power, we note that class-conditional prediction sets achieve similar (but not identical) power across all SLS
scenarios. Power for NAPS appears to decrease as Ptarget[Y = 1] increases. This is a consequence of the same fact that v
only affects Y = 0 events; because NAPS will exclude 0 from its prediction sets less often, it will suffer a performance loss
when there are relatively more Y = 1 events in the data. In this particular case, NAPS appears to perform best relative to
class-conditional prediction sets when Pee[Y = 1] is low, but results may vary in other settings where the relationship
between the nuisance parameter(s) and labels may be more complex. However, we do not expect NAPS to outperform
class-conditional prediction sets (or any method developed for SLS) under SLS-only scenarios.
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