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Porting topography version of AWP-ODC to OLCF Frontier, with ROCm-Aware C/
“4

AWP-ODC-Topo Ported to HIP on AMD MI250X and Verified

AWP-ODC is a 4th-order finite difference code used by the SCEC community for linear wave propagation, Iwan-type nonlinear
dynamic rupture and wave propagation, and Strain Green Tensor simulation. We have ported and verified the topography

version of AWP-ODC, with discontinuous mesh feature enabled, to HIP so that it runs on AMD MI250X GPUs. 103.3% _ FRESEAE Sope SEESKSesling EEnSmmanceion SESChentes Frontier at ORNL 1s the current
parallel efficiency was benchmarked on Frontier between 8 and 4,096 nodes or up to 32,768 GCDs. Frontier is a two exaflop/s B 100,000 No. 1 system 11 Fhe June 2023
computing system based on the AMD Radeon Instinct GPUs and EPYC CPUs, a Leadership Computing Facility at Oak Ridge £ —— e AWP-ODC-Topo Ideal TOP500 List. This HPE Cray
National Laboratory (ORNL). This HIP topography code has been used in the production runs on Frontier, a primary S 10000 —o—AWP-ODC-Topo EX system based on the AMD
computing engine currently utilizing the 2024 SCEC INCITE allocation, a 700K node-hours supercomputing time award. 5 ' Radeon Instmpt GPUs and
Furthermore, we implemented ROCm-Aware GPU direct support in the topo code, and demonstrated 14% additional reduction = EPYC C]?US is the first US
in time-to-solution up to 4,096 nodes. The AWP-ODC-Topo code is also tuned on TACC Vista, an Arm-based NVIDIA GH200 ~ 1000 nuil i | _a ] system with a peak .
Grace Hopper Superchip, with excellent performance demonstrated. This poster will demonstrate the studies of weak scaling and x performance exceeding one
the performance characteristics on GPUs. We discuss the efforts of verifying the ROCm-Aware development, and utilizing high- g ExaFlop/s. CUDA based
performance MVAPICH libraries with the on-the-fly compression on modern GPU clusters. X 100 L e — L AWP-ODC-Topo has been
" ported and verified on this
= / AMD MI250X based system.
G 10 . Frontier weak scaling efficiency
2 2t 1s achieved 1n 99.6% on 4,096
NSF CSSI PrOjeCt: AWP-ODC Optimilations USing MVAPICH Eﬂ nodes. The Implementation
T:_:? 1 ) . e oo  oon = also includes GPU-aware MPI.
i ' ' The Iwan and discontinuous-
i ﬁCITE @ ACCESS | it The NSF CSSI project a.ims to investigate tar}d dev.elop the fouowin.g innoyations by co-designing Number of MI250X GCDs mesh based AWP code is being
MVAPICH?2 and TAU libraries to scale driving science domains—including AWP-ODC and ported to HIP.
% OAK RIDGE it SDSU heFFTe: 1) Load-aware designs for MPI asynchronous communication, 2) Cross runtime
HH coordination for MPI+X applications, 3) Partitioned point-to-point primitives, 4) Application-aware
AMDZ1 neighborhood collective communication, 5) Support for adaptive persistent collective

communication, 6) Coordinating communication kernels on GPUs, and 7) On-the-fly compression.
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We profiled AWP-ODC using TAU, identified tensor arrays to Furthermore, we added CUDA-Aware and ROCm- g 80% 2
. , 90% : h : 5
leverage asynchronous communication model in the GPU 16 Aware feature to the latest topography version code, % 7o 0070 2
version, enhanced the CPU code with fault tolerance through B0% which supports for passing GPU buffers directly to o | s E
. . . oq e . . — . a. % - & = AWP-ODC-Topo % | .
enabling checkpointing capability. TAU profiling analysis helped : 0% & MPI calls, and demonstrated 14% performance gain % e Awp.onc £
. . . > [@]
to 1dentify the performance bottleneck of HIP topo version of @ ai & up to 4,096 nodes on Frontier, compared to the s0% L We-ODCTono-GDR* Ll o000 =
. . . o b o . AWP-ODC-Topo-GDR WCT (300x300x1024)
AWP-ODC, resulting in 10x speedup in performance and made £ oy B original configuration setup. AWP-ODC-Topo WCT (300x300x1024) =
. . . - . g i = 40% | | 0.040
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possible to run large-scale production simulations with AWP g : . o 100 1560 351063
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ODC on Frontier. We tuned the GPU-based AWP-ODC on
Nvidia GPU-based systems to run efficiently using MVAPICH2. :ggmg TR
On TACC Lonestar-6 A100 nodes, we demonstrated 48%-64% 2 guoeMV2 pluslatest)

benefits using on-the-fly lossless MPC compression over GDR.  ~— sl spectiy 10; A lod ,
Combined MVAPICH2-GDR enhancement over IMPI, including o ]i r1owle gemen S

both CUDA-aware support and on-the-fly compression, improves : 0%
the AWP-ODC performance by 154% on 16 Lonestar-6 nodes.
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TACC Looks to ‘Horizon’
System for Its Leadership-
Class Computing Facility

We added checkpointing capability on the CPU version of AWP-ODC Iwan code, to provide fault

tolerance support. This code was used to run a full-machine scale dynamlc mOdehng of San Olsen, K.B., Simulation of Three-Dimensional Wave Propagation in the Salt Lake Basin, doctoral dissertation, Univ. of Utah, 1994, p. 157.
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