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Abstract

An increasingly popular machine learning paradigm is to pretrain a neural network (NN)
on many tasks offline, then adapt it to downstream tasks, often by re-training only the last
linear layer of the network. This approach yields strong downstream performance in a variety of
contexts, demonstrating that multitask pretraining leads to effective feature learning. Although
several recent theoretical studies have shown that shallow NNs learn meaningful features when
either (i) they are trained on a single task or (ii) they are linear, very little is known about
the closer-to-practice case of nonlinear NNs trained on multiple tasks. In this work, we present
the first results proving that feature learning occurs during training with a nonlinear model on
multiple tasks. Our key insight is that multi-task pretraining induces a pseudo-contrastive loss
that favors representations that align points that typically have the same label across tasks. Using
this observation, we show that when the tasks are binary classification tasks with labels depending
on the projection of the data onto an r-dimensional subspace within the d > r-dimensional
input space, a simple gradient-based multitask learning algorithm on a two-layer ReLU NN
recovers this projection, allowing for generalization to downstream tasks with sample and neuron
complexity independent of d. In contrast, we show that with high probability over the draw of a
single task, training on this single task cannot guarantee to learn all r ground-truth features.
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1 Introduction

Recent empirical results have demonstrated huge successes in pretraining large neural networks
(NNs) on many tasks with gradient-based algorithms [22, 67, 63|. These works suggest that the
quality of the pretrained representation improves with the number of pretraining tasks, yet this
phenomenon remains not well understood from a theoretical standpoint. Specifically, the natural
questions of why nonlinear NNs learn effective feature representations when pretrained on multiple
tasks with gradient-based methods and how the number of pretraining tasks affect the downstream
performance of these representations remain largely unanswered.

Significant progress has been made in theoretically understanding the dynamics of NNs trained
with gradient-based methods in recent years, especially in regards to proving that shallow NNs can
learn meaningful features when trained with gradient descent and its variants (23, 54, 1, 2, 5, 11, 41,
26, 12, 57, 4, 68]. However, these results are limited to single-task settings, so they cannot explain
the improvements in model performance seen by pretraining on many tasks. While a few studies
show the representation learning benefits of multi-task pretraining with gradient-based algorithms
[7, 58, 21, 20, 51, 56, 18, 13, 15|, these analyses study only linear models; it is not clear whether
they can generalize to even simple non-linear NNs.

In this work, we aim to bridge this gap by analyzing the training dynamics of a two-layer ReLU
network pretrained with a generic gradient-based multi-task learning algorithm on many binary
classification tasks. Following the aforementioned line of work, we suppose the existence of a
ground-truth low-dimensional subspace that for all tasks preserves all information in the input data
relevant to its label. We ask whether a variant of gradient descent applied to this multi-task setting
can learn a representation that projects the input data onto the ground-truth subspace. Learning
such a representation entails successful pretraining, since it reduces the complexity of solving a
downstream task to that of solving a classification problem in the low-dimensional space, rather
than the potentially very high-dimensional input data space.

Figure 1 shows that gradient-based multi-task learning with a two-layer ReLU NN with first-layer
parameters (the representation) shared among all tasks and last-layer weights (the head) learned
uniquely for each task indeed recovers the ground-truth subspace with error diminishing with the
number of tasks. We theoretically justify this observation, providing the first known proofs of multi-
task feature learning with a nonlinear model along with a new explanation for why multi-tasking
aids feature learning. Our theoretical contributions are summarized below, and verified numerically
in Appendix F.

e Proof of multi-task representation learning with two-layer ReLU network. We consider
binary classification tasks whose labels depend on only r features of the input, where 7 is much
smaller than the ambient dimension d, and a large class of task distributions that includes, e.g.,
a uniform distribution over sparse parity tasks. We prove that multi-task pretraining with a
gradient-based learning algorithm on 7" tasks drawn from such a distribution leads the first-layer
ReLU weights to approximately project onto the ground-truth r-dimensional feature space, with

error diminishing with 7" and the number of samples per task n as roughly QT%(l + %) (see

Proposition 3.1 and Theorem 3.2). The key to this result is showing that updating task-specific
heads prior to the representation induces a pseudo-contrastive loss function of the representation,
which encourages learning the ground-truth features to align points likely to share a label on a
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Figure 1: Representation learning error vs training iterations with varying numbers of
tasks T'. Here we sample tasks from the uniform distribution over sparse parity tasks on r binary
coordinates determined by sign(Mx) for some row-orthogonal matrix M and d-dimensional input x.
Here d = 32, r = 3, and the learning model is a two-layer, m-neuron ReLU network with first-layer
weights W € R™*? (the representation). All cases use the same total number of training samples, i.e.
the number of samples/task is inversely proportional to the number of training tasks 7', meaning all
cases use the same total number of samples across tasks. Still, as T" increases, the row space of W
approaches that of M (smaller representation learning error). Please see Appendix F for details.

randomly drawn task (see Section 4).

e Generalization guarantees. We show that we can add a random ReLU layer on top of the
pretrained representation, then train a linear layer on top of this random layer with finite samples,
to solve any downstream task with binary labels that are a function of the r important features.
Crucially, we prove that the sample and neuron complexity of solving the downstream task are
independent of the ambient dimension d (see Theorem 3.3).

e Negative results. We confirm the necessity of multi-task pretraining by proving that using a
random features model (no pretraining) or pretraining on only a single, randomly-selected task
with high probability require neuron or sample complexity scaling polynomially in d for solving a
downstream task (see Theorems 3.6 and 3.7).

Notations. We uppercase boldface to denote matrices, lowercase boldface to denote vectors, and
standard typeface to denote scalars. We employ Unif(S) to denote the uniform distribution over
the set S. We denote the zero vector in R? as 0,4, the identity matrix in R*? as I, the standard
multivariate normal distribution over R% as N (04,1;), and the Rademacher hypercube in R? as
H? = {—1,1}%. We denote the space of 7 x d matrices with orthonormal rows as Q"% and use
x{A} as the indicator function for the event A. We denote the set {1,...,7} as [r]. We use Q(-),0(+)
and O(+) in the standard fashion, and Q(-), ©(:) and O(-) to denote scalings up to logarithmic factors.



1.1 Related Work

Single-task learning with neural networks. A plethora of works have studied the behavior of
gradient-based algorithms for optimizing NNs on single tasks in recent years. Many of these studies
consider the neural tangent kernel (NTK) regime [33, 8, 28, 6, 49, 34, 40, 29, 69, 39, 17|, in which a
large initialization and small step size mean that early layer model weights barely change during
training, so the algorithm dynamics reduce to those of linear regression on fixed features. We are
interested in the feature learning regime of training neural networks, wherein the representation
weights change significantly and the dynamics are nonlinear.

Numerous works have studied feature learning in NNs, but the vast majority consider optimizing only
a single task from a particular class of functions [5, 11, 41, 26, 12, 57, 4, 68, 2, 9, 46, 54, 23, 24, 62, 3, 25]|.
Among studies most similar to ours, Abbe et al. [2, 3|, Wang et al. [62], Dandi et al. [25] showed
that gradient-based algorithms can learn hierarchical features when training on single polynomial
tasks. Damian et al. [23] proved that a gradient-based method on a single r-index polynomial
regression task with two-layer ReLU network can learn all r relevant indices as long as this single
task satisfies a Hessian lower bound assumption, and Nichani et al. [48| extended this line of work to
three-layer networks. Shi et al. [54| showed that two-layer ReL.U networks with activation noise can
learn functions of the sum of r inputs. Additional works consider single-task feature learning in the
mean-field regime with infinitely-wide networks [16, 45, 55, 47].

Multitask feature learning. Several works have studied whether multitask learning algorithms
recover expressive low-dimensional data representations shared across tasks, but only consider linear
models |7, 58, 21, 19, 20, 51, 56, 18, 13, 15, 66]. Kao et al. [37] noticed a similar phenomenon
as this work in that adapting task-specific heads induces a contrastive loss, but in the context of
a particular meta-learning algorithm, and they did not provide feature learning results. Further
studies including [44, 60, 29, 59, 64| have provided statistical bounds on the downstream task loss for
multitask-pretrained representations. However, these representations are learned by exactly solving
an empirical risk minimization problem on the pretraining tasks, not by executing a gradient-based
algorithm.

2 Formulation

In this section, we formally define the multi-task learning problem and the algorithms analyzed in
Section 3. Our motivation is drawn from classification problems where the input data for all tasks
share a common representation, i.e. a small set of features that determine their labels. However,
the mapping from these features to labels varies across tasks. Ultimately, the goal of the multi-task
learner is to leverage the large set of pretraining tasks to learn a representation that captures the
small set of label-relevant features, thereby enabling strong performance on downstream tasks.

2.1 Pretraining tasks and data generating model

We consider pretraining on a set of I" binary classification tasks, each drawn independently from a
distribution 7 over tasks. All these tasks share a common characteristic: their labeling function
depends solely on a projection of the input features onto a low-dimensional subspace. Specifically,



each task i consists of a distribution D; on X x ), where the input space is X = R? and the label
space is Y = {—1,1}. Samples are drawn from D; by first selecting a Gaussian feature vector x € X,
then computing its label f;(x) € ) as follows:

x ~N(04,1y); fi(x) = gi(sign(Mx)) € {—1,1}. (1)
Here, M := [my,...,m,]" € R"™9 is a matrix with orthonormal rows that captures the r label-
relevant features (sign(m; x),...,sign(m, x)) in x, and g; : " — {—1,1} is the ground-truth link

function for task i that maps vertices on the r-dimensional Rademacher hypercube to binary labels.
To model shared information across the tasks, we assume that r < d. Thus, the complexity of
solving a new task can be drastically reduced by learning an appropriate low-dimensional projection
onto the row space of M. The question we ask here is whether gradient-based multi-task pretraining
can efficiently recover the r label-relevant features expressed by M.

This setting is similar to the sparse coding model studied by Shi et al. [54], except we assume the
input data is continuous in R?, while Shi et al. [54] assume the input data is on the hypercube H¢.
By assuming that the labelling function is a function of “sign” of the r ground-truth features, we
make our model more similar to the one in [54|, as they assume the label for each task is a function
of the first r coordinates of the integer input data.

Critically, the set of label-relevant coordinates of the input data are shared among all tasks, while
the link functions g; mapping from these coordinates to labels are specific to each task. Thus,
the goal of the multi-task learner is to recover the shared label-relevant features, so that it may
solve a downstream task with complexity scaling only with the number r of label-relevant features,
rather than the much larger ambient dimension of the data d. This model draws inspiration from
classification tasks in which labels are functions of the presence (or lack thereof) of a small number
of features in the data. For example, whether or not a brain MRI reveals cancerous tissue depends
on the presence of tumor-shaped structures in the image, indicated by a small number of features
relative to the MRI dimension.

More formally, the generative model in (1) implies that, for any task, the sample labels are a
function of the projection of the data onto the r ground-truth features in M. We use T to denote
the distribution over link functions g; : H" — {—1,1}, and 7 (M) to denote the distribution over
functions mapping from R? — {—1,1}, i.e. the distribution over f;, where f;(x) = g;(sign(Mx))
and g; ~ T.

However, in order to recover all the r ground-truth features, it is not sufficient that the labels simply
depend on the r ground-truth features — they must depend on all of them in aggregate across tasks.
For example, if the labels for all tasks can be written as functions of only the projection of the inputs
onto the first » — 1 rows of M, there is no hope to recover the r-th row of M. Thus, the tasks must
be “diverse” in the sense that in aggregate they depend on all ground-truth features.

To formalize this idea, we make the following assumption on the distribution of task link functions 7.
Our condition entails that for any pair of points with different sign patterns on their r label-relevant
features, it is equally likely for them to have the same label as it is for them to have different labels
on a task link function drawn from 7.

Assumption 2.1. For any two points z,z' € H" such that z # z’, the probability that the labels of z
and z' are the same for a task link function drawn from T satisfies:

Pivt [9i(2) = gi(2)] = 3. (2)



Assumption 2.1 is necessary to ensure the task link functions depend equally on all inputs. To see
this, suppose that all pairs of inputs z,z’ with identical first » — 1 coordinates but differing r-th
coordinates had the same labels, i.e. P;7 [g:(z) = ¢i(Zz')] = 1. Then, all link functions in the support
of 7 would in fact only depend on the first » — 1 input coordinates, rather than all r inputs. So, we
need P; [¢i(z) = gi(Z')] <1 for some dependence on all inputs. We make a stronger assumption of %
in the RHS of (2) that ensures perfectly balanced dependence across all inputs. We note that our
results do not strictly require perfect balance, rather it is useful for ease of exposition®.

Another interpretation of Assumption 2.1 is that it enforces that the correlation of the labels of z
and z' across tasks, i.e. E;o1[gi(z)gi(2')], is 1 if z = 2/, and 0 otherwise. In other words, the label
correlation of x and x” across tasks is 1 if the ground-truth features of x and x’ are the same, and 0
otherwise. We will show in Section 4 intuitively why the correlation of the labels of x and x’ need
only be “roughly” increasing with the similarity of the ground-truth features in x and x/, a very
natural condition, for gradient-based multi-task training to recover row(M). For now, we describe
two examples of task distributions that satisfy Assumption 2.1.

Example 1: Uniform distribution over all tasks. Here we have T = T, where
Tan = Unif({g; : H" — {-1,1}}), (3)

i.e. Tan is the uniform distribution over all possible mappings from the r-dimensional 1 hypercube
to {—1,1}.

Example 2: Uniform distribution over all sparse parity tasks. Sparse parity tasks are a
well-studied class of tasks in which the label is the parity of a subset of the number of —1’s among
a particular subset of input bits [38]. In this case we have T = Tgp,., where 75, is the uniform
distribution over parity functions on r input bits, formally defined as follows:

Top. = Unif({g; : gs(z) = (—1)2=ies: 5= 5 C [r), Vz e H')). (4)

Both T, and Tsp. effectively assign equal importance to all r inputs, so they naturally satisfy
Assumption 2.1 (please see Appendix D for proofs).

2.2 Learning model and loss

We consider multi-task pretraining of a two-layer neural network §(-) = §(-; W, b,a) : R? — R with
m ReLU neurons in the hidden layer, namely

§(x) = §(x; W,b,a) := Y a;o(w/x+b)) (5)
j=1

where o(x) = max(x,0) element-wise, w; € R? and b; € R are the weight vector and bias for
the j-th neuron, respectively, and a; € R is the last-layer weight for the j-th neuron. We let

LOur results hold for finitely-many tasks drawn for training, so the empirical distribution of tasks does not assign
equal importance to each of the r input features, in the sense that Assumption 2.1 does not hold exactly on the
empirical task distribution. This implies that our results can extend to cases in which the population distribution of
tasks 7~ does not satisfy Assumption 2.1 exactly, i.e. we can tolerate Pi~7 [gi(sign(Mx)) = gi(sign(Mx"))] < § + ¢ for
some small € > 0.



W = [wi,..., W] € R™ denote the matrix of concatenated weight vectors, b = [by,...,b,] € R™
denote the vector of biases, and a = [ay, ..., an] € R™ denote the vector of last-layer weights, which
we call the head. We use the hinge loss to measure the accuracy of the predictions of this model:

U(§(x), fi(x)) = max (1 - fi(x)§(x),0),
and for each task 7, we define
‘Ci(Wv b, a) = E(x,fi(x))wDi [E(Q(X)a fl(x))]

5 . 1 A
(%, fi(x))€D;

as the population loss on D; and empirical loss on a finite dataset D; drawn from D;, respectively.

Ultimately, the goal of multi-task pretraining is to learn a first-layer representation that generalizes

to downstream tasks, in the sense that we can easily train a new classifier on top of the first layer in

order to achieve small task-specific loss. To this end, we consider optimizing the following multi-task
objective:

1 o A A
min L(W.b,{a;}L ) := = Li(W,b,a;) + 2|a;||3 + =2 ||W||%, 6
Wi Wb (b l) = 1 S LWb.a) + Slaili+ SAWE )

where Ay and Ay are regularization parameters. Optimizing £ entails learning task-specific heads
on top of a shared representation, a widely used and empirically successful approach to multi-task
learning |67, 22, 50|. By optimizing the above problem, we hope to find a W that projects input
data onto the row space of M and thus captures all r label-relevant features, while disregarding all
other spurious features. However, we cannot access £ directly, and instead must approximate it via
stochastic queries of finite samples from each D;. So, we will use the gradient of L; instead of £ to
update the variables, as we discuss next.

2.3 Algorithm

We consider a two-stage learning process: (1) Representation learning, in which we aim to learn
effective features using T available tasks, and (2) Downstream evaluation, in which we encounter a
new task and aim to efficiently learn an accurate classifier on the pre-trained features.

Representation learning phase. The multi-task learning algorithm we consider aims to solve the
global objective (6) with task-specific heads. We denote the j-th neuron weights at initialization as
w? € R?, and the global bias and head corresponding to task i at time 0 as b® € R™ and a? e R™,
respectively. We initialize these parameters as:

W? ~N(0g4,021), a?=0,, b’°=0, (7)

where vy, € R>(. After initialization, we execute an alternating gradient descent-based algorithm.
We first optimize the heads, i.e., aj,...,ap, with one step of stochastic gradient descent (SGD) on
the corresponding task-specific empirical loss on a batch of samples D; 5 for each task i:

al = (1 —nha)a —nVaLi (WO b0 a0 D; ) Viel[T)

;



The same number of samples is used for each task, denoted by n; = |75@a\ Next, we update the
model weights W with one step of SGD on the global empirical loss induced by the updated heads,
with a fresh batch of samples D; w for each task i:

T
w!=wo_— % > VwLi(WO b’ al; Diw)
=1

Again all tasks use the same number of samples, denoted by no = ]@,W| In Theorem 3.2, we show
that this single iteration of alternating stochastic gradient descent with respect to {aj,...,ar} and
W is sufficient to learn meaningful features. Notably, it is standard practice in the feature learning
theory literature to consider only one gradient descent step for the first layer weights [26, 2, 12, 23, 9].
We later show empirically that in our multi-task setting, it is necessary to first optimize the heads
before updating the first-layer weights in order to recover the ground-truth features. In any case,
following Damian et al. [23], we do not update the biases during pretraining. Next we describe how
we leverage the pre-trained weights W1 for learning a downstream task.

Downstream evaluation phase. After the representation learning phase, we consider learning a
prediction function to fit a downstream task that may have any link function on the r ground-truth
features, i.e. any function in the support of T,. Since we consider such a wide range of possible
downstream tasks, we need to increase the model complexity to allow for solving such tasks. Thus,
we use prediction functions with two hidden layers with first layer weights determined by the output
of the representation learning phase, and second hidden layer parameters set randomly. This random
second layer is necessary to linearly separate the classes induced by any binary function on the r
coordinates with high probability, without having to use a very wide first layer; please see Remark
3.4 for more details.

In other words, the first hidden layer has m neurons and the weights are a scaled version of W1
denoted by W', and the bias term is b. Note that here o > 0 is a re-scaling factor (see Appendix
B for more details). The second hidden layer of the classifier has m neurons with weights denoted
by W = [Wi,..., W] € R™™ and bias by b e R™. Hence, the embedding of these two layers for
input x, which we denote by ¢(x) € R™ is given by

p(x)=0 (W o (aW'x +b) + 1tA)) (8)

Again note that W' is fixed from the previous phase; it remains to set b, W, and b to create
an effective embedding for the downstream task. We do this by sampling W and (b,B) from
mean-zero Gaussian and uniform distributions, respectively, with variances that depend only on m;
see Appendix B for more details.

Next, given a dataset Dpyi == {(x;, fre1(x) Y, of N iid. samples from a distribution Dy
corresponding to a downstream task, we learn a task-specific head a and a bias term 7 by solving
the following problem:

N
. 1 T Aa 2
min = — la’ ¢(xp)+T, x;)) + —||al|5
W 7 2T ) o)+ 5l

We use the resulting head, i.e., ari1, and bias term, i.e. 7p41, to define the prediction function for
task T+ 1 as

F(X;aT+1,TT+1,W1,b,W,B) = a;_HO' (W o (anx—i—b) —‘y-f)) + T4

8



For ease of notation, we denote the above function by F(x). We evaluate the performance of the
prediction function on the task population loss:

ﬁ%}’_ill( ) = E(xvaﬂ(X))NDTH[K(F(X)afT—i—l(X))]-

Note that L:eTV_?_ll is a random function of b, W, E), and ﬁT+1 in addition to the randomness from
pretraining. We upper bound [ZeT"jll with high probability in Theorem 3.3.

3 Theoretical Results

Feature learning guarantees. We start by showing that the gradient-based multi-task learning
algorithm described in the previous section recovers the ground-truth features. To do this, we first
need the following proposition, which shows that the projection of the initial features Wy onto the
subspace spanned by the label-relevant, or ground-truth, features stays roughly the same after one
step, while their projection onto the subspace spanned by the spurious features becomes very small.

Here, we let IIj(W) = WM M denote the projection of the rows of the matrix W onto the
ground-truth subspace, and 11, (W) := WMIM | denote the projection onto the spurious subspace.
For brevity, we abbreviate the statements of the theoretical results in this section and defer the full
versions, along with their proofs, to the Appendix.

Proposition 3.1. Consider the gradient-based multi-task algorithm described in Section 2.3 that
uses T tasks and (n1,n2) samples per task to update the (head, representation), respectively, and
suppose Assumption 2.1 holds. Further assume®> m = O(d) and define

e:=0 %\/%/6) 1+ 1(\)}5(—:5/6) + \/Eloﬁgm/‘;) for 6 <1 and 6 = Q(e~?). Then there is a

setting of the parameters n, A\w and vy such that with probability at least 1 — 0,

1.

r4+log(m
Iy (W) — ﬁHn(WO)IIFO(H%(/@)?
T (Wh]2 =0 (6+ w)

f

2. Vw\/m

Proposition 3.1 shows that with high probability (w.h.p.) over the random initialization, the weights
learned by the gradient-based multi-task learning algorithm satisfy two properties, for sufficiently
large T',n1, and ny: (1) the projection of these weights onto the ground-truth subspace is close to a
slightly scaled down (by a factor of 27") version of their projection at initialization, and (2) their
projection onto the spurious subspace is negligible. These two observations, combined with the
fact that the neuron weights have independent standard Gaussian initializations, imply that the
projection of the neuron weights onto the ground-truth subspace dominates their projection onto
the spurious subspace. We formalize this observation below.

Theorem 3.2 (Representation Learning). Consider the setting in Proposition 3.1 with d = Q(r*),
m = O(d), and € defined the same way. Further suppose m = Q(r), T = Q(2%dr) and Tny =

2The m = O(d) condition in Proposition 3.1 and Theorem 3.2 is purely for ease of presentation; please see Lemma
A.17 for a complete statement of the errors for arbitrary m.



Q(2%7d?). Let 0,.(B) denote the r-th singular value of the matriz B. Then with probability at least
1-46,

o wny ~ O

Fin) + 2T6) .

Theorem 3.2 characterizes the representation learned by multi-task pretraining in an intuitive manner.
For d > r%, T > 2*d and Tny > 2% d?, we have o,.(IL|(W?')) > o (I (W')), meaning that most
of the energy in each neuron weight is in the column space of the ground-truth subspace. This is
equivalent to saying that applying W' to an input x essentially projects it onto the ground-truth
subspace spanned by the row space of M, as desired.

Downstream performance. Now that we have shown that the learned representation recovers the
ground-truth subspace, we use this result to show that the representation generalizes to downstream
tasks. We consider tasks with input data sharing the same label-relevant r features as the pretraining
tasks, but here the input data is discrete. In particular, each v € R? is generated as:

v=M"z+M]E, z ~ Unif(#"), & ~ Unif(H?™")

where z is a latent vector whose coordinates indicate the activations of the ground-truth features in
the input x and £ is a noise vector whose coordinates indicate the activation of the spurious features
in the input. Again, labels for the downstream task T+ 1 are generated by projecting the input
onto the row space of M as follows:

fri1(x) = gr41(sign(Mv)) = gr41(z) € {-1,1}

We formally show below that the features learned during pretraining generalize to any such link
function gry1.

Theorem 3.3 (End-to-End Guarantee). Let W1 be the outcome of the multi-task representation
learning algorithm described in Section 2.3 on the task distribution T (M), where T satisfies Assump-
tion 2.1. Consider a downstream task in the support of T (M) with link function gryi. Construct
the two-layer ReLU embedding ¢ using the rescaled W' for first layer weights as in (8), and train
the task-adapted head (aryi,7ry1) using N i.i.d. samples from the downstream task. Further,
suppose d = exp(Q(r®)), T = d?rexp(Q(rd)), Tny = d°exp(Q(r?)), n1 = Q(og(T)) m = O(rd),
and m = exp Q(r5) . Then there is a setting of the parameters 1, \w and vy such that for any

§ € (e=?,0.05], with probability at least 1 — 6,

exp(O(r%))
Vi

eval __
‘CT—H -

9)

Theorem 3.3 shows that the features learned by multi-task pretraining generalize to any downstream
task that has the same representation as the pretraining tasks, i.e., its labels are a function of the
input’s projection onto the row space of M. Specifically, if we compose the learned representation
with a random ReLU layer, then learn a linear head using exp(O(r®)) samples from the task, we
solve the task w.h.p. Crucially, the number of samples and neurons needed to solve the downstream
task do not depend on the ambient dimension d.

The proof of Theorem 3.3 leverages Proposition 3.1 to show that the embedding generated by
multi-task learning is close to the embedding of a coupled, “purified” two-hidden layer random ReL.U

10



network whose first layer weights project the input ezactly onto the row space of M. Then, the proof
applies Theorem 2 from Dirksen et al. [27] which implies that w.h.p. the purified network linearly
separates two classes of points on H" with margin and neuron complexity scaling as functions of the
input dimension r. The representation learning error from Proposition 3.1 is smaller than this margin
due to the lower bounds on T, ni,n2, and d in Theorem 3.3, so the learned network also linearly
separates the two classes w.h.p. Then, the proof invokes a standard linear classification generalization
bound to control the final error in learning the head [42]. Note that Theorem 3.3 requires d° training
sample complexity rather than the d? complexity of Theorem 3.2 because Theorem 3.2 concerns the
spectral norm of the representation learning error, whereas for the generalization result, we require
a Frobenius norm bound, which induces an extra d factor. Please see the proof of Lemma C.3 for
details.

Remark 3.4 (Necessity of second layer). In the ideal representation learning scenario, the first-layer
weights are i.i.d. isotropic Gaussians in the ground-truth subspace row(M). In this scenario we can
think of the network as taking an r-dimensional input (corresponding to the r ground-truth features
of the input) and having first-layer weights that are i.i.d.isotropic Gaussians in R". Even in this
ideal scenario, existing results have not shown whether such a representation is sufficiently expressive
or generalization to all downstream tasks w.h.p. There are several positive results for the expressivity
of a random, finite-width ReL U layer, but these concern approximating low-degree polynomials under
the squared loss [32, 35, 65, 10]. However, to our knowledge, there are no analogous positive results
showing that one layer of random ReLU neurons can linearly separate two arbitrary classes of
points on the Boolean hypercube w.h.p., even with exponentially-many neurons or exponentially-small
margin.

Remark 3.5 (Tightness of exponential complexity in r in positive results). Replacing d with r,
Theorem 3.6 implies that at least r**%) samples or width is necessary to express all k-sparse parity tasks
on r inputs. So, even if we learn exactly the correct representation, we require ) samples or width
to solve all §5-sparse parity tasks on the r ground-truth features. Please see [43, 1, 2, 3, 52, 32, 36, 30/
for similar lower bounds. Nevertheless, our complexity of exp(poly(r)) is larger than such lower
bounds. We leave to future work to investigate whether the poly(r) complexity in the exponent can be
reduced.

3.1 Negative Results

Next, we present two negative results that underscore the tightness of our findings in the previous
section. The first result emphasizes the significance of representation learning in achieving strong
generalization guarantees. The second result highlights the importance of multi-task learning by
demonstrating that single-task learning may fail to capture all critical features.

Random features do not generalize. A consequence of Theorem 3.3 is that multi-task pretraining
improves the sample and neuron complexity of solving downstream tasks by an exponential factor in
d. To show this, we consider sparse parity tasks, and show that learning a linear classifier on top
of random features entails exponential complexity in d to solve the task. Now, there is no feature
learning, so the learner has no knowledge of which few features are relevant and needs to consider
tasks on all d inputs. We model this by considering a set of tasks sharing a single link function but
having many distinct representations. We consider a smaller class of representations than in our

positive results: here M belongs to @7{"5‘11} ={M:M € 04 M € {0,1}"*?}, that is, the rows of
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M are standard basis elements. The single link function we consider is the parity function on r
inputs, namely ¢(™(v) == (—1)25=1xX{vi=—1},

While there is a large literature demonstrating the hardness of learning sparse parities in various
settings [38, 1, 57, 12, 43, 36, 31|, the most relevant results to our setting show that any data-
independent, m-dimensional embedding of d inputs can admit linear classifiers that solve all sparse
parity tasks on subset only if the dimension m and/or the classification margin is exponentially large
(small, respectively) in d. In particular, the following result adapts Theorem 5 in [12], which in turn
draws on the works of Kamath et al. [36] and Malach & Shalev-Shwartz [43].

Theorem 3.6. Consider any embedding ¥ : HY — R"™ such that || ¥U(v)||2 < 1 for all v € H?. For

any € > 0, if mB? < €2 (f), then there exists a representation M € @7{"5?} such that:

Eytmreny [ (8T 2(), 60 (MV))| 21—

inf
a:||al|2<B

Theorem 3.6 implies that any random feature model requires a number of neurons and/or inverse
margin that is polynomially large in d" in order to solve a downstream sparse parity task with a
linear classifier. Note that the margin (i.e. inverse of B in Theorem 3.6) is inversely proportional to
the number of samples that are required to learn the classifier [53]. On the other hand, Theorem 3.2
guarantees that after multi-task pretraining, the output embedding admits a linear classifier that
solves any sparse parity task on the extracted r features, with the number of neurons and samples of
the downstream task of the order of exp(poly(r)).

Single task does not suffice for feature learning. Although Theorem 3.6 shows that feature
learning is essential for generalization in our setting, we have not yet shown that effective feature
learning necessitates pretraining on multiple tasks. We address this issue next.

Theorem 3.7. Consider any algorithm A that takes as input infinite samples from any single task
in Ts.p. (M) and returns an m-dimensional representation W : HE — R™. Then there exists an
M e @Egﬁl} such that for any k € [r], with probability at least 1 — 27" Z;:k (;) over the draw of
a single training task fi ~ Tsp. (M), the representation Wy, = A(f1) satisfies that for any € > 0,

mB? > €2 (figii) is mecessary to obtain

min ]vaUmf(Hd)[g(a;r\I’fl (V)v fQ(V))] >1l-e
az:l|laz||2<B

Theorem 3.7 shows that w.h.p., a single task drawn from the task distribution 75, (M) cannot
be used to guarantee generalization with downstream neuron and margin complexity smaller than
the ambient dimension for all ground-truth representations M. For example, if £k = r, then with
probability at least 1 — 27", the number of neurons must be Q(d) and/or the margin must be
O(d='/?) to allow for non-trivial error. The underlying reason is that most tasks in 75, (M) are
“simple” in that they only depend on a strict subset of the r ground-truth features, thus do not
contain information about all the important features (although they are still “hard” by virtue of
being sparse parity tasks), so single-task pretraining cannot improve upon random features in terms
of recovering the remaining important features. Nevertheless, Theorem 3.2 shows that multi-task
pretraining aggregates information across the tasks to learn a generalizable model.

Remark 3.8 (Single-task training with highly informative task). Theorem 3.2 leaves open the
possibility that training on a highly-informative task could perform as well as multi-tasking. Note
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that there is one task supported by Ts,. (M), the full parity task, that provides information abut all
r ground-truth features in M. While gradient-based training on this task may allow for efficient
generalization to any downstream task on the r features [12, the sample complexity of this training
may be much larger than multi-tasking. Additional prior results show that gradient-based algorithms
require at least Q(d") samples to solve the full parity task on r inputs [3, 1, 52]. This complexity
has worse dependence on d and T than the nqi + ny = é(d—;) training samples per task required by
Theorem 8.8 for downstream generalization with the number of downstream samples independent of
d. In fact, it is even worse complexity in d than the T(ny +ny) + N = O(d®) total samples across
tasks that Theorem 3.8 requires for multi-task pretraining followed by downstream adaptation. Thus
multi-tasking reduces feature learning sample complexity compared to training with any single task.

4 Proof Sketch

In this section, we sketch the proof of Proposition 3.1, which is the key feature learning result that
enables downstream guarantees. The proof heavily leverages the fact that multi-task pretraining
entails updating the first-layer weights after fitting a unique head to each task. Surprisingly, we
show that making one gradient-based update of the head for each task induces a pseudo-contrastive
loss that encourages representations of two points to be similar if and only if they are likely to share
a label on a randomly drawn task. Since two points are likely to share a label on a drawn task if
and only if they share the same sign pattern on their r ground-truth features (by Assumption 2.1),
the pseudo-contrastive loss inclines the representation to extract these r latent features?. For ease of
exposition, in this setting we focus on the population setting with infinite tasks and samples per
task, and defer the finite-task and samples proof to Appendix A.

Step 1: Derive pseudo-contrastive loss after head updates. We first update the task-specific
head with one gradient step for each task i given the initial parameters (W? bY, a?). Due to the
choice of a) = 0,, for all i € [T], f(x; W b’ a?) =0 for all x € R? and i € [T}, so the hinge loss
is affine in a for all tasks (the max(-,0) threshold is inactive). Therefore, using also the choice of
b’ = 0,,, we have

aj = (1 —nAa)a] — nVL(W, b’ a)) = nEx[fi(x)o(W'x)] (10)

where we use WY to denote a stop-gradient on WY. As a result, the updated head for task i, a;, is
proportional to the average label-weighted neuron output over the dataset for task i. Now we can
insert this value of a} back into the loss, to obtain £;(W?, b® al). For ease of notation we define
B(x,x") == E;[fi(x) fi(x)] for all pairs of inputs x,x’, and replace max(-,0) with o(-) in the hinge
loss (recall o(+) is the ReLU). Taking the average over all tasks yields

LW, {al}i) = Bix [0 (1= nfi()Bw[fi()o(W)] o (W'x) )|
~1—nExx [B(x,x')a(wox’)Ta(Wox)} (11)

where the approximation holds as |[nEy[fi(x)o(W°X')]To(W%)| < 1 w.h.p. over x and W?. The
resulting loss in (11) encourages the first-layer representation to align sample pairs (x,x’) that have

3Barak et al. [12] show that SGD on a two-layer ReLU NN with batch size Q(d") can solve the parity task on r
features with unknown M € (O)g’xl’", which suggests that the representation learned during this process generalizes to
simpler tasks on the features in M.

“We also show in Appendix E that these intuitions can be extended to the regression setting.

13



the same label for most tasks (5(x,x’) ~ 1) and penalizes the representation for aligning pairs of
samples that do not have the same label on most tasks (5(x,x’) < 1). In this way, (11) is reminiscent
of a constrastive loss® [14] in which positive pairs are pairs with large 3.

To translate these intuitive connections with contrastive learning to feature learning, we must leverage
Assumption 2.1, which implies that (x,x’) encodes information about the ground-truth features
Mx and Mx'. In particular, pairs of points with the same sign patterns among the ground-truth
features have the same label, so 5(x,x’) = 1 almost surely, while pairs of points with different sign
patterns on the ground-truth features have the same label for only half of the tasks in the universe
of tasks T, meaning 5(x,x’) = 0. As a result, the loss can now be approximated as:

%C(WO, b’ {al}) ~ —Eyx [X{sign(Mx):sign(Mx’)}a(Wox’)Ta(Wox) (12)

We next show that a gradient descent step on (12) results in W' essentially projecting onto the row
space of M.

Step 2: Update neuron weights. The proof of this step requires computing the gradient of
LW, bY {al};) with respect to each vector of neuron weights. For ease of notation, we from here

onwards denote w; = W?. Using (12), this gradient can be approximated by A(w;)w;, where

A(w) € R™*? is defined as:
A(w) :=—FEyx x [X{sign(Mx) = Sign(MX,)}O'I(WTX)O'/(WTX/)X(X/)T] (13)

where 0/(z) = 1 if z > 0 and o’(z) = 0 otherwise. The crucial reason why A (w;) has favorable
structure is due to the indicator x{sign(Mx) = sign(Mx')} in the RHS of (12). Intuitively, this
indicator encourages the first-layer weights to align only the representations of points with the same
sign pattern on the label-relevant coordinates, by ensuring that only these pairs of points appear
in the gradient. With this indicator removed, we would have A(w;) = ﬂ”viwij;, meaning the
gradient would not put any emphasis on the ground-truth projection. However, the indicator means
that A(w;) is an average outer product over vectors whose signs agree on the r important features
and may disagree on all other features. This disagreement results in cancellation during averaging,

unlike the important r features, leading to:
MA(Wj)Wj ~ —ﬁij, MJ_A(Wj)Wj ~ —ﬁMle, (14)

meaning that the gradient up-weights the energy of w; in the ground-truth subspace by a factor of
roughly 2 compared to the the energy in the spurious subspace. Moreover, applying A (w;) to w;
does not change the direction of Mw;, meaning MW} remains isotropic in R”. These observations

are the crux of the proof; please see Appendix A for full details.

5 Conclusion

We have provided the first results showing that multi-task pretraining with a gradient-based algorithm
on a non-linear neural network learns generalizable features. Moreover, our analysis reveals that

This analysis suggests that any 8(x,x’) that is “roughly” increasing with the similarity of Mx and Mx’ results in
a pseudo-contrastive loss, that, as we later show, results in representation learning. As such, our observations suggest
that Assumption 2.1 can be relaxed to the very natural condition that the correlation of the labels of x and x’ across
tasks is roughly increasing with the similarity of their ground-truth features. We verify this conjecture empirically in
Appendix F.
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updating the task-specific heads prior to updating the first-layer weights induces a supervised
contrastive loss that encourages recovering the features indicative of whether two points share a
label. As a result, this work suggests further exploring the role of adapting the head to each task in
order to learn more expressive features.
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A Proofs of Proposition 3.1 and Theorem 3.2

In this section we prove Proposition 3.1 and Theorem 3.2. Throughout, we will slightly abuse
notation by reusing ¢, ¢, ¢” and C as absolute constants independent of all other parameters. The
notations O(+), O(+), and Q(-) describe scalings up to absolute constants independent of all other
parameters.

A.1 General lemmas

Lemma A.1. Suppose x ~ N(04,13). Then for any w € R?,

T

Proof. For any u: w'u =0, we have

u' (Eyx [UI(WTX)X}) = Ex [a’(WTx)uTx}

=0 (15)

by the independence of orthogonal projections of isotropic Gaussian vectors. So, Ex [U'(WT

parallel to w. Thus,

x)x| is

WW—r

Ex [UI(WTX>X] = ——Ey _a’(wa)x}
lwilz
W -
= ——E U/(WTX)WTX}
Iwllz L

= l _0_ WTX
= g™ ) 1o

T

where o(w ' x) is a half-normal random variable with parameter ||w||2, so it has mean ||w||2\/g ,

completing the proof. O

Lemma A.2. Suppose x ~ N (04,1;) and M, € O4")%d gnd M € O™ such that M, MT =
O(d—r)xrs i-€. the rowspaces of M and M are orthogonal. Then for any w € R,

(17)

1 TM'Mx)?\ M
Enm | x |:MJ_X O'I(WTX):| = exp <— (w X) > LW

V2r 2 ML wl|2
Proof. We have

EMlx [MJ_X J,<WTX)}

=Em, x [MLX O'/(WTMTMX + WTMIMLX)
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— Ent,x {MLX‘WTMTMX +w MM, x > 0} Pat, x[w M Mx +w MM, x > 0]

= Em, x |:MJ_X w' M Mx > ]WTMIMLx@ Py, x[w M Mx > [w M| M, x|] (18)

where the last line follows by considering two cases: (i) w M |[M x < 0 and (ii) w M ]M, x > 0.
If case (i) holds, then —w MM x = |w' M| M, x| so

Ent, x [Mlx\wTMTMx +w MM, x> o} = Em, x |:MJ_X w M Mx > |w MM, x|

and
Pap, x[Ww M TMx +w M| M, x> 0] =Py «[w M Mx > [w' M| M, x||.

Alternatively, if case (ii) holds, then by the law of total expectation,
Ent,x [MLx]wTMTMx tw MM, x> 0}
= Em, [M Lxjw M Mx > w MM Lx]
x Pt x |[w M Mx > w' M| M, xjw' M Mx > —WTMIMLX}
+Enm, x [MLX\WTMIMLX >w!' M Mx > —WTMIMJ_X]
X Pt [WTMIM x> w M Mx > —w MM xjw M Mx > —w M]M x|
= Em,x |Mix|w M Mx > WTMIMLX]

XPM

x -WTMTMX > WTMTMJ_X w' M Mx > —WTMTMJ_X
L 1 1

= Em,x |Mix|w M Mx > |WTMIMLx|}

11X

W M Mx > w' M| M, x|w'M'Mx > —WTMIMLX} (19)
Pum, x [w' M TMx > [w M| M, x||
Py, x [WMTMx > —w M| M, x|

= Ent,x |M.x|w M Mx > |WTMIMLx|}

where (19) follows since w' M| M x = |[w' M| M, x|. Now we return to (18). Note that

Em, x |:MJ_X w M Mx > \WTMIMqu
T T
w' M MJ_W
) M, x—-20—-——"2Et M — =" llw'M'M ™M 20
ML"[ X “( M wllz LX) ||Mmu2"“’ x| > MIMuxl| - (20)

by the symmetry of the Gaussian distribution and the fact that

w M| M, w
Mx—-2|———L M x>
+ ( M wlz ) IMLwls

T T
is the flip of M x across the hyperplane with normal vector % when WTMIM 1x <

—|w ™M [M, x|. Using this, we obtain
Enm , x [MJ_XU’(WTX)]
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TMT M
= EMLX |:MJ_X — 20 <— ‘W L LW |WTMIMJ_X| > |WTMTMX|

M | w||2 M w2

x Pap, x [WTMIMLX > |wTMTqu

MJ_X)

TagT

M M

=2Em , x [a (—W e LX) ”WTMIMLX‘ > ‘WTMTMX‘:|
M w2

MJ_W
M w2

TagT
M M
<o () o intn < o]

x Pap, [WTMIMLX > |wTMTqu

MJ_W

X PMLX [WTMIMLX > |WTMTMX’:| m

1 TngT 2
L exp(~(wTMTMx)?/2) M
= V2 Pat, x [WTMIMlx > |WTMTMX|] LW (o)
Pm, x [WTMLMLX < —\WTMTMXH M w2

1 TagT 2 M, w
= exp(—(w M Mx)“/2) ——— 22
e X )/ )HMLWHQ (22)
where (21) follows by the definition of the inverse Mills ratio. O

Lemma A.3. For any function f : RY — {—1,1} such that f(x) = g(Mx) for some row-orthonormal
matriz M € Q™% and some function g : R" — {—1,1} for all x € R%. Then for any vector w € R,

B [0 T30] I < Vr <1 VT HMWH2>+<1+’1\/IW‘%>1/2' .

2 2 HMJ_WHQ 27

Proof. Let M| € Q4=")%d he a row-orthonormal matrix whose rowspace is orthogonal to that of M.
Using that MM + MIM 1L =1I; and Mx and M | x are independent standard normal multivariate
random vectors, we have

Ex [f(x)o’(wa)x] = Ex [g(MX)O’l(WTMTMX + WTMIMLX)MTMX}
+ Ex [Q(MX)UI(WTMTMX + WTMIMLX)MIMLX)]
= IEMx [g(MX)EMLX {UI(WTMTMX + WTMIMLX)} MTMX}

@

+ Enix [g(Mx)IEMLX [a'(WTMTMX +w MM, x)M M LX)H

@

so [|Ex [f(x)o’(wx)x] [|2 < H®H2 + H@H2 by the triangle inequality. First we consider (1). We
have

Epix [ (Mx)Enp, x |0 [ (wTM Mx +w MM Lx)] MTMX}

(w
= Emx [ Mx)Pwm , x {W MTMLX > WTMTMX] MTMX}

= Enix [g(Mx) @ + le f (M)) MTMX] (24)
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1 T 1 WTMTMX> T :|
= —Enmx [g(Mx)M ' Mx| + —Epmx |[g(Mx)erf | ———— | M Mx
L N R

where (24) is due to the Gaussian CDF. Thus by the triangle inequality,

1 1 w! M Mx
<7HE < |g(Mx)M " Mx H—i-*E x[ Mxerf() T x} 25
Dl < 5 |[Brs [ oMM M| [+ 5 Brss | gV ert ( Z2 0 @)
For the first term,
HEMX [g(MX)MTMx} ) gEMXHg(Mx)MTMxM (26)
= B [[[Mx][5]
1/2
< B [ M 3] (27)
— v (29)
where (26) and (27) follow by Jensen’s inequality. For the second term in (25), we have
"T™™M'™M
HEMX [g(Mx) erf <WX> MTMXj|
V2[MLwll2 2
™M™
< Enix Hg(Mx) erf <WX> TMx (29)
V2[MLwl|2 2
T T 2 1) V2
< [ Enx | [g(Mx) ext (WMMX)’ Eniy [HMTMXH } (30)
V2[MLwl|2 2
- 1/2
w M Mx \ |”
= VrEmx 'g(Mx) erf ()
V2[MLwll2
[ Vaw M TMx 212
< VB | (Y2 R VX 31
< Vi ( AT ) ] B0
_ VAT |IMw |2 (32)
2 [Mywlls

where (29) follows by Jensen’s inequality, (30) follows by the Cauchy-Schwarz inequality, and (31)
follows since |erf(z)| < |\/m/2 x|. Combining (25), (28) and (32) yields

VT VT [[Mw|l2
01, < % (1+ S inras) )

Next we consider (2). We have

Enix [g(MX)EMLx [0'(WTMTMX +w MM, x)M M lX)H

- \/127EMX [g(Mx) exp <— (WTMQT Mx)zﬂ lﬁﬁlﬁj’z (34)
by Lemma A.2, thus
@1, = <= [Evee o0 exp (- AR )
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Next we upper bound ‘EMX [g(Mx) exp (—M)] ‘ We have

o o0 e (R |

T T 2
MM
< Enp |exp <_<W2X>>]
/ 1 ( (wM™TMx)? x'M'Mx
= exp | —
R'r

T 5 _ . ) dMx (37)

1 x"™M" (I + Mww 'M ") Mx
- / m)2 “P\ T 2 M
]R'r

= det(I, + Mww 'M)!/2
1 ( x M7 (Ir + MWWTMT) Mx
exp | —

X

/Rr (2m)7/2det(I, + Mww ' M T)1/2 2
= det(I, + Mww 'M)!/2

= (1+ Mw|3) " (39)

> dMx  (38)

where (36) follows since exp() is positive, (37) follows since w ' M Mx is a Gaussian random variable
with mean zero and variance |[Mwl||3, and (38) follows due to the multivariate normal distribution,
and (39) follows by the matrix determinant lemma. Therefore,

W 2\ 1/2
@1, < (FEE) (1)

2

completing the proof. O

A.2 Finite-task and finite-sample concentration results

Lemma A.4 (Initialization I). For any 6 € (0,1), define the set

Gw(0) = {w e R?: |[Mwllz < cvn (V7 + \/log(m/5)),
v (Vd =1 = \/log(m/6)) < [MLwlla < v (Vd = + /log(m/5)),
CVW(\/g —V/l1og(m/6)) < ||wll2 < cz/w(\/(?—l- \/log(m/é))} (41)

for an absolute constant c¢. Then with probability at least 1 — 5, w; € Gw () for all j € [m].

Proof. Since each wj ~ N(04,v21,), each |[Mw;||2, [ M| w;l|2, and ||w;||2 are sub-Gaussian with
parameters vw+/7, wvd — 7, and vwV/d. That is,

P, 1MW 2 — v /7] < 8] < 0/ (42)
for any ¢ > 0, and likewise for | M} w;|l2 and ||wjl||2 (With v4w+/7 replaced by v4w+v/d — 1 and vy V/d,

respectively). Choosing t = ¢’vy+/log(m/d) and union bounding over all j € [m] completes the
proof. O
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Lemma A.5 (Initialization II). Suppose m > r. For an absolute constant ¢ and any § € (0,1),

Tmin(MW?O) > 1,/ (1 VT \% g(l/é)) (43)

with probability at least 1 — 4.

Proof. The result follows from the fact that each row of W? is drawn independently from A (04, v21,),
so each of the 7 rows of MW? are drawn i.i.d. from N(0,,,21,,) (recalling that the rows of M
are orthogonal, so uZTWj and u;-l,—Wj are independent for any two distinct rows u; and uy of M). A
standard (sub-)Gaussian matrix concentration inequality yields the result (e.g. Equation 4.21 in

61]). O

Lemma A.6 (Initialization III). For an absolute constant ¢ and any 6 € (0,1),

HWOHQSVwm(Hﬂ+ = g““)) (14)

for some absolute constant with probability at least 1 — 9.

Proof. As in Lemma A.5, the proof follows by standard (sub-)Gaussian matrix concentration (e.g.
Equation 4.21 in [61]). O

Lemma A.7. For any 6 € (0,1) define the event Ew(0) as follows:

||W°||23uwm<1+ﬁ+ fvfj; g“/‘”) } (45)

Then P(Ew(0)) > 1 — 34.

Proof. The proof follows immediately from Lemmas A.4, A.5, A.6 and a union bound. O

Next we begin to analyze the first gradient-based update of the algorithm. Throughout, let
Dja = {(Xik, fi(xi))} ot and Dy w = {(xiy, fi(xi1))}2,, where all samples are drawn i.i.d. from
D;, for each i € [T).

Lemma A.8. Let A\, = % and x ~ N(0g4,1;). On the first iteration of the multitask learning
algorithm described in Section 2.3, the locally updated head for task i is:

ni
aj = n% D filxi) o (W) (46)
k=1

for all tasks i € [T1].
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Proof. Since a = 0,, for all 1, (ag)Ta(Wox +b% = 0 for all x and i. Therefore, max(1 —
[i(x)(@) Te(Wo% +b%),0) =1 — fi(x)(a?) "o(W'x), and
a-lza —nV £(W0 b?, a? a;; Za)

(2

- 3 Vamax(1 - fi(xe) ) (Wi +7).0)

=~ LSVl — filxin)(@0) o (Wi + b))

where in the last equality we have used b = 0,,, by choice of initialization. O

Next, we substitute the updated heads in the global empirical loss. Since the gradient computation
for the update of W does not backpropagate through the update of the heads, we use &(-) to denote
the stop-gradient ReLLU activation, meaning all model parameters inside are treated as constants for
the purposes of later gradient updates. In particular, from Lemma A.8 we have

ni
al = nil 3 filxin)o (Wi (47)
k=1

for all i € [T7.

Lemma A.9. After updating the heads on the first iteration, the empirical loss averaged across the
task datasets {Di,w}iT:l used for updating the neuron weights is given by

‘CA(WO bO {a 1= 17{D W}z 1)

fz,c WO b’ al; D w)

ny np
" — 0 T 0
=1- i(Xi0) i (X k)0 (WX, 1) o(WHx;
Tnany ; ; =1 Fibep) Bt #) ol 2
1 T no T
0
_m;;X nfz X’Ll ( Zfz X@]g Wsz)) O'(W Xi,l)>1

T
X 1—77f1x”< Zfzxzk Wsz)) U(WOXi,l)

Proof. First, by the fact that b? = 0,, due to the choice of initialization, we have
‘é(WO bo {a i=1) {D W}z 1)
T
T Z W07 b07 {azl }zT:l; Di,W)
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T no

Tn2 ZZmax( = fi(xi)(a I)TU(WOXLI),O)

i=1 [=1
1 T no
= Tny DX {fl xig)(a;) o (W) < 1} (1 - fi(Xi,l)(a})TU(WOXi,z)>
z:1l 1
1 I
— 7 Z " hilxag)ah) T (Woi)
2i=11=1
1 I
e S @) oW > 1} (1 el (WP, )
i=1 1=1
Substituting the value of a} from (47) completes the proof. O

Next we show that after one update of the heads, the model predictions are still close to zero, so
max() in the hinge loss is mostly inactive.

Lemma A.10. Suppose v2, = O( With probability at least 1 — 6,

IR
n?dmlog(T)(d+m) /"

.
TZZZX nfi( zl( Zfzxzk WXm)) (W) > 1

=1 1=1

ol (— c log(1/9)
‘"O( p( n?u&mlog(T/é)(Hlog<m/a>><d+m>>>”O( Tns ) ()

for an absolute constant c.

Proof. Consider any fixed W satisfying Fy (1) for d; € (0, 1), which occurs with probability at
least 1 — 341 by Lemma A.7. For ease of notation we replace w? with w;. Recall that

.
nfi(xiz) < Zfz Xi k)0 Xz,k)) o(Wxi1) = fi(xin)(a;) o (W) (49)

by the computation of a} in Lemma A.8. For any fixed f; and fixed a},
x {fi(xi)(al)To(W;,;) > 1} is a Bernoulli random variable with parameter

Px; (fz (xi1)(a}) "o (W%, ) > 1)
<Py, (’ To(Wox,)| > 1) (50)

<Py, ](a woxm Ex,, (@) o(W;)]| > 1= Ex, (@) To(Wox;)]) (1)
ox i l(@) To (Wox;)))?
c||a1|r [Wol32

(1= llaf 2 W]2)*
cllai |31 Woll3
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1- 2Ha1\|2||W0||2>
< 2exp (— L
cllad3Woll3
=% (52)
for some absolute constant ¢, where (50) follows since fij(x;;) € {—1,1}, and (51) follows since
(ah)To(WO%;,) — Ex”[(al) (Woxl 1)] is sub-Gaussian with mean 0 and variance O(||a}||3]|Wol|3).

Next, since for fixed a} and f;, the random variables {x{nf;(x;;)(a}l)"o(W%x;;) > 1}}]1, are i.id.,
we have by Hoeffding’s inequality
> t>

le(

ZX{lezl ) o (W) > 1} = Px(fi(x)(a}) "o (W'x) > 1)

< 2exp (—2n2t2) (53)
for any ¢ > 0. So - S i) ) o (WOxi1) > 1) — Bx(nf(x)(al) o (W) > 1) is s
Gaussian with mean zero and variance proxy . -. Also, each random variable in

{m S x{filxi)(@h) To(Wox;) > 1} — Py (nfz( )(a})To(W%) > 1)}Z, is independent, so again
by Hoeffding’s inequality,
> t>

(Tn ZZX{fz le U( le >1}_*ZP fz ) (WO ) )

i=1 [=1
< 2exp (—2Tn2t2) (54)

Set t =0 <135T%/;32)>, then we have

T n2
LSS ) (Wi > 1)

=1 [=1
1 log(1/3)
== ZIP’X(fi(x)(aZ-l)TU(WOX) >1)+0 (\/m)
Z .+ 0 ( log%é 52)) (55)

with probability at least 1 — do over the sampling of {x;;};;. It remains to bound each ~;. Next, for
any i € [T], we have

< nv/m max

laj |2 = (56)
) J€[m]

Zfz sz szk)

1 «

— > filxig)o(w) xi)
(L
Each fi(xi,k)a(w;xi,k) is sub-Gaussian with mean O(||w;||2) and variance O(||w;]|3). Also, for fixed
fi, the random variables { fi(xhk)a(ijxi,k)}Zl:l are independent. So, we have

laill2 = O(nv/mt max [|w;]2)
j€lm]
with probability at least 1 — et for any t > 0. Union bounding over all i € [T] and setting
= O(y/log(T) + /log(1/d3)) yields

max ||a; [|2 = O(ny/mlog(T/6s) max |[w;l|2)
i€[T) J€[m]
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with probability at least 1 — d3. Now applying Lemma A.4 and the fact that Fy(J) holds results in

max;e(r [|aj[la = O(nvw+/mlog(T/63)(vd + /log(m/61))) and
o a2 W'l = O (120 /108 (T /85) (v + +/1og(m/6:)) (Vad + v/m + \/log(1/01)) )
= O (v /m1og(T/35) (Vd + /log(m/[61)) (Vd + vm) ) (57)

with probability at least 1 — d3 — 3d1. Set d3 + 301 + d2 < §, then from (52) and using vy =
1 , L IWO Il —
O sy ogmmarvm ) ¢ have maxieir) lla; |2 Wiz = O(1) and

T T
1—2||aj[l2[ WOl
; < max ; = exp (— :
T Sm= 13 TRTATWol?

1 — 2max; alllo||[WO
< 2exp <_ ieir llai ll2]l H2>

cmax;e 7y [|ai|[3][Woll3

1
<2exp | —
( cmaxiemy Ha%H%IIWo\%>

< 2o <‘ P log(T/6)(d + log(m/6)) (d + m>>

with probability at least 1 — 0, completing the proof in light of (55). O

Lemma A.11. For any 6 € (0,1), with probability at least 1 — 6, for all neurons j € [m], the gradient

used to compute w]l satisfies

vw]-["(wo’bo’{a i= la{DlW}z 1)

Tn1n2 z; lz: Z fz X4l fz X k) (WTXZ k) (WTXl Z)Xz lX;rkWO
2 1 k=1 )
=0 (%W ++/Iog(m/8))\/dlog(T'n2/0) <1 4 1(%*”)

B c (1/6)
g (p( n?z/v%m1og<T/6><d+1og<m/5>><d+m>>+ Tns ))

where ¢ is an absolute constant and o'(x) = x{x > 0} denotes the derivative of the ReLU.

Proof. Consider any fixed W9 satisfying Fy (61) for 41 € (0,1), which occurs with probability at
least 1 — 341 by Lemma A.7. For ease of notation we write w; = W?. Using Lemma A.9 and the
chain rule,

Vo, LW, 0%, {a} }: {Diw )
ny mni

Tn1n2 Zzzfl Xi,l fl X'Lk (W Xi k) (W;Xi,l)xi,l

i=1 I=1 k=1




n2

T T
ZZX nfi le< Zfz X k)0 Wsz)) o(W%;,;) > 1

H‘d

X fz le fl sz W X, k) (WTXi,l)Xi,l
J

ng mni

= Tn1n2 Zz.fz le fz X k) (WTXz k) (Wszl)xz ZXZ LW

1=1 I=1 k=1

@
n T no 1 n
33 st (

k:l

—=

T
fl szz W sz‘)) U(WOX“) >1

)

@
X fi(xi) (nll (xi (w}xi,w) o! (] )iy (58)

@

where (58) follows since 7(z) = o'(z)z When o is the ReLU activation. By (58) and the triangle

inequality we have ||ijﬁ(W0,b0, {al}T ADiw ) — @2 < [[@)la, so the result follows by
bounding [|(2)||2. To do this, note that by Holder’s mequality,

—~

£

T
QI

Il <

zlll

-
ZZX 77f’L Xi,l ( Zfz szz Wsz)) U(WOXi7l)>1
X fi(%iz) ( Zfz (xik)0 (W sz)> o' (W] %)%,

1 T no 1 ni T
< " Tng ;;X nfi(xi) (m Zfi(xi,k)o'(woxz‘,k>> o(W%; ;) > 1
(m > fixi)o ] xm) o (w]xi1)xii

2

X max
1€[T],le[n2]

2

T
<n TZZX 77fz le ( Zfz sz WX@k)) U(Woxi,l>>1
=1 =1

i 59
e 1,015 (59)

X max izljf( ik)T (W] X 1)
k=1

i€[T] |1
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By Lemma A.10, we have

. log(1/d3)
=10 <eXp (‘ n?vgmlog(T/83)(d + log(m/d3))(d + m)>> e (”23) o

with probability at least 1 — d3. It remains to control Fix w;, ¢, and [, then each random
T

variable f;(x;%)0(W; x; ) is sub-Gaussian with mean O(HWJ |2) and variance O(||w;||3), and each

random variable in { f;(x; ;)& (WTX, k)t is iid. Thus, Zk L fixik)o (WTX, 1) 1s sub-Gaussian

with mean O(||wl|2) and variance O (M) so0, by a union bound over all i € [T1,

log(T"/d2)

max

O | |lw; 1+
o I

Zfz sz W szz)
ni

= O | v (Vd + /log(m/61)) [ 1+ Log(T/02) (61)

ni

with probability at least 1 — 31 — d2. Next, ||le||§ is sub-exponential with mean O (d) and variance
0 (d2). So, with probability at least 1 — dq4,

~ max = O (d(1 +1og(Tn2/64))) = O (dlog(Tnz/d4))
’LG[T],IE[TLQ}
= itllz2 =0 dlog(Tno /8 62
ie[ﬁ?ex[m] [[%i.1]2 < og(Tnz/ 4)> (62)

Combining these bounds via a union bound, applying (59), and setting d1, d2, d3, 64 = O(4) yields

@=0 (m/w(\/ﬁJr Vlog(m/6))+/dlog(Tny /) <1 + bﬁ%’m)

c log(1/6)
X (exp <_ n?v2,mlog(T/d)(d + log(m/d))(d + m)> + Tno ) >

for an absolute constant ¢ with probability at least 1 — §, completing the proof. O

Lemma A.12. For any § € (0, 1), with probability at least 1 — 6, for all j € [m)],

ny ni

Tnmz ZZZL (xi0) fi(Xik)o a'((w ) Xz’,k)U/((W?)Txi,l)xi,zxzkwg

1=1 =1 k=1

= EinTE(x, £, (x))~D: E(x!, £ (7))~ D [fz’(X)fi(X')U/((W?)TX/)0/((W?)TX/)X(X')TW?]

=0 (yw\/d—i_b;i(m/é) log(d/9d) ( rlog(m/d) + \/Z)) .

Proof. For ease of notation we replace E(y r,x))~D,E(x’, f;(x'))~D; With Ex x and E;7 with [E;, and

X
write w; = W?. Consider any fixed WY satisfying Ey(01) for §; € (0,1), which occurs with
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probability at least 1 — 361 by Lemma A.7. We have

na ni

Zzz.fz Xl fz X; k) (WTXl k) (WTXZZ)Xz lXTkwj

=1 1l=1 k=1

—EEx x |:fi(X)fi(X/)O'/(W]»TX/)O'/(W;FX/)X(X/)TW]}

Tn1n2

2

T
2~ B [ () ()0 (w] o (w] () T |
=1

(63)

2

where q; == nlnz 120 SRk fi(xag) fi(xik)o (w X k)0 (W;Xi,l)xi,lXIij By the linearity of the
expectation,
1 ny M
E[qz} = N1 Z Z E; Exl 1yXi,k [fZ(XZ l)fz(xz k) (W X k) (W;rxi,l)xi,lx;,rkwj]
=1 k=1
= Eix e | fi()fi(x)0 (w] X))o (w] X )x(x) Tw ] (64)

which means that the random vectors q; — E;Ex x/ fi(X)fi(X/)O'/(W;—X,)U (WTX,)X(X,)TW]'] =q; —
Elqg;] in (63) are mean zero. Next we bound |+ Zszl q; — E[qs]||2 by bounding each coordinate
of & Zl 1 qi — E[q;] separately. Let g;;, denote the h-th entry of q;, and x;;; denote the h-th
entry of x;;. Note that each ¢;j is the sum of products of two sub-Gaussian random variables
(fz‘(Xi,l)U/(WjTXi,z)l’i,l,h and fi(xi,k)a’(wgrxi,k)xzkwj), S0 g, is the sum of sub-exponential random
variables and is therefore sub-exponential. Its variance is upper bounded by:

E [(gin — Elgin])?]

2
= ((nzzﬁ X;1)0 W X; ﬂfz,z,h> ( Zfz X k)0 (W; T k) zkwj) —E[qz‘,h]>

§4Ei [(( Zfz le W le)$zlh> (;Zfz sz) (WTXZk) zkwj>
k=1
@®

ni 2
1 / T T
<1 fi(xi)o' (w; Xi,k)xi,kwj> ) ]
=1
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285 (Bx [ 100w )] B[00 (0] ) 0) T
®
2 [Ex 11600 (w] 302 B [£16)e'w] ) ) w3 ]] )]

(65)

where (65) follows from the triangle inequality and the fact that (a + b)? < 2a? 1+ 2b. To bound (1),
first let s; :== Ex fZ( )o' (w; x):rh] and s; 5, be its h-th element. Also denote s7 = E; [s?h] Observe

that

r 2
1 &

@ZEz’,ﬁi,@é <n2§ filxig)o' (W] %3 ) @i — si, ) ( § fi(xi)o' (W] xix) szWj> ]
=1

< E; p,

471/2

( Zfz le W le)mzlh h) ]
4
( Zfz sz W sz) ;l—kwj>

471/2
[( Zfz xi0)0’ (W X )i p — h) O (|lw;|13)
_ w3
—0<nz )
o d +log(m/d1)
-0 )

na

1/2

where (66) follows by the Cauchy-Schwarz inequality, (67) follows since
72]01 sz W sz:) zkwj
is sub-Gaussian with mean O(||w||2) and variance O(%), and (68) follows since
1 &
- > fixin)o’ (W] xi)wisn — sin
=1

is sub-Gaussian with mean zero and variance O(n%Ex[ fi(x)%0’ (w
consider that

@= Ez‘,f);

ni

]Tx)mh]) O(n%) To bound (2),

2
[Ex {fi(x)al(wjx)xhr (1 Zfi(xhk)al(w;rxi,k)xzkwj — Ey [fi(x’)al(w;rxl)(x’)TWj}> ]

1 &

n
L=

2
=E,; S?:hEﬁg ( Z fi(xhk)a/(w;xi,k)xzkwj —Ey [fi(x’)a’(w;x’)(X’)ij]>
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2
i o (i )X o — B [ () Ix’)(x'ij])]
(

70)

)

i n
Lyt

_E, [2,] 0 <V3V d+1°g(m/51)> (71)

ni

O< 5 2 d—l—log(m/51)>

ny

=E; [Sf,h] maXEf);/ {(1 Zfi’ (Xi/,k)U/(W]TXi’,k)XiT/,ij — Ex [fz (x)o'( ;X,)(X/)ij})

where (70) follows since 512,h >0 and
B, | (2 S oo’ ] )]s = B £ )" w300 ] )| 2 0, amd (71) ol
lows since for all ¢, %221:1 fir(xir k)0 ,(WTXz" k)x;,ij — Ey [fi’(X/)U/(W;—X/)(X,)TWj] is sub-
Gaussian with mean zero and variance O( lw Jll?) = O(%). To control (3), note that
® = [ (Bx [ £i00 (w] 301 B [ )0’ (w] ) ) Tw, ] )]
~ B [Bx [ 11000/ (w] 021 B [£6)0 (] %)) T ]|
= B[20E [£:0)0" (w] ) ) Tw,] |
<Ei|s3, max B [ () (w] X)) Tw; | : ]
= B2 max B [ ()0 (w] ) () Tw, |
— F, 'sfh} O(v2,(d + log(m/é1)))
= O(s2v2(d + log(m/d1))) (72)
Combining the bounds on (D), @) and () yields E [(gi — Elg;4])?] = O(v2 (d+1log(m/61))(s7 + 1)),

therefore, since each random variable in {g; 5 }7_; is i.i.d., Bernstein’s inequality gives

Prginys ( Z gin —Elgin]| > th)

2
< 2exp [ —¢T min (73)
v3,(d +1og(m/61))(s7 + =) e+ /d + log m/51 52+

with probability at least 1 — 381 over the selection of W for an absolute constant ¢ and any t; > 0.
Set t, = O <1/w\/‘wog;m/51)(8,21+ n%) log(d/5)> for all h € [d], then as long as T' > log(d/d2), via a

union bound over all h € [d] we have

1/2
T /

% > ai —Elq)

i=1




J 1/2
<c (z g e (G ) log<d/5z>) (74

= cvy \/d+log(m/61) log(d/35)

) g\ 12
AHEES

TIIMWJ'H%

< IMLwj13

g\ 12
log(d/d2) | (1 + log(m/d1)) + 712) (76)

_0 <yw\/d“°gT(m/51) log(d/55) ( FTog(m/8y) + \/Z»

with probability at least 1 — 387 — d2 for absolute constants ¢, ¢/, where (74) follows with probability
at least 1 — 391 — d2 due to (73) and our choice of ¢, (75) follows by Lemma A.3 and the fact that
(a+b)% < 2a® +2b?, and (76) follows since w; € Gy, Setting d1,d2 = O(5) completes the proof. [

7N

g\ Y2
log(d/ 52 Mg+ ) ()

d + log(m/51)
T

Lemma A.13. For any d € (0, 1), with probability at least 1 — 6, for all j € [m)],
Vo, LW, 2, (a1 (B ) = —2 " Aw!)w! 4 e (1)

where

lellz = vw ( (Vd 4 \/log(m/5))+/dlog(Tns/8) ( JW)

. log(1/5
" (exp( n?vgmlog(T/6)(d + log(m/6))(d + ))+ )>

4+ vw O (\/cﬂ—lo;(m/é) log(d/d) < rlog(m/d) + j)) (78)

and for a vector w € R,

A(w) =E,y [EX,X/ [ol(WTX')a'(wa)x(x’)T\ sign(Mx) = sign(Mx') = u” (79)

where w ~ Unif(H") is a random vector drawn uniformly from the Rademacher hypercube in r
dimensions.

Proof. Let wj = W?. We have

ij‘é(wov b07 {a i=1s {Dl W}l 1)
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T n2 ni

T T T
N Tn1n2 DD i) fulxin)o! (W) xig)o! (W) xig)xix] o w + e
i=1 =1 k=1

= —NEinTEx, £, (x)~D, B/, £ (x))~Ds [fi(x)fi(X,)U,(W;—X)UI(W;—X,)X(X/)TWJ} +ne1 +nez  (80)

where

lexll = © (w(ﬂ + V/log(m/61))v/dlog(Tna /1) <1 + 13511/‘”)

(o (- c ) 4 VI
n2v2m(log(T/d1))(d + log(m/d1))(d + m) VTns

with probability at least 1 — d; by Lemma A.11 and

fealls = 0 <w\/ THI0BI0) o a/5) ( Flog(m/52) + ﬁ)) (51)

with probability at least 1 — d, by Lemma A.12. Set d1,d2 = ©(J) and apply the triangle inequality
to complete the bound on |e||2 = ||e1 + e2||2 in the theorem statement.

Next, for ease of notation we replace Ex, t,(x))~p,E(x, f;(x/))~p; With Ex x and E;w7 with E;. Also,
let u ~ Unif(H") be uniformly drawn from the r-dimensional Rademacher hypercube H" = {—1,1}".
We have

BB [ £ £i(x)o’ (w] )0 (w] X )x(x) T
= Exr [Bilfi(x) i)’ (w] )0 (] x)x(x') Tw; |
= Ex x/ [X{sign(MX) = Sign(MX’)}O‘l(W;FX,)O',(W}'—X)X(X/)TW]}

=2""Ey [Ex,x/ [U’(WJTX’)U’(WJ-TX)X(X’)T] sign(Mx) = sign(Mx') = u”wj
= 2T A(w;)w; (82)

where (82) follows by the definition of A(w). O

A.3 Analysis of the population gradient

Next we define matrices capturing the energy of A(w;) in the ground-truth subspace and its
perpendicular complement. Again let u ~ Unif(H") be a random variable drawn uniformly from the
Rademacher hypercube in r dimensions, and x and x’ be drawn independently from A (04, 1), then
for any w € R? the matrices A | |(w), Ay | (w), A} (w), and A | (w) are defined as

~ E, []EM, [a’(WTX)U'(WTX’)MX(X’)TMT\ sign(Mx) = sign(Mx') = u” (83)
Ay (w) = MA (w)M |
=Ey [Exx/ [U'(WTX)U'(WTX)MX(X')TMI] sign(Mx) = sign(Mx') = u” (84)
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AL j(w) =M A(w)M'

— K, []E,Qx/ [a'(wa)a'(wa’)MLx(x')TMT| sign(Mx) = sign(Mx') = u” (85)
A, (w) =M A(w)M

= By [Ee |0/ (W)’ (W x)MLx(x) M| sign(Mx) = sign(Mx') = u||  (36)

Next we control the matrices A (W), Ay (W), A (W), and A | (W).

Lemma A.14. For any § € (0,1) such that § = Q(me™%), then if w € Gw(6), we have

-0 <r3 +1oi3(m/5)> | -

1

HAH,(W) — 51

Proof. Recall that u is drawn uniformly from H". From Lemma A.13, we have

Ay, ||( W)
[ [ Txo! (wTx)Mx(Mx') T | sign(Mx') = sign(Mx) = u”

[]EMX Mx/ []EMLX M, x/ [ /(WTX/)UI(WTX)} Mx(Mx') " | sign(Mx') = sign(Mx) = u”
—E, [EMX’MX/ [Mx(x’)TMTPMLx [WTMIM x> —WTMTMX}

X Py x [WTMIMJ_X/ > —WTMTMX/} | sign(Mx') = sign(Mx) = u”

1 1 w' M Mx
= Ey, Mx,Mx’ Mx(x’)TMT < + —erf <>>
22 \V2Miwl;
1 1 w ' Mx/
—+ —erf <>> | sign(Mx') = sign(Mx) = u (88)
<2 2 V2[M w2
1
= ZEuvava/ [MX(X/)TMT’ sign(Mx') = sign(Mx) = u}
1 w M Mx
+ —Ey Mx,Mx/ [Mx(x’)TMT erf () | sign(Mx') = sign(Mx) = u}
2" V2[[MLwll2

+ Z]Eu,Mx,Mx’

™M™ M Mx
[MX(X,)TMT erf ( hud x > <W x

) | sign(Mx') = sign(Mx) = u]

V2 MLwll2 V2[Myiw|s
(89)
where (88) follows using the Gaussian CDF. For the first term in (89), we can re-write Mx conditioned
on sign(Mx) = u as diag(u)|Mx|, where | - | denotes element-wise absolute value, to obtain
1
ZEU’MX’MXI [MX(X')TMT| sign(Mx') = sign(Mx) = u]
1

= Euntxae | diag(u) M [Mx'| diag(u)]

= 2 Fu [diag(0) Ene [IVx]) Engws [[M]] T diag(u)
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1

=—E, [diag(u)lrl;r diag(u) (90)
2

_ 1 T

= 5B [uu']

1

=1, 1
5 (91)

where (90) follows since each element of [Mx| and |Mx'| is a standard half-normal random variable.
For the second term in (89), we have

_ %EH,MX,MX/ [diag(ll)lMXIIMX’lT diag(u) erf <WT1\2H(ﬁf(:,>,LMX’>] %2)
- %Eu,Mx,fo [diag(—u)\M)d IMx'| " diag(—u) erf <WTM\;§(|1|mngwl|l|)2|MX| >] )
= Buntoniy [diag<u>|Mx||Mx’W diag(u) erf (Wmf;rrﬁf(;\)\zMx‘ )] o
o (95)

where (93) follows from the fact that u and —u have the same distribution, (94) follows since erf()
is an odd function, and (95) follows since © = —z <= x = 0.

The final term in (89) is

TMTM TMTM /
IE’u,Mx,Mx’ [MX(XI)TMT erf ( hud X > er (W X

V2[M w2 V2[|Mwll2
w' M Mx
\/§||MJ_WH2>
w' M Mx’
\/§HMJ_W‘2)

> | sign(Mx’) = sign(Mx) = u

=E, [EMX {Mx erf <

sin(Mx) = u

X Engx! [(x’)TMT erf (

sign(Mx') = u] ] (96)

Again to remove the conditioning, we can equivalently write

w M diag(u)|Mx| )}

™™™
Enix [Mx erf ( had X )
\/§HMJ_WH2

V2||Mwl;

sign(Mx) = u] = Enix [diag(u)|Mx| erf <
(97)

For all u € ‘H", we have

WTMTdiag(u)|Mx|)}

Enmx [diag(u)\Mx] erf <
H V2[MLwll2

2

TAAT A;
< Emx | ||diag(u)|Mx| erf <W M dlag(u)]Mx\>
V2|Myw|s ,
TMT : M
= Fan [”diagm)mxmz erf<w diag(u)| Xl)H
V2|M w|,
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w M diag(u)|Mx|
< Emx |||di M
<Em [Hdlag(u)’ x|l M w2 ] o
"M diag(u) |2
< ||diag(ua ExMX2HW
< |[diag(u)|l, Enax [[IMx]3] ML w2
<c1"(\/77+ log(m/d)) (99)

- Vd

for an absolute constant ¢, where (98) follows since | erf(z)| < v/2|x|, and (99) follows since w € Gy (6).
and m/§ = O(e?), thus [|[Mw|s = Q(v/d). Therefore, using (96),

w ! M Mx > (wTMTMx/
V2||M L wll; V2||M L wls

Ey Mx, Mx/ [MX(X/)TMT erf ( ) | sign(Mx') = sign(Mx) = u]

2
< dr3 4 log3(m/9)

1
< ek (100)
completing the proof. O
Lemma A.15. For any § € (0,1) such that § = Q(me™%), then if w € Gw(4), we have
[Mw||3 > M, ww M] <r4+10g4(m/5)>
A w)—|1- <O ————=. 101
[~ (1= ncei) Seimaw |, < z 1o

Proof. We have

A (w)
=Ey |:Ex,x’ [MLX(MLX,)TO'/(WTX,)O',(WTX)’ sign(Mx') = sign(Mx) = u”

= Ey Mx Mx/ [EMLx,MLx’ {MLX(MJ_XI)TJ’(WTX’)J/(WTX)} | sign(Mx) = sign(Mx) = u]

= Ey Mx, Mx/ [EMLX [MLXU/(WTX)} Em, x [(Mlx’)TU/(WTX’)} | sign(l\/[x/) = sign(Mx) = u}
(102)

Using Lemma A.2 to compute Eng, x [Mx0’(w'x)] and Enp, 5 [(M1X) "o/ (w'x')] yields
Al (w)

= Eu,Mx,Mx’ |:eXp <_

1
X B
27| M w3

(x"M"Mw)?2 + ((XI)TMTMW>2>
2[M_Lwlj3

sign(Mx') = sign(Mx) = u]
M, ww M| (103)

We analyze the scalar term in the top line. We have

(x"™MMw)? + (x)TMTMw)?
Ey [E / —
o[ o 2|V w3

& (x"M T Mw)?
ex _—
M [P T gL w2

sign(Mx') = sign(Mx) = u”

— R,

sign(Mx) = u}

((X/)TMTMW)2>

XE / —
Mx {eXp< 2| ML, w2

sign(Mx') = u} ]
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E . (x"MTMw)?
X X PN T T
M (P T oML w2

where, using the Taylor expansion of exp(—z?) and re-writing Mx conditioned on {sign(Mx) = u}
as diag(u)|Mx|,

Enp [exp <_<XTMTMW>2>

2
sign(Mx) = u] ] (104)

= E,

sign(Mx) = u}

2([Mwl3
(\MX\Tdiag(u)MW)2>]
=Enmx lexp | —
M [ p< 2]V w3
1 ) r* +log*(m/9)
=1—-———  Emx |(|Mx|Td Mw)? _ 105

where (105) follows since |M_w||2 = Q((vd — \/log(m/§))*) = Q(d?) and
Enx[(|Mx| " diag(u)Mw)] < Engx[|[Mx|3][|[Mw]|3 = O(r* +log*(m/6))
since w € Gy,. To compute the second term in (105), note that
Enix |([Mx|Tdiag(u)Mw)?] = w™ M diag(u)Engy [[Mx|[Mx| T | diag(u)Mw
=w' M/ diag(u) <72;1T1,T + <1 — i) IT> diag(u)Mw

2 2
=w M' <uuT + <1 - ) Ir> Mw
v

T
therefore
2
(x"M T Mw)? )
Eu | Enmx —_— Mx) =
o e o (-Cgaay ) [P =
1 2 2 rt +log*(m/8)\ \ >
=Eu|(l-—w' M (Zuu' +(1-2)I. )M ———= 7
[ e G L e e )
1 2 2
SRR VL <]Eu[uuT]+<1—> L) Mw
ML wl|3 ™ ™
1 TagT 2 T 2 TaaT (2T 2
+ W M Ey||{-uu +{1-—= )L |Mww M (-uu +(1-—]1 )| Mw
4 M_Lwlf3 ™ ™ ™ ™
0 <7“4 —|—log4(m/5)>
2
o IMw[3 (=224 4 (- 2) [Mwl
M w3 4| M wll3
4 44 oot
+ 5w MTE, [uuMww M uu’ | Mw + O (W)
T
L IMwlE (2P E (- 2)) M
M w3 4[| M w3
1 TarT T T 2 rt + log* (m/9)
——w M ' [E, M M O —————=
+W2||MLW||%W [uu (u w)} w + 2
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IMwli3 (=22 +2 (1= 2)) [Mwl;

—1_ m
ML wlf3 4Mwli3
1 . r + log*(m/8
+ WWTMT (HMWH%IT +2Mww M — d1ag(Mw)2> Mw + O (52(/)>
L Wil2
_ o IMwl (=2 + 7 (1= 2)) [Mwls L 3IMwl; — [Mwli ) (7"4 + 102;4(m/5))
M w3 4 ML wlf3 w2 [ MLwl|; d?
MR (gt (m/)
M w3 d? ’

where we have used w € Gy (8) and m/d = O(e?). Combining this with (103) and (104) completes
the proof. O

Lemma A.16. For any § € (0,1) such that § = Q(me™%), then if w € Gw(6), we have

3.5 3.5
<0 (r + log (m/é))
- qL5

MWWTMI
27| M L wl[3

HA||,L<w> (106)

Proof. Arguing similarly to the previous two lemmas, we obtain

Ay (W) =Eyxx [MX(MLX,)TO‘/(WTX/)O'/(WTX)| sign(Mx') = sign(Mx) = u}

= Eyx Mx/ [MXJ'(WTX) En, x [(MLX/)TOJ(WTX/)] | sign(Mx') = sign(Mx) = u}

/ TMTMW)Q
=Ey xMx’ Mxc' (w'x exp<—((x) > sign(Mx') = sign(Mx :u]
s [ M (w0 TN W ) | (M) = sizn (M
TMT
S S (107)
\/QTFHMLWHQ

where (107) follows by Lemma A.2. Next, since the only term that depends on M x is o/ (w ' x), we
have
Ali(w)

NTMTMw)?2
= Ey Mx My’ [MXEMLX[U/(WTXH exp <— ((x) 2W) ) | sign(Mx') = sign(Mx) = u]
2 ML wlf;

» WTMI
vV 27THMJ_W||2
/ TMTMW)Q
= Ey nixvs’ | MXPr x[W MM x> —w' M Mx]exp <—((X) >
u,Mx,M |: M, [ 1vEL ] 2HMJ_WH%
| sign(Mx') = sign(Mx) = u}
o WTMI
vV 27THMJ_WH2
11 x M TMw (x)TMTMw)?
~ Bungmane [ Mx (5 + gt (J00 2 ) Yo (- )
u, M, M 227 \V2|M.w|» 2| ML w3

| sign(Mx') = sign(Mx) = u}
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w M|
w2 VL (108)
Vv 27THMJ_WH2
where (108) is due to the Gaussian CDF. Note that

((X,)TMTMW)Q sign(Mx') = sign(Mx) = u
NI ) 19 ) = s =]

<1Mx'|Tdiag<u>Mw>2>]

IEu,Mx,Mx’ |:MX exp <_

— By vt [diag<u>|Mxr exp (—

2| M w3
, (IMx'| T diag(u)Mw)?  (|[Mx/|T diag(u)Mw)* )] ]
= Enix mx’ |Eu [diag(u)|Mx| | 1 — — ...
s B () 2V wi? 2]V wl
(109)
—0 (110)

where (110) follows since each term in (109) is an odd power of u. Thus, from (108) we have

x "M Mw > . <_ ((X/)TMTMW)2>
V2 MLwl; 2[M_Lwl3

| sign(Mx') = sign(Mx) = u]

Ay L(W) = By mx,mx [MX erf (

WTMI
L (111)
2+/ 27T”MJ_WH2
Next we take the Taylor expansions of erf(x) and exp(—x?) to obtain
T T AT 3
x M'Mw (x'M Mw) )
A w)=E <. Mx’ Mx -
1) = ot ! (it~ o
((X,)TMTMW)Q > . / . WTMI
X — + ... ) |sign(Mx') =sign(Mx) = u| ————
(- en(Max) = SgnMb) =) o w
Mww M|
—E [M TMT'M/:'M:]iL
u,Mx,Mx XX ‘ Slgn( X ) Slgn( X) u 27THMJ_WH%
Mww M|
— Enx [Mxx M| S8 B
27 || ML wlf3
MWWTMI
= L. F
2m||M L wlf3
3.5 3.5 )
where ||E[|; = O (“dg—m/ﬂ) since |M | wl|z = Q(Vd) and |[Mw]|jy = O(V/7 + \/log(m/8)) as
W € Gw(6) and m /6 = O(e?). O

A.4 Full results

Lemma A.17. Set n=0(1) and A\, = % + 5. Consider any 6 € (0,1) such that § = Q(me™1).
Then there is an absolute constant ¢ such that for all j € [m],

1 UK 0
Mwj — o Mw;

2
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ﬁ

< PO (T +;2§( —|—?7 Vw ( og(d/9) < rlog(m/é)—f—\/Z))

+ 17 va
log(T/d c log(1/6
- O<d” os(na/®) (1 e (exp (g * v )) )
(112)
and
e
2
,,,.3.5 o 3.5 m
< pPuy O ( z:dﬁ ( )> + 11y O <\/m< rlog(m/d) + \/Z»
+ 17 v
log(7’/0) c Vlog(1/9)
X O(d\/log Tngy/0) <1 + NG ) (exp e log(T/(S)dm(d—i—m)) + T ) )

with probability at least 1 —§.

Proof. First note that WY € Ey, (1) with probability at least 1 — d; by Lemma A.7. We consider
any fixed WO satisfying Fy (1) for the rest of the proof. Due to the computation of the gradient in
Lemma A.13, we have

le- = (1 —niw)w; =V £(W0,b0,{a i 1,{7) W}z 1)
=(1- nAW)W? + 7722_TA(W?)W? + ne
ijl- =(1- n)\w)MWO- + 7722_7"A|| | (w Q)MWQ + 7722_’"A|| 1 (w Q)MJ_WS') + nMe
Miwj = (1—nAw)MLIW) +7°27"A | | (W))Mw] +n°27"A; | (W))M_w) +nM e

where, with probability at least 1 — 5 for dy = Q(me™?),

lellz = nvw O (d\/m <1 n W)

Vv
c log(1/6)
% (exp ( n2v2log(T/8)dm(d + m)> * Tna
d d
+ nuw O — log(d/d) rlog(m/d)+4/— | |- (113)
T ng
Next,
Mw! = (1 — phyw)Mw? + 727 N 4 LMWQ(MLWQ)TMLWQ
J v J 27 J 27THMLW?H% J J J

_ 1
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1
20— 0 0 o\ T 0
+ 2" <A|,J_(Wj) - 727THMLWQH§MWJ-(MLWj) ) M, w; +nMe
J
2
_ Ui 0 20—
= <1 —Aw + 27%) Mw; +n°27"e| +nMe (114)
where
1
_ 0 1 0 0 0 O\ T 0
leylle = H(A||7||(Wj) — 5. 1) Mwj + (AII,L(WJ) - 727THMLWQH3MWJ‘(MLWJ') ) M w;
J 2
0 1 0
< [ (A (w5) = 55 1) Mwj|l,
1
A Oy = MwOIM W) | M, w®
' ( ) e g M) M
0 1 0
< [| Ay (w5) = 22|, [[Mw3 ],
1
+ A L (WY) = —————MwI (M W) T ||M w!
Il J 27T||MJ_W?||% J J , H JHZ
4 4 logt(m/é

— 0 (e m)), (115)

where (115) follows by Lemmas A.14 and A.16 and the fact that W? € Gw(01). Similarly,

M, wo(Mw?)T
M, wi = (1—ni)M W + 227" J J 9
LW = AN W
IMwI3 |, Miw)(M w))T 0
+{1- 02 oz MW
IMLLw3l5 2 [ MLw; |3

MJ_W?(MW?)T> 0

20— 0
o T<Al’”(wj)_ 2 MIwgE )
J

0112 0 oONT
s (1 ) Bt
Y IMiwllf5 ) 27 ||MLw)|3
MJ_W?(MJ_W?)T
2m [ ML wi|l5
1\/IJ_W§.](1\/IW?)T 0
oz | Mw;
27| MLw) |5

>MJ_W?+77MJ_€

= (1 - n)\w)MLW? + 7722_T MLW?

+ 7722_T (AJ_,”(W?) —

Vw313 ) M, wi (M wi) !

+n727" (AJ_,J_(W?) — (1 ~ ML 2
jlI2

M, w?+ 1M
2 M w3 ) L ILe

2
= <1 —NAw + 2’"77‘*‘17r> MJ_W? +7%27 e, +7M e (116)
where
M, wo(Mw?) T
lerll =1 { ALy(w)) — Y T 5
T Mgl )
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IMw[3 | Miw)(Mow))"
+(ALL(w)) —1- . . M w)
( ! IMLwd|3 ) 2w MLow|[3 ’

MLW?(MW?)T
2m|| M Lw? 13

2

< AL (w)) -

j MW

2
Ay ) (1 M | Mowd(Mw))T
1,0(ws) — -
f IMLwS[B ) 2e MWl B

r35 4+ 1log®3(m/6
=0 (,,W dl.s( / 1)> (117)

+

ML w2

where (117) follows by Lemmas A.15 and A.16 and the fact that W? € Gw(01). Applying the choice
of \w and setting 1,92 = O(d) completes the proof. O]

Finally we are ready to prove Proposition 3.1 and Theorem 3.2. For convenience, we restate the
statements in full detail here.

Proposition A.18. Consider the gradient-based multi-task algorithm described in Section 2.3
and suppose Assumption 2.1 holds. Further let n = O(1), A\w = 1/n+n/(2" 7)), and vy =
O(d=5/*(mlog(T/8))~'/?). Then for any m = O(d) and § = Q(e~%), with probability at least 1 — §

we have

1 = [T (W) = Q(5:)TT) (WO) |

vwy/m
- ritlogt(m/8) |, dlog(dTna/8) log(T'/6) Vdrlog(dm/§)

r3-541og35(m/§ dlog(dTnz /6 log(T'/d Vdrlog(dm/§
2 bl (W)l = O (ZHe 0 o destitnal) (1.4 VIR ), T lgtdi) )
Proof. The result is a direct consequence of Lemma A.17, the additional conditions on 7, m
. +m)> term negligible), and the fact that ||B]) <

Vmmaxje ) ||bj|l2 for any matrix B € R™*4 where b; is the j-th row of B. We use ab < a? +b% <
(a + b)? for nonnegative a,b to combine log terms.

and vy, (which make the exp (

Theorem A.19. Consider that n, vw and Ay are set as in Proposition 3.1 and let d = Q(r4

log?(m/5)), m = Q(r + log(1/8)) and m = O(d), § = Q(e~%), T = Q(2*"drlog?®(dm/s)), Tna
Q2% d%log?(dTns)), and Tniny = Q2% d*(log*(dTny/6)log(T/6)). Let o.(B) denote the r-th

singular value of the matriz B. Then with probability at least 1 — 0, we have

oI (W) 0 735 4 1og>®(m/9) n 2"dlog(dTn2/0) 14 1og(T/6) n 2"\/dr log(dm/¥)
o (I (W) — dts VTny N VT

N4+ Ol

(118)

Proof. By Lemma A.7, we have that Ey (1) holds with probability at least 1 — d1, which entails
that o, (I[) (W) > vy /m (1 _ YrV1es(l/6) w> for an absolute constant ¢. Thus we can invoke
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Lemma A.17 to obtain

o (T (W)
N o—r—2 0
> 52 o (I (W7))
— p /O (r4+1o§j£lm/6z) i dlog(dgzi/&) <1 + \/105(%/52)> + Mlo%mﬁz))
> iQ_TVW\/H
2T
— 27 "vwvVm
< O Vr4+/log(1/61) n r4+logt(m/62) I 2"dlog(dTna/6) (4 i y/log(T/d2) n 2"/dr log(dm/52)
NG d VTns o VT
= Q2 "vwvm) (119)

with probability at least 1 — 31 — d9. Likewise, we have by Proposition A.18

—r r3-541og35(m/é Tdlog(dTnz /6 log(T/6 TV drlog(dm/&
o (I (W) =2 Vw\/EO< + 51,5( [%2) | 2 g(ﬁTfL;/ 2) <1+ \g/ST/ 2)) +2 \ﬁ\/gf( /2)>.

(120)

with probability at least 1 — d3. Combining (119) and (120) and setting 0, d2 = ©(d) completes the

proof. O
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B Proof of Downstream Guarantees

In this section we prove Theorem 3.3 and a corollary thereof. Given a function g : H" — {—1,1} and
representation M € Q"*9, we refer to the sets V¥ == {v =Mz +M £ :z € H", & € HT ", g(z) = 1}
and V™~ == {v=Mz' + M ¢:zeH, &€ HI", g(z) = —1} as the inverse sets of g. Note that
solving the task described by ¢ entails finding a classifier that separates the inverse sets of g. As in
Appendix A, we will abuse notation by reusing ¢ and ¢ as absolute constants independent of all
other parameters.

Proof summary. Informally, the proof of Theorem 3.3 follows six steps:

1. Construct a two-layer ReLU network embedding using the weights output by the during
multi-task pretraining algorithm for the first-layer weights, then randomly sampling first-layer
biases and second layer weights and biases (calling this the “learned” embedding),

2. Construct a nearby two-layer ReLLU network embedding that is “purified” in the sense that it
is only a function of the the r label-relevant features of the input,

3. Show that the “purified” network linearly separates the pair of inverse sets corresponding to any
binary function on the r-dimensional hypercube with high probability as long as the number
of neurons in each layer is larger than some function of r,

4. Prove that the outputs of the learned embedding are very close to the outputs of the “purified”
embedding, meaning the learned embedding has the same linear separation capability with
only slightly smaller margin,

5. Prove that the learned embedding linearly separates the inverse sets with lower bounded
margin, and finally

6. Apply a standard generalization result for linear classification showing that the empirically-
optimal head achieves loss close to the minimal loss (zero).

Step 1: Construct downstream embedding. We start by fully describing the construction of
the downstream classifier as described first in Section 2.3. Let W' be the model weights resulting
from one step of the multitask representation learning algorithm.

The downstream classifier is a linear head composed with a two-layer ReLU network embedding with
m neurons in the first layer and /m neurons in the second layer. For now, we focus on the embedding
itself, excluding the linear classification head. The weights of the first layer of the embedding are
equal to the weights in W' up to rescaling. The biases of the first layer and weights and biases of
the second layer are contained in b, W = [Wi,.. ., Wm]T and f), respectively, where

b Unit [ |- Y2 V2V
vm’ /m
vAvjNN(om,AIm) Vi=1,...,m
m

2
V25 ﬁ]m

b ~ Unif | |- ,
[ Vi i
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for some 7,4 > 0 to be defined later. The full embedding is given by:
o(v;aW' b, W,b) :=c(Wo(aW'v+b)+b) VveH (121)
where o 1= % is a rescaling factor. For ease of notation we denote ¢(v) := ¢(v;aW1, b, W, f))

Step 2: Construct purified downstream embedding. Next, the “purified” embedding also
has m neurons in the first layer and m neurons in the second layer, and is also parameterized by
b, W and b, for the first layer biases and second layer weights and biases, respectively, but has a
different construction of the first layer weights. In particular, the first-layer weights are equal to the
component of the corresponding weights in WY in the rowspace of M, up to rescaling. Formally,
this embedding is given by

o(v; WM M, b, W,b) := ¢(Wo(GW'M Mv + b) + b) (122)

2
vw/m”

where & =

For ease of notation we denote ¢(v) := ¢(v; AWM ' M, b, W, b).

Step 3: Purified embedding linearly separates the two classes. We start by showing that

for any function g : {—-=, -=}" — {—1, 1}, with high probability <Z~> linearly separates the pair of
VT VT

inverse sets Vf = {v = M"z+M[¢:z € {—#, #}T,é’ € HE " g(z) = 1} and V™ = {v =
M'z+M[¢:zZ€ {—%, #}’",5 € H4",g§(z) = —1} with lower bounded margin by adapting a
result of [27]. Note that we have not optimized the dependence of m on log() and the dependence of
m on log() factors in the exponent.

Lemma B.1 (Adapted from Theorem 1 in [27]). Let § € (0,0.05], v = ©(log(r)), ¥ = O(r>°log*(r)),
m = Q(r®log®(r)log(1/6)), and m = exp (2 (m)). Consider any function g : {—%, %}T —{-1,1}.
With probability at least 1 — 5, ¢ makes the classes VT = (v=MTz+ MI& 17 € {—#, #}T,E €
HET g(z) =1} and V- = {v=M'z+M[€:7Z € {—\%, %}T,ﬁ € HYT, g(z) = —1} linearly
separable with margin p = exp (—O(r®log®(r) log(log(r)/))), i.e. there exists a vector a € R™ with
lall =1 and bias T € R such that for allv=M'z+ M€ :7 € {—#, %}T,ﬁ € Hir

Proof. First note that given v =M 'z + 1\/I~I£7 #(v) = ¢/(z) for a random network ¢ :R" — R. So,
the problem reduces to showing whether ¢’ linear separates the classes Z* = {z € {—#, #}’” :

g(z) =1} and 2= = {z € {—#, #}T : §(z) = —1}. The construction of ¢’ matches that in
Theorem 1 in [27], so we can directly apply this theorem. Note that to compute the margin, we use

that the distance between Z+ and Z~ is % and |ZT|| 27| < 2%, O

Next we extend the above result to the case in which z is on the Rademacher hypercube.

Lemma B.2. Let v = O(y/rlog(r)), ¥ = O(r3log*(r)), and m, m satisfy the same conditions as
in Lemma B.1, for any 0 € (0,0.05]. Consider any function g : H" — {—1,1}. With probability
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at least 1 — 8, ¢ makes the classes VT == {v .= M'z + M| 1¢€:2 € H € € HI" g(z) = 1}
and V- ={v=M'z+M[€ :z € H", £ € HI " g(z) = —1} linearly separable with margin
uzexp( O(r®log®(r )10g(10g( )/6))).

Proof. Let J) S R?% — R™ denote the version of <Z> that was constructed in Lemma B.1, with v and

~' set accordingly. Construct the coupled network qg : R — R™ by scaling the biases up by /7, so
the ~,~ corresponding to ¢ have the scaling defined in the current lemma statement. Note that

A(vVrM 'z + M & WM™, Vb, W, /7b) = Vo (M "z + M| £),

thus if V¥ == {v = MTz +MJ€:z € {~ )€ € HT g(a) = 1} and V™ = (v =
M'z+M[¢:z¢€ {— \[ \f}’” € € "7, g(z) = —1} are linearly separated with margin ' by
qb\/;, then V¥ = {v=/rM'z+M[€: 1z € H", & € HV ", g(\/rz) = 1} and V™ = {v =

VIMTZ+ M€ \/rz € "™, & € H¥", g(\/7Z) = —1} are linearly separated by ¢ with margin /.
So the result follows from Lemma B.1. O

Step 4: Downstream embedding is close to purified embedding. Next we compare the
outputs of the “purified” embedding ¢ to those of the learned embedding ¢.

Lemma B.3. Suppose the same conditions as Lemma B.2 hold. Additionally, suppose n=0(1),
Aw = 1/n41/(2717), and vy = O(d=5*(m1og(T/6))~1/?), m = O(d) § = Q(e~?) and Assumption
2.1 holds, then with probability at least 1 — 8, for allv =M'z+ M/ §rzeH € HA,

16(v) = &(v)]l2
_ o (1P +log® (m/9) L dPlog(dTng/6) (1 V10g(T/0) )  dy/rlog(dm/6)
2r\/d T'ny v vT '

Proof. For any v=M'z+M|[¢&:z € H", & € HE", we have
I6(v) = ¢(v)]2

A 2 ong T r 2 1 3
= O'<WU(\/MVWWM Mv+b)+b>—0( <\/>u n22r2Wv+b) b)
A 2 ong T " X 2
= a<W0<mVWWM Z+b>+b>—a<Wa<men22_r 5 V—I—b> >

. 2 . 2
w w 2
. 2 2
< ||W WMlz—- — = W! 124
< [Wle || - WMz — —— s Wi (124)
2 1 1
= o WMz — n22_r_2W1MTMv — leMIMLv (125)
W 2
2 . 2 . 1
< NG Wl WOMTz—nQQ_T_2W1MTz +\/ﬁv W2 WW M]|¢ (126)
w 2 w 2
2 - 1 2 .
< W, |[WoMT — wiMT W leMTH
< \/@WH ll2 22 2IIZII2+ \/%wm_r_gll 2 1 2||£H2
(127)
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2\/r 2vd—r

g Wttt
45 oo (m X 35 4 10635 (m A
—0 (Tgﬁ ks 1§§Z(m/ o) | \/&e> (1 T AL Su R IO\Q;/%/ 52)) (129)

where € = O

dlog%/él 1 4 Vo T/(Sl \/Elof/;m/gl) , (123) and (124) follow since o() is

1-Lipschitz and by the Cauchy—Schwarz Inequality, (127) follows by the Cauchy-Schwarz Inequality,
(128) follows with probability at least 1 — d; by Proposition A.18, and (129) follows with probability
at least 1 — 02 over the random selection of W. Setting 01,02 = ©(J) completes the proof. O

Step 5: Downstream embedding linearly separates the two classes. Now we reason that ¢
linearly separates the two classes with high probability.

Lemma B.4. Suppose the same conditions as Lemma B.3 hold. Additionally, suppose

d = Q(log" (m) exp(cr®log® () log(log(r)/0))), T = Q(d?rlog?(dm/6) exp(cr® log®(r) log(log(r)/6))),
and Tny = log?(dTny/8)(1 + lOgg/‘;))Q(d3 exp(cr® log®(r) log(log(r)/d))) for an absolute constant
¢ and § € (0,0.05] such that 6 = Q(e~™™4™))  Consider any function g : H™ — {—1,1}. With
pmbabilz’ty at least 1 — 8, ¢ makes the classes Vt == {v =Mz' +ME:zeH € HY " g(z) =1}
and V- = {v=Mz" + M/ EzeH €€ HI" g(z) = —1} linearly separable with margin

p = exp(—O0(r’ log®(r) log(log(r) /4)))
i.e. there exists a vector a € R™ with ||allz = 1 and bias 7 € R such that for all v € HY,

gv)=1 = a'¢(Vv)+7>pu
o) = 1 = aTo(v)+ 7 < —p

Proof. The proof follows from Lemmas B.2 and B.3. In particular, for any point v =Mz + M/ k¥
z € H", & € H¥", from Lemma B.2 we have with probability at least 1 — §, for absolute constants
c,c, there exists a € R™ with |jallz = 1 and 7 € R such that

g(z) =1 = a'¢(v) +7 > exp(—cr®log®(r) log(log(r)/4))
— a' ¢(v) +7 > exp(—cr® log®(r) log(log(r) /6))

, (730 +1og(m/6) /log(1/6)
_ ¢ ( i + \/Ee> (1 + \/m) (130)

= aT¢(v) + 7 > exp(—0(r° log®(r) log(log(r) /§))) (131)

VTns N VT
1 —6 by Lemma B.3 and a union bound, and (131) follows since d, T', T'na, n; and m are sufficiently
large. Note that the input to gE() is effectively r-dimensional since the first-layer weights immediately
project the input onto an r-dimensional subspace. Repeating the same argument for the case
g(z) = —1 with the same a, 7 completes the proof. O

where € = O (dlog(dw <1 + ~ log(T/ 5)> + Vr log(dm/ 5)>, (130) follows with probability at least
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Step 6: Complexity of learning the linear head. Now that we have shown that for any
binary function on the r-dimensional hypercube, g makes its inverse sets linearly separable with high
probability, we complete the proof by bounding the sample complexity of finding a linear separator.
For convenience, we restate the theorem here in full detail.

Theorem B.5 (End-to-end Guarantee). Consider a downstream task with labeling function gpyi.
Construct the two-layer ReLU embedding ¢ : R* — R™ using the rescaled W1 for first layer weights
as in (121), and train the task-adapted head (apy1, Tr4+1) using N i.i.d. samples from the downstream
task, as described in Section 2, with regularization parameter Ay = exp(—cr® log®(r) log(log(r)/6))
for an absolute constant c. Further, suppose Assumption 2.1 holds, m = Q(r®log®(r)log(1/6)),
i = exp (2 (m)), d = Q(log" (m/d) exp(cr® log®(r) log(log(r) /9))),

T = Q(d?rlog?(d/s) exp(cr®logh(r) log(log(r)/9))), and

Tny = Q(log?(dTny/8)(1 + %)dzj’ exp(cr® log®(r) log(log(r)/0))), and set v = ©(y/rlog(r)),

4 =0(r*logh(r)), n = (1), vw = O(d/*(mlog(T/8))~1/?), and Ay = 1/n+n/(2" 7).

Then for any 0 € (0,0.05], with probability at least 1 — § over the random initializations, draw of T
pretraining tasks, draw of ny + ns samples per task, and draw of N downstream samples, we have

Lol _ exp(—O(r® log®(r) log(log(r)/4))) (132)

VN

Proof. By standard Gaussian matrix concentration, we have that with probability at least 1 —
51, [|aWOM |y = O <‘/+ Vlﬁ”‘”) Similarly, with probability at least 1 — &, |[W]s =

O <1 + W) . Let 63 := 01 + 2. Thus, by Lemma B.3 and the triangle inequality, for

any ve VM) ={M'z+M[€:z € H" &€ HI}, we have

lo(v)ll2 < 2[6(v)]l2

< 2|[Wo [ -2 WM™Mv +b) +b
Vmuy 2
. 1
< te|[w] MM %
< CW2 \/EVWW v+b2+ cy
Tog(1/0 log(1/0
1 ) () o
m
Tog(1/0 log(1/8
< ' V/rlog(r) O?}/ 2 +c’ﬁ;gf—/ D) 4 /125 1og(r) (133)
m mm

=1
for absolute constants ¢ and ¢/, where (133) follows by choice of v and 4.

Let (aj,,,77,,) be the linear head that separates the inverse sets of gry; with margin pu :=
exp(—O(r® log®(r) log(log(r)/d))), whose existence is guaranteed with high probability by Lemma

B.4. We have |7} ,| < max,cya|(a®)T¢(v)| < ¢. Thus, \/||a§,+1||% + (7541)? < V20 =: B. Since

(%1, 7741 ) linearly separates the two inverse sets with margin p, (a3, /u, 77,1 /pt) linearly separates
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them with margin 1. Define J := {(a,7) : a € R™, 7 € R, \/Ha*TﬂHg + (77.41)* < B/u}.

Cip = min o 3 (fra(Mv),a 6(v) +7)

od
(a,r)eT 2 D
Z (((@71) " O(V) /14 i1 /1 9711 (MV))
VEV
=0 (134)

where ¢ is the hinge loss, as usual. Recall that

n ~

1
(ary1,7r11) € argmin — Y l(a’ ¢(vi) + 7, 9741 (Mv1)) +

min D3+ (139)
acR™,7eR "% ;4

for a set of N random samples {vy, fT+1(Vl)}f\L 1» Where each v; is drawn by independently sampling
z; ~ Unif(#") and & ~ Unif(H%"). Equivalently, for Ay = s/ B we have

(ar41,7r41) € ?Tg?lmng a'g(vi) + 7, 9711(Mv))) (136)
a, T EJ =1

Thus, by applying a standard generalization bound for 1-Lipschitz loss functions [42], we obtain, for
an absolute constant C,

LEY = o Z Uagy16(V) + 7741, g1 (MV))
VGV )

log(1/6
< 4 BV
B\/log(1/5)
/N
0 (eXp(O(T'5 log®(r) log(log(r) /35)))
VN
with probability at least 1 — d4 — d5 where 5 > d3, and where we have used the lower bound on g

from Lemma B.4 and the choice of Ay (which determines the choice of B). Setting § = &, + 05 for
some 6 € (0,0.05] completes the proof. O

log(1/54)> . (137)

To conclude, we state and prove a corollary of Theorem B.5.

Corollary B.6 (Generalization to set of tasks). Consider a set of possible downstream tasks S’
with cardinality |S**| = D. Construct the two-layer ReLU embedding ¢ : R — R™ using the
re-scaled W1 for first layer weights as in (121), and train the task-adapted head (ary1,m741) using N
i.1.d. samples from the downstream task, as described in Section 2, with regularization parameter Aa =
exp(—cr® log® ( ) log(D log(r )/5)) for an absolute constant c. Further, suppose Assumption 2.1 holds,
m = (% 1og*(1)log(D/8)), 1 = exp (2(m)), d = Olog” (mD/5) expler” log’ (r) log(Dlog(r) ).
T = Q(d?rlog?(Dd/6) exp(cr® log®(Dr) log(D log(r)/6))), and

Tny = Q(log?(DdTny/6)(1 + %)d?’ exp(cr® log®(Dr) log(D log(r)/6))), and set
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v = O(y/rlog(Dr)), 4 = O(r*log(Dr)), n = O(1), v = O(d~/*(mlog(DT/5))~/?), and A\ =
1/n+n/@2* ).

Then with probability at least 1 — &, any task T + 1 in S satisfies

exp(O(r® log® (r) log(D log(r)/4)))
\/N )

LEH = (138)

Proof. Note that in the proof of Theorem B.5, § upper bounds the probability of a bad event
occurring that depends on the choice of downstream task. Thus, setting 6™V = §/D applying a
union bound over all tasks implies

roval _ exp(O(r® log®(r) log(log(r) /6™))) _ exp(O(r° log®(r) log(D log(r)/4)))
T+1 — -

VN VN

for all tasks T+ 1 € T° with probability at least 1 — 6"V D =1 — §, as desired. O
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C Negative Results

The proof of Theorem 3.6 follows directly from Theorem 5 in [12]. We formally re-state and prove
Theorem 3.7 below.

Theorem C.1. Consider any algorithm A that takes as input infinite samples from any single
task in Ty (M) and returns an m-dimensional representation W : He — R™. Then there exists an
M € @?gﬁl} such that for any k € [r], with probability at least 1 — 27" Z;:k (;) over the draw of
a single training task fi ~ Tsp. (M), the representation Wy, = A(f1) satisfies that for any € > 0,
mB? > € (f:]]zi}) is necessary to obtain

) min vaUnif(Hd)[g(a;\Pfl (V)7 fQ(V))] >1-e
az:||az||2<B

Proof. The proof is an extension of the argument in Section 4 of [43| to the case wherein the
representation is not fixed, but depends on a training task that provides partial information about
the target (test) task. First, we establish notations.

Recall that any task f € T, (M), satisfies that for all v € H?, f(v) = g(Mv) where g(Mv) =
[Lics(Mv); where S C [r]. Thus, sampling f ~ 75 (M) is equivalent to sampling S ~ Unif(P([r]))
where P([r]) is the power set on [r] and Unif(P([r])) is the uniform distribution over P([r]).

We condition on § being a strict subset of [r]. In particular, for any k& € {1,...,r}, define

the set S == {S C r : [S| < k}. Note that [Sk| = Y521 (}). Thus, for & ~ Unif(P([r])),
Ps(S € Sk) =277 25;11 (;) =1-27"%"_, (;) In the following, we assume S € Sy unless stated

otherwise.

Next, recall that the algorithm .4 maps infinite training samples from a single training task f to a
representation W : H% — [—1,1]™. Thus, the choice of training task (equivalently, the choice of M
and S) determines the resulting representation. Let fy s denote the task in 75, (M) with support
S, and ¥z,s == A(fm,s) denote the resulting representation.

The test task is taken to be the parity task on all 7 bits specified by M, i.e. fyy[). For ease of
notation, we write this task as fy, and for for any representation W : H? — [—1,1]™, define

Lm(a, ¥) = B, yalt(a’ ¥(v), fa(v))] (139)

where ¢ : R — Rxg is the hinge loss and U? is the uniform distribution over the d-dimension
Rademacher hypercube H¢ := {—1,1}%. We need to lower bound this loss for all a € R™ : ||a|jz < B
some representation resulting from single-task training.

To do so, we now follow a similar argument as in Section 4.1 in [43]. Consider any M € Qrxd

R {01}
S € Sk, and resulting representation ¥pg s : H? — [~1,1]™. Since the hinge loss is convex, for any
a € R™ such that ||allz < B, we have:

Lyv(a, Uns) > Lm(0, ¥ms) + (VLm(0, Yas), @)
>1—B|VLm(0,Ym.s)ll2 (140)
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where (140) follows by the Cauchy-Schwarz inequality and the fact that Ly (0, ¥) = 1 for all V.
Next, we motivate considering random M. We have

max  min Ly(a, ¥ms) ZEMNMd[ min  Lyv(a, Um,s) (141)
Me0fyT, allall2<B " allall<B

where M¢ denotes the uniform distribution over all (f) possible choices of M € @?OX;}. It remains

to lower bound the RHS of (141). For ease of notation, we write En := Epgpqe. Using (140), we
obtain

EM min LM(a, \IJM75):| > 1-B EM[HVaLM(O, \I/M,S)HQ]- (142)

a:llallo<B
The crux of the proof is to upper bound Enm|||VaLnm (0, UM s)|[2]. Note that

Ent [||[Valn(0, ¥nms) 3] = Ens | D (Byogalim(v)Uns(v);])?
j=1

EME, yaByrgga [fm(V) (V) ¥ns(v) Uns (V)]

<
Il
—

Il
'MS’

EMEV,V’

I

1 =1

(H(MV)i(MV')i> Uns(v)j¥m,s(V); (143)

J

where (Mv); and ¥(v); are the i-th and j-th elements of Mv and W(v), respectively. Next, let
Ms denote the rows of M picked out by S, and M\s denote the remaining rows. Further, let

vm,s = Msv € {—1, 11181 denote the bits in v specified by Mg, let va\s = Mysv € {—1, 1371l
denote the bits specified by M. Also let v\n,s) € {1, l}d*|5| denote the bits in v not specified
by Ms. We have, for any j € [m],

IEMIEV,V’

(H(MV%(MV')Z) ‘I’M,S(V)j‘I’M,S(V')j]

i=1

S|
= EMs vas vigs [(HWMS%(VM:;%)

i=1
r—|S|

X EM s v s v asy [( 11 (VM,\s)i(Vivx,\s)i> ‘I’M,S(V)j‘I’M,s(V')j”
=1
(144)

Note that for fixed S, Mis, and v s, Um,s(V); is a function of v\ (n,s), namely U s vy s (V\(m,8));-
For ease of notation, denote this function as ¢(V\(M, 5)). We have:

r—|S|
EM\s vy Y ans) K 11 (VM,\s)i(Vi\a,\s)z) ‘I’M,S(V)j‘I’M,s(V’)j]
=1
r—|S|
= EM\S,V\M}S),V'\(M& [( H (VM,\s)i(Viv[,\s)z)¢(V\(M,8))¢(V/\(M,s))]
i=1
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= EMysvions) Vi sy [hM,\S(V\(M,S))hM,\S(VI\(M,s)W(V\(M,S)W(VI\(M,S))]

= B M08 g 151 wagga- s {hB(u)hB(U,W(UW(u')

r—|S]|

=Eg s [(hB, ¢>z24d|3] (145)

where hyp\s is the sparse parity task on input bits specified by M\s, hp is the sparse parity task
(d—|S)x(r—|S])

on input bits specified by B € @{0 1} , and
(hB, )ya-ist = Eygyya-isi b (0)3(u)] (146)
Note that (145) is exactly the variance of the task distribution Mf:l‘gll with respect to the function

d—|S|

1. Since MT_‘ S| is a uniform distribution over (“HS‘

T_|S|) orthonormal tasks, and sup, [¢(u)| < 1, we

have by Parseval’s identity:

1 supy, [¢(u)| 1
2 _
EBNMj:El\ |:<hB,¢>udS:| G > (hB, )ya-1s1 < (;—\SI) < ) (147)
r=I5l) Beoi-lshx-is r—|S| r—|S|

Please see Section 4.1 of [43] for more details. Now combining (147) with (145) and (144), we obtain
via Cauchy-Schwarz:

. 2
EMEy v/ (H(Mv)i(MV/)i> ‘I’M,S(V)j‘I’M,S(V/)j]
i=1 " ,
< EMg,vasvirs [(H(VM,S)i(VM,g)i) ]
=1

r—|S| 2
X EMs vm,s vin s [(EM\S’V\(MvS)’v/\(M,S) [( H (VMy\S)i(ViVL\S)i> quﬁ(V)j\IfMﬁ(V,)j]) ]

=1

|S| 2
1
SEMS»VM,S7V£\/I,S [(H(VM,S)i<Vi\/I,S)i) ] X d—|SN\2
=1 (r_|5\)
< 1
G
r—|S]
Therefore, returning to (143), we obtain
Ent [[VaLat(0, Unrs)|2] < — (148)
M alt/M\Y, ¥M,S/||2] = d—|S| P}
(r—|$|)
thus
VR
Em [HVaLM(O7\pM,5)H2] < d—1S] (149)

(Cls) — (oeh)
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where the last inequality follows since S € S;. Combining this with (141) and (142) yields that for
any S € S,

vVmB
max  min  Ly(a, Uns) > 1— o, (150)
MEoiss, i< (5
completing the proof. O
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D Distributions That Satisfy Assumption 2.1

Lemma D.1. The task link function distribution T,y satisfies Assumption 2.1.

Proof. The set of all functions T,y := {g : H" — {—1,1}} has a bijection with the power set
on H", denoted by Par, where each element of Pyr is paired with the positive inverse set (i.e.
{z € H" : g(z) = 1}) for some function g € Toy. So, sampling uniformly from 7y is equivalent
to sampling uniformly from Psr, which is equivalent to the following procedure: for all z € H",
independently assign z to Bin 1 (the ‘keep’ set) with probability 0.5 and Bin 2 (the ‘discard’ set)
with probability 0.5. If z # 2, it is equally likely that z and z’ are in the same bin as they are in
different bins, completing the proof. O

Lemma D.2. The task link function distribution Ty, satisfies Assumption 2.1.

Proof. First note that there are ({) subsets of [r] of size 0, (}) subsets of [r] of size 1, and so on, thus

there are () + (}) +--- + (1) = 2" sparse parity tasks in total. Let dg(v,v') = Y71 x{vi # v}
be the Hamming distance between two Boolean vectors of length r. If dg(v,v’) = 0, then clearly

gi(v) =gi(v') for all g; € T.

On the other hand, if dy(v,v’) =« for any v € {1,...,r}, then v and v’ share the same values
for r — =y coordinates, so must share the same label on all sparse parity tasks on subsets of these
coordinates, of which there are 2”7 = 2"~7(J). Next, there are 2”7 x (]) sparse parity tasks on
one coordinate on which v and v’ differ and other coordinates on which v and v’ agree. Since
these tasks are sparse parities on a set of coordinates on which v and v’ differ on an odd number of
coordinates, g;(v) # gi(v') for each of these 2"~7 x (7) tasks. Similarly, there are 2"~7 x () tasks
on two coordinates on which v and v’ differ, and since two is even, g;(v) = g;(v’) for all such tasks.
Extrapolating this argument, if 7 is even, then there are 2"7((J) + (3) +- - -+ @)) =2r—yv—l = or-t
tasks for which g;(v) = g;(v'), and 27((}) + (3) +---+ (7)) = 2777271 = 27~ tasks for which

1 3 y—1
9i(v) # gi(v'). Likewise, if 7 is odd, there are 2"~ 7((J) + (3) + -+ + (,yzl)) = 27! tasks for which
gi(v) =gi(v)),and 27 7((7) + (3) + - + (711)) = 27! tasks for which g;(v) # ¢;(v'). O
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E Informal Extension to Regression

In this section, we show informally that our insights also apply to multi-task regression. In the
regression setting, the global loss is given by (consider infinite samples per task, and ignore the bias
parameters for simplicity):

T

A
Lreg(W,a1,...,ar) = = ;Ex[(an(WX) — fi(x))?] + TWIIWII%

For any fixed W, the optimal a; is a¥(W) = Ex[o(Wx)o(Wx) |7 Ex[fi(x)o0(Wx)], which is an
average of the current features weighted by labels (as in the classification case we study), that is now
additionally multiplied by the normalizing matrix Ex[o(Wx)o(Wx)T]7!. Note that this optimal

*

af(W) can be attained by one step of gradient descent.

K2

Let Zw := Ex[oc(Wx)o(Wx)"]. Substituting the optimal a}(W)’s from above into the loss, we
have

T
LaelW) = 57 3| (B0 (W] Sl (W) — £i(0)°) -+ 23 IWIE

— % Z Ex [fi(x)U(Wx)]TEQ\}EX [J(WX)U(WX)T] EG&EX[']CZ‘(X)O'(WX)]

T
=1

—2Bx[f;(x)0 (Wx)] " S Ex[fi(x)o (Wx)] + Ex[f7(2)] + )\TWIIWII%

T
1 Aw
= o Y B 00 (W] S B0 (W] + Ex7260)] + 22 [W
=1

1 _ Aw

~ 3B [mx, x)o(Wx) " By o(Wx')| + X W5+

where, as in the classification case, B(x,x’) := % LS fi(x) fi(x'), and here, ¢ : = o= S By [f2(%)]
is a constant independent of W. This loss is very similar in form to the pseudo-contrastive loss we
derived in (11) for the classification case: we again have the negative average of 5(x,x’) times a
proxy for the similarities between the representations of x and x’. For L,c; to encourage learning
the ground-truth features, 5(x,x’) must be a proxy for the similarity of the ground-truth features of
x and x’.

This is a reasonable condition for the following reason: suppose the tasks are normalized such
that Eror[f(x)] = 0 and Epor[f%(x)] = v? for all z. Then in the limit T — oo, B(x,x') =
V?E s r[f(x)f(x')] is proportional to the correlation between the labels of # and 2/, which we expect
to be a proxy for the similarity between the ground-truth features of z and z’. Intuitively, inputs
with similar ground-truth features should have more correlated labels (across tasks) than inputs
with dissimilar ground-truth features.

b e
for f(x) = sin(h'sign(Mx)), where f ~ T is induced by drawing h ~ A(0,,I,). Then for all x,

Consider for example f(x) = sin( ) (the following argument would also hold analogously
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Eforlf(x)] =0 and Efor[f%(x)] = v? for some v > 0, and, with 7" = oo,

Mx Mx/
, 9 . T . T
— VR, h' h T
Bx,x') VEfT {SID( HMXI2> Sm( |ny'||2>]
2 Mx Mx/ Mx Mx/
_ Y ' _ h'
5 h[COS< (||Mx|]2 HMX’Hz)) ( <|Mx|2+ HMX'!|2>>]

S Eeon | <H o
= ~ COS
g NOD Mx[l2  [|Mx'[]5

a V2 H Mx/
= — |exp
4 Mx[l  [[Mx[|

XI
z
)7 s+ o)
2

2
Mx/
/2| —exp H + /2
2 IMx|lz ~ [[Mx/||2 |,
b Ve

—— (exp (cossim(Mx, Mx')) — exp (—cossim(Mx, Mx')))

where a follows by a Gaussian integral calculation.

Observe that the expression in the RHS of b is monotonically increasing in the cosine similarity of
the ground-truth features of x and x’, as desired. Therefore, ﬁreg encourages aligning the normalized
representations of pairs of inputs (i.e., making U(WX)TEQ‘}J(WX’) large) that have similar ground-
truth features (cossim(Mx, Mx’) ~ 1), and encourages the normalized representations of pairs of
points with dissimilar ground-truth features (cossim(Mx, Mx') &~ —1) to also be dissimilar (i.e.,
making o(Wx) "3 0(Wx') small). The same intuitions hold if E¢r[f(x)] = p # 0 for all z.
So just as in the classification setting, Ereg(W) again behaves as a pseudo-contrastive loss that
encourages recovering the ground-truth representation. Here, since 3(x,x’) is smooth, we may refer
to ﬁreg as a “soft” contrastive loss.

Please see Tables 1 and 2 in Section F for empirical results verifying this conclusion.
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Representation Learning Error vs # Tasks

- T=1
T=4

Role of Task Distribution Imbalance
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Figure 2: Representation learning error. (Left) Version of Figure 1 showing the benefit of
pretraining with additional tasks that includes the standard deviations (shaded regions) of each
statistic around the plotted means over 10 trials. Note that d = 32,r = 3 and all cases use the same
total number of samples. (Right) Representation learning error vs number of training iterations
when tasks are sampled from either 75, (‘Uniform Distribution’) or a skewed distribution over the
support of Tsp. (‘Skewed Distribution’). In this case d = 32,7 =4 and T' = 32.

F Numerical Simulations

In this section we verify our analysis with numerical simulations. We aim to both confirm that the
alternating stochastic-gradient descent algorithm for multi-task pretraining that we study recovers
the ground-truth representation and further explore the mechanisms by which it does so. To this
end, all experiments are conducted on synthetic data generated according to the model described in
Section 2. To generate M, we sample each of its elements independently from the standard normal
distribution, then orthonormalize its rows via a QR decomposition. All experiments use 7Ty, as
the distribution over task link functions. The pretraining algorithm is the pretraining algorithm
described in Section 2 but repeated for many iterations.

Benefit of training with many tasks. Figure 1 in Section 1 shows that increasing the number of
pretraining tasks improves representation learning, even though all cases in this experiment use the
same total number of samples. In particular, for each number of pretraining tasks 7', gradients for
each task are computed with n; = ngy = 1024/T fresh samples per iteration, so the more tasks, the
fewer samples per task. Representation learning error is measured using the metric from Theorem

o1 (WM [
3.2: p(M, W) := %

that of M (measured by ¢,(WM')) and the extent to which the row space of W lies only in that of
M (measured by o1 (WM])). Figure 1 shows the mean values of p(W*, M) across 10 independent
random trials, including independently sampled sets of pretraining tasks; Figure 2(Left) plots the
same results plus shaded regions indicating + one standard deviation across the 10 trials. Here
d=32,r=3, and m = 16.

This metric captures the extent to which the row space of W covers

Role of task distribution diversity. Figure 2(Right) motivates Assumption 2.1 by demonstrating
that the quality of the learned representation degrades with the diversity, or balancedness, of the
task distribution. Here we use d =32, r =4, T = 32, m = 16 and n; = ng = 16 (so larger r and
fewer total samples than in Figure 2(Left). ‘Uniform Distribution’ means the task link functions
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Performance After Linear Probing 030 Role of # of downstream training samples N
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Figure 3: Downstream task performance. (Left) Downstream task performance for multi-task
pretrained, single task, and random (‘No pretrained’) representations W with varying dimension d.
Unlike single task pretrained and the non-pretrained representations, the downstream performance
of representations trained with multiple tasks does not degrade with d. Note that for multi-task,
T = 16 +d and n; = ny = 16 and for single task, ny = ng = 16 x (16 4+ d), and r = 4 and
m = 16 in all cases. (Right) Downstream task performance for multi-task-trained representation
with T'= 32,d = 32,r = 3,n1 = no = 16 and m = 16, and with m = 32 for downstream linear
probing, with varying number of downstream training samples V.

are sampled from 7, as usual, and ‘Skewed Distribution’” means the link functions are sampled
from a non-uniform distribution over the set sparse parity tasks on 7 inputs as follows: (1) sample
|S;| from {0,1,...,r}, weighted by the number of sparse parity tasks on support sets of that size,
i.e. proportionally to the binomial coefficients (same as in sampling from 7sp.), (2) sample |S;]
elements without replacement from {1,...,r} weighted by [0.3,0.3,0.3,0.1], noting that r = 4 (this
step differs from sampling from 7., which would apply uniform weights to the r features). We
see that sampling tasks from the uniform distribution leads to much smaller representation learning
error than sampling from the skewed distribution, since the skewed distribution de-emphasizes one
feature ground-truth feature. Again the experiment is repeated over 10 independent random trials
and means and standard deviations are shown.

Generalization to downstream tasks. We also investigate whether learning an approximation
of the ground-truth representation leads to strong downstream performance. To evaluate the
downstream performance of a learned representation, we follow the same procedure from Section 2
by first randomly sampling /m neuron weights W from the multivariate standard normal distribution
and b and b from the uniform distribution on [~1073,1073]. Then, we run gradient descent on the
regularized empirical hinge loss on a fixed set of N samples to learn the last layer head, i.e. linear
probing. We run this gradient descent with step size n = 0.1 and fs—regularizer Aa = 0.01. After
this linear probing on N samples, we evaluate the performance of the returned classifier on a distinct
set of 1000 test samples for each task.

Figure 3(Left) plots the number of misclassified test samples after this linear probing with N = 32
training samples averaged across 10 randomly drawn tasks from 7, (M) with varying d. In particular,
for each value of d, we randomly generate an M, execute multi-task and single task pretraining on
task(s) drawn from 75 (M) to learn W, then execute linear probing with N = 32 samples for 100
iterations on the head of the random ReLLU network with m = 128 second-layer neurons generated
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Figure 4: More tasks isolate important features. From the discussion in Section 4, the
loss induced by multi-task training with task-specific heads as a function of the representation is
approximately L(W) ~ —Ey »[B(x,x")o(Wx) o(Wx')], where 8(x,x) = E;[f;(x)fi(x)] is the
average product of the labels of two points across tasks. This loss is pseudo-contrastive in that it
encourages representations of two points to be similar if and only if they share the same label on
most tasks (8(x,x’) &~ 1), which is equivalent to saying that they share important features. Here
we consider the gradient of £L(W) with respect to one neuron weight w;. The gradient takes the
form —Aw;, and we plot finite-task and finite-sample approximations of A. We set d = 16 and the
ground-truth features to be the first r = 4 coordinates of the data, i.e. M = [I4,04x12]. Roughly
speaking, if the finite-task approximation of (x,x’), namely % ZZ'T:1 fi(x) fi(x'), serves as a proxy
for whether x and x’ share ground-truth features, as does E;[f;(x)fi(x")], then the terms with x and
x’ having the same ground-truth features will dominate the loss, and these features themselves will
dominate A. The above plots confirm this; as the number of tasks T increases and % Z;[:1 fi(x) fi(x))
approaches B[ f;(x) f;(x')], A becomes dominated by its top 4-by-4 submatriz, i.c. A ~cMTM for a
scalar c. So, A behaves more like a projection onto the row space of M, as desired.
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from these trained W's, as well as a randomly generated W (‘No pretraining’), on each of 10 new
downstream tasks sampled from 7, , and save the average percentage of misclassified samples. We
repeat this process end-to-end 10 times, and plot mean and standard deviations across these 10
trials. Again we use m = 16 neurons and execute pretraining for 1600 rounds. To mitigate the effect
of representation learning error, we scale T with d for multi-task pretraining, specifically T'= 16 + d.
For fair comparison with single task pretraining, we scale n; and ne with d for the single task case,
specifically ny = ng = 16 x (16 + d) for single task, whereas ny = ng = 16 for multi-task. While
the percentage of misclassified samples grows with d for single and no pretraining, it does not for
multi-task pretraining. This confirms that multi-task pretraining reduces the effective dimension
of the downstream task from d to r, unlike single task pretraining, which effectively confers no
downstream benefit as it performs similarly to no pretraining.

Figure 3(Right) explores the role of N in downstream performance. Here we pretrain a single W on
T = 32 tasks from 7. for 1600 rounds with d = 32,7 = 3,n1 = ny = 16, and m = 16. Then we
execute linear probing for 200 iterations on the random three-layer ReLU network with first-layer
weights W. We fix either m = 32 and vary N. The results shown are the mean and standard
deviation of the percentage of misclassified test samples across 25 tasks drawn from 7, with 5000
test samples used per task. The classification accuracy improves with N, as predicted by Theorem
3.3, and even reaches perfect test classification accuracy (when N = 128).

The role of head updates. Next, we explore why multi-tasking leads to better feature learning. We
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are motivated by our discussion in Section 4 regarding the similarity of the multi-task loss induced
from updating the task-specific heads to a constrastive loss [14], which encourages representations that
align points sharing semantic meanings and dis-align arbitrary points. Recall that in the population
setting, the multi-task loss is approximately of the form of —Ex y [ﬁ(x,x’)a(Wox’)Ta(Wox)],
where (x,x") = E;[fi(x) fi(x")] is a scalar that either encourages the representation to align x and
x' (if B(x,x") &~ 1) or not (if B(x,x’) < 1). The intuition is that B(x,x’) ~ 1 if and only if x
and x’ share the same label on most tasks and thereby share important features. The gradient of
Exx [B(x,x)o(WX')To(W'x)] with respect to one neuron weight w; is of the form Aw; where

A = Ey v [B(x, X/)O'/(WJ-TX)O'/(W]-TX/)X(XI)T] :

See Appendix A for a rigorous derivation. In Figure 4 we plot finite-sample estimates of A with
varying numbers of tasks 7' drawn from 7, (M), where here M = [L4, 04x12] for ease of visualization.
We use d = 16,7 = 4 and n; =no=100. We repeated each computation 10 times for each value T,
each with independent draws of w;, T tasks, and nj+ng samples per task, and plotted the matrix

. . o1 (AMI)
A matrix that achieved the smallest value of p(A, M) = o (AMT)

shows that as the number of tasks increases, the finite-task approximation of 3(x,x’) increasingly
acts like an indicator for whether x and x’ share the same ground-truth features, evidenced by A
approaching MM = [I4,04x12; 012x4, 012x12] . Thus, A acts increasingly like a projection onto the
row space of M as T increases.

among these 10 trials. Figure 4

To further assess the importance of adapting the heads to each task, Figure 5(Left) compares
the representation learning performance of the multi-task pretraining algorithm we study along
with a modified version that learns only one shared head across all tasks. In particular, W and a
are updated simultaneously on each iteration by averaging the task-specific gradients. Since this
algorithm does not involve task-specific head adaptation prior to the update of the representation,
it does not induce a feature-learning-encouraging contrastive loss, and therefore does not lead to
learning the ground-truth features. In this case d = 16,7 = 2,m = 8,n1 = no = 16, and vy = 0.001
(note increasing vy does not improve the performance of single-head training).

Finally, Figure 5(Center) plots the dynamics of Mw; for four neuron weights w; during multi-task
pretraining with 7= 25, » = 2, d = 8, m = 4 (and task-specific heads). The projections Mw; fan
outwards from the origin and remain roughly isotropic in the row space of M. Conversely, Figure
5(Right) shows that the projections of w; onto the first two rows of M| contract towards the origin
for each of the four neurons, as desired.

Extension to relaxed version of Assumption 2.1 and regression. We empirically verify that
the special cases of the new, weaker condition discussed above result in learning the ground-truth
features. We also evaluate whether optimizing the loss derived in the regression setting also leads
to recovering the features. All cases consider T" = oo for simplicity. In particular, the settings we
consider are:

1. The standard hinge-loss classification setting with

B(x,x)

_ {1 if sign(Mx) = sign(Mx') (151)

0 o/w ’

for various choices of §.
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Figure 5: (Left) Training with a single head, i.e. a; = as = ... = ap = a, fails to recover the
ground-truth representation, as this does not induce an appropriate contrastive loss. (Center)
During multi-task pretraining with task-specific heads, the projection of four neurons onto the
r=2-dimensional ground-truth subspace fan outwards from the origin such that they remain large
and isotropic in this space, whereas (Right) their projections onto the spurious subspace contract
towards the origin.

2. The standard hinge-loss classification setting with

2
B(x,x") =1 — = arccos (cossim(Mx, Mx')) .
T

3. The regression setting from Section E with

B(x,x’) = exp (cossim(Mx, Mx')) — exp (—cossim(Mx, Mx')) .

To focus on the role of f(x,x’), we run SGD with a batch size of 10 (x, x') pairs on the loss £ for the
classification cases, and SGD with a batch size of 10 (x,x’) pairs on the loss ljreg for the regression
case. We set d = 10, r = 2, M = [I, 02xs], and m = 6. In the regression case, we used 10 i.i.d.
samples each round to approximate 3vw. We do not differentiate through functions of W that arise

from solving for the optimal af(W)’s. We use the same hyperparameters in all cases (learning rate
WHI;—MT™™M WM™

UI(G'T(V(V?MTM) D) and 72§th71\4§ every 5000

rounds of training over 20000 rounds. All values are means plus or minus standard deviation over 5

independent random trials.

= 0.005, regularization parameter = 0.1). We evaluate

We can see that in all cases, W becomes approximately a rank-r matrix whose row space aligns with
the row space of M, and whose projection onto the row space of M is well-conditioned, confirming
recovery of the ground-truth features. As expected, the convergence is slower for larger values
of § in Case 1, since the loss £L(W) puts lets of an incentive on increasing the representation
similarity of positive pairs ((x,x’) : sign(Mx) = sign(Mx')) relative to the similarity of negative
pairs. Nevertheless, all values of § result in a representation tending towards the ground-truth.

We can see that in all cases, W' becomes approzimately a rank-r matriz whose row space aligns with
the row space of M, and whose projection onto the row space of M is well-conditioned, confirming
recovery of the ground-truth features. As expected, the convergence is slower for larger values
of § in Case 1, since the loss £L(W) puts lets of an incentive on increasing the representation
similarity of positive pairs ((x,x’) : sign(Mx) = sign(Mx')) relative to the similarity of negative
pairs. Nevertheless, all values of § result in a representation tending towards the ground-truth.
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o (WH1;,-MTM))
o (WIMTM)
are means plus or minus standard deviation over 5 independent random trials.

Table 1: Subspace learning error ( ) vs number of training iterations ¢. All values

t=0 t =200 t =400 t = 600 t = 800
(1)5=0 2.294+0.72 0.784+0.26 0.242+0.089 0.0947 £0.029  0.796 4+ 0.025
(1) §=0.1 2.29+£0.72 0.879 +0.29 0.308 £ 0.11 0.116 2 0.031  0.0825 £ 0.018
(1) 6=0.5 229+£0.72 1.35+0.38 0.807 £0.23 0.450 £ 0.12 0.250 £ 0.60
(2) LINEAR TAsks 2.294+0.72 0.323+0.11 0.0761 +£0.021 0.0665 4+ 0.031  0.0581 4 0.012
(3) REGRESSION 2.95+0.89 0.382£0.23 0.268 £ 0.080 0.218 £0.038 0.421 + 0.266
T
Table 2: Condition number of W' in ground-truth subspace (%) vs number of training

iterations ¢. All values are means plus or minus standard deviation over 5 independent random trials.
The closer the condition number is to 1, the better.

t=0 t = 200 t = 400 t = 600 t =800
=0 1.454+0.28 1.37£0.23 1.34 £0.22 1.30+£0.25 1.29£0.33
=0.1 1.454+0.28 1.38+£0.23 1.35£0.30 1.30+0.20 1.24+£0.22
0.5 1.45+0.28 1.40+£0.21 141+0.14 1.34+£0.14 1.25+0.12

INEAR TASKS 1.45+£0.28 1.43+0.25 1.44+0.24 145+£0.29 1.45+0.29
REGRESSION 1.83+0.41 1.05+£0.041 1.07+0.031 1.03+0.011 1.11+0.11

Separation between training with a fully-informative single task and multi-tasking.
Finally, we empirically verify the improved sample complexity of multi-tasking vs single-tasking in
the same setting as Figure 1 (whose full version is Figure 2 in this Appendix F) with T" € {1, 16},
but always using the full sparse parity task as the single training task in the T' = 1 case, unlike
the figure in in the paper, in which tasks were drawn from 75, in all cases. In each case we vary
n = n1 = ngy, where ny is the number of samples used per batch to compute the gradient with
respect to the head a and ns is the number of samples used per batch compute the gradients with
respect the neuron weights W and bias b. We use d = 32,7 = 3 and m = 16 neurons. All cases
use Gaussian initialization. We alternate between updates of the head and representation, as we
did not observe any significant change in performance by running simultaneous updates of the
head and representation for the single-task case. Learning rates and regularization parameters were
tuned separately for 7= 1 and T = 16, resulting in (n = 0.01, Ay, = 0.05, A4 = 0.5) for T'=1 and
(n=0.5,A\w = 0.05,\4 = 0.5) for T'= 16. We run 5 independent random trials for 800 iterations

and plot means plus or minus standard deviations. As in Tables 1 and 2, we evaluate the subspace
o1 (WHI,—MTM))
o (WEM T M)

in Table 3 and the condition number of the learned representation in

% in Table 4. We can see that for all n, multi-tasking leads

to a representation that is much closer to a projection onto the ground-truth subspace, achieving
10 — 100x smaller subspace learning error and approximately 5x smaller condition number in the
ground-truth subspace than single-task training on the full parity task.

learning error

the ground-truth subspace

Additional hyperparameters. Unless otherwise noted, we used Ay = 0.05, Ay = 0.5 and n = 0.1
(learning rate for both a; and W). after tuning each parameter in the set {0.01,0.05,0.1,0.5,1},
separately for single task and multi-task cases, unless r = 4. We tuned 1y, € {0.001,0.01,0.1,1}, and
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o (WH1;,-MTM))
o (WIMTM)
are means plus or minus standard deviation over 5 independent random trials.

Table 3: Subspace learning error ( ) vs number of training iterations ¢. All values

t=20 t =200 t =400 t = 600 t =800

n=238 289+0.36 2.86+0.36 2.80£0.39 281+0.38 2.86=+0.37
,n =64 289+0.36 287+0.37 281£037 280+0.37 2.84+0.34
n=>512 289+£0.36 286+036 280+037 279+£0.37 283%£0.35

6,n =8 289+0.36 0.50+£0.33 0.27£0.03 0.26+0.02 0.27+0.03
6,n=64 289+036 0.23+£0.14 0.08%£0.01 0.084+=0.01 0.08£0.01
6,n =512 289+0.36 0.11+£0.07 0.03£0.01 0.03+0.01 0.03+£0.01

NNNNNN
I
e e N e

o1 (WMTM)
or(WIMT M)
iterations ¢. All values are means plus or minus standard deviation over 5 independent random trials.
The closer the condition number is to 1, the better.

Table 4: Condition number of W' in ground-truth subspace ( ) vs number of training

t=20 t =200 t =400 t = 600 t =800

n=3_§ 1.72+0.25 1914+0.13 2.60£0.36 3.94+1.08 6.72+2.81
,n =064 1.72+0.25 1.924+0.13 259£035 3.98+£1.08 6.70+2.61
n =512 1.72+0.25 1.924+0.13 257£036 3.93+1.08 6.61+2.63

11
e e e e

6,n = 1.72+0.25 263+£189 131£022 1.27+0.18 1.27+0.19
6,n=64 1.72+025 338+268 131+£028 125+0.21 1.23£0.18
6,n =512 1724025 338+269 132+£030 1.26+0.23 1.244+0.20

R e e e R

used vy = 0.01 for » < 3, unless otherwise noted. For r = 4, we found that setting Ay, = 0.1 and
vw = 0.001 improved performance, but did not see improvement by changing the other parameters,
so kept them the same. We used a smaller learning rate of 0.001 for the bias in all cases, although
we reset the bias randomly before downstream evaluation.
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