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Abstract

We study the differentially private (DP) empirical risk minimization (ERM) problem under the

semi-sensitive DP setting where only some features are sensitive. This generalizes the Label DP

setting where only the label is sensitive. We give improved upper and lower bounds on the excess

risk for DP-ERM. In particular, we show that the error only scales polylogarithmically in terms of

the sensitive domain size, improving upon previous results that scale polynomially in the sensitive

domain size (Ghazi et al., 2021).

Keywords: Differential Privacy, Semi-sensitive Features, Label Differential Privacy, Convex Opti-

mization

1. Introduction

In empirical risk minimization (ERM) problem, we are given a dataset D = {xi}i∈[n] ∈ X n and

a loss function ℓ : W × X → R and the goal is to find w ∈ W that minimizes the empirical

risk L(w;D) := 1
n

∑

i∈[n] ℓ(w;xi). The excess risk is defined as L(w;D) − minw′∈W L(w′;D).
Often, the dataset might contain sensitive data, and to provide privacy protection, we will use the

notion of differential privacy (DP) (Dwork et al., 2006). ERM is among the most well-studied

problems in the DP literature and tight excess risk bounds are known under assumptions such as

Lipschitzness, convexity, and strong convexity (e.g., Chaudhuri et al. (2011); Kifer et al. (2012);

Bassily et al. (2014); Wang et al. (2017); Bassily et al. (2019); Feldman et al. (2020); Gopi et al.

(2022)).

In most of these studies, each xi is assumed to be sensitive. However, in several applications,

such as online advertising, it can be the case that xi consists of both sensitive and non-sensitive

attributes. This can be modeled by letting X = X pub×X priv where X pub is the domain of the non-

sensitive features and X priv is the domain of the sensitive features. We will also write each example

x as (xpub, xpriv) where xpub ∈ X pub and xpriv ∈ X priv. Here, our only aim is to protect xpriv;

in terms of DP, this means that we allow two neighboring datasets to differ only on the sensitive
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features of a single example. We refer to this DP notion as semi-sensitive DP. (See Section 2.1 for

a more formal definition.) Our definition is identical to the ones considered by Chua et al. (2024);

Shen et al. (2023); a related notion has been considered recently as well (Krichene et al., 2024). To

avoid confusion, we refer to the standard DP notion (where a single entire example can be changed

in neighboring datasets) as full DP. Throughout, we use k to denote the size of the domain for

private features, i.e., k = |X priv|.
The semi-sensitive DP model generalizes the so-called label DP (Ghazi et al., 2023) where the

only sensitive “feature” is the label.1 In our language, Ghazi et al. (2021) give an ε-semi-sensitive DP

algorithm for convex ERM (under Lipschitzness assumption) that yields an expected excess risk of

Õ
(

k
ε
√
n

)

; for (ε, δ)-semi-sensitive DP, they achieve an expected excess risk of Õ

(√
k log(1/δ)

ε
√
n

)

.

Complementing these upper bounds, they also provide a lower bound of Ω
(

1
ε
√
n

)

against any (ε, δ)-

semi-sensitive DP. An interesting aspect of these bounds is that they are dimension-independent;

meanwhile, for full DP, it is known that the expected excess risk grows (polynomially) with the di-

mension of W (Bassily et al., 2014). Despite this, the results from Ghazi et al. (2021) leave a rather

large gap in terms of k: the upper bounds have a polynomial dependence on k that is not captured

by the lower bound.

1.1. Our Contributions

The main contribution of our paper is to (nearly) close this gap. In particular, we show that the

dependency on k is polylogarithmic rather than polynomial, as stated below.

Theorem 1 (Informal; see Theorem 18) For ε ≤ O(log 1/δ), there is an (ε, δ)-semi-sensitive DP

algorithm for ERM w.r.t. any G-Lipschitz convex loss function with domain radius R that has

expected excess empirical risk Õ

(

RG ·
4
√

log(1/δ)·log k√
εn

)

.

Theorem 2 (Informal; see Theorem 33) For ε ≤ O(log k), any (ε, o(1/k))-semi-sensitive DP al-

gorithm for ERM w.r.t. any G-Lipschitz convex loss function with domain radius R has expected

excess empirical risk at least Ω
(

RG ·min
{

1,
√
log k√
εn

})

.

Notice that the dependency on k is essentially tight for δ = 1/k1+Θ(1). It remains an interesting

open question to tighten the bound for a wider regime of δ values.

When the loss function is further assumed to be strongly convex and smooth, we can improve

on the above excess risk and also provide a nearly tight bound in this case.

Theorem 3 (Informal; see Theorem 19) For ε ≤ O(log 1/δ), there is an (ε, δ)-semi-sensitive DP

algorithm for ERM w.r.t. any G-Lipschitz µ-strongly convex λ-smooth loss function that has ex-

pected excess empirical risk Õ

(

G2

µ ·
√

log(1/δ)·log k·log(λ/µ)
εn

)

.

Theorem 4 (Informal; see Theorem 34) For ε ≤ O(log k), any (ε, o(1/k))-semi-sensitive DP al-

gorithm for ERM w.r.t. any G-Lipschitz µ-strongly convex µ-smooth loss function has expected

excess empirical risk at least Ω
(

G2

µ ·min
{

1, log kεn

})

.

1. In our formulation of ERM, there is no distinction between a label and a feature; indeed, the two models are equiva-

lent.
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ON CONVEX OPTIMIZATION WITH SEMI-SENSITIVE FEATURES

Finally, our techniques are sufficient for solving multiple convex ERM problems on the same input

dataset, where the error grows only polylogarithmic in the number of ERM problems:

Theorem 5 (Informal; see Theorem 18) For ε ≤ O(log 1/δ), there is an (ε, δ)-semi-sensitive DP

algorithm for m ERM problems w.r.t. any G-Lipschitz convex loss function with domain radius R

that has expected excess empirical risk Õ

(

RG ·
4
√

log(1/δ)·log k
√
logm√

εn

)

.

Theorem 6 (Informal; see Theorem 19) For ε ≤ O(log 1/δ), there is an (ε, δ)-semi-sensitive DP

algorithm for m ERM problems w.r.t. any G-Lipschitz µ-strongly convex λ-smooth loss function

that has expected excess empirical risk Õ

(

G2

µ ·
√

log(1/δ)·log k·log(mλ/µ)

εn

)

.

In the full DP setting, this problem was first studied by Ullman (2015). The error bound was im-

proved by Feldman et al. (2017), but their bound still depends polylogarithmically on the dimension

d. By removing this dependency, our theorem above improves upon the bounds of Feldman et al.

(2017). We note, however, that Feldman et al. (2017) also give bounds for the ℓp-bounded setting

for any p 6= 2, but, for simplicity, we do not consider this in our work.

1.2. Technical Overview

In this section, we briefly discuss the techniques used in our work.

Answer Linear Vector Queries. The key ingredient of our work is an algorithm that can answer

online linear vector queries. Such a query is of the form f : X → Bd
2(1) where Bd

2(1) denotes

the (Euclidean) unit ball in d dimensions, and our goal is to approximate f(D) := 1
n

∑

i∈[n] f(xi).
There can be up to T online queries (i.e., we have to answer the previous query before receiving the

next).

The case d = 1 is often referred to as linear queries. In this case, in the full DP setting, Hardt and Rothblum

(2010) introduced the “Private Multiplicative Weights” algorithm that has error polylog(|X |, 1δ )/
√
εn.

We extend their algorithm in two crucial aspects:

(i) We adapt the algorithm to the semi-sensitive DP setting and show that we can improve on

the error in this setting: the |X | term (size of the entire input domain) becomes k = |X priv| (size of

the sensitive features domain).

(ii) We show a natural way to handle d > 1. In this case, the error is now measured in the ℓ2-

error of the vector. Interestingly, we show that the error remains (roughly) the same in this setting

and is in fact dimension-independent. This is crucial for achieving dimension-independent bounds

in our theorems.

The algorithm of Hardt and Rothblum (2010) works by maintaining a distribution over all the

domain X . For each query, we (privately) check whether the current distribution is sufficiently

accurate to answer the query. If so, we answer using the current distribution. Otherwise, we apply a

multiplicative weight update (MWU) rule to update the distribution. The MWU rule depends on the

privatized true answer and the answer computed using the current distribution, where the former is

achieved via, e.g., adding Laplace noise. The crux of the analysis is that the privacy budget is only

charged when an update occurs. Finally, a standard analysis of MWU shows that there cannot be

too many updates.

To achieve (i), our algorithm maintains, for each example xi, a distribution over xprivi and applies

a multiplicative weight update. For (ii), we modify the update as follows. First, we privatize the true

3
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answer using the Gaussian mechanism. Then, we apply the MWU rule based on the dot product

of this privatized true answer and the value of each example. Crucially, our analysis shows that,

even though the total norm of the noise can be very large (growing with the dimension), it does not

interfere too much with the update as only the noise in a few directions is relevant.

From Answering Linear Vector Queries to Convex Optimization. By letting each query f be

the gradient of the loss function, our aforementioned algorithm allows one to construct an approx-

imate gradient oracle. By leveraging existing results in the optimization literature (d’Aspremont,

2008; Devolder et al., 2014, 2013), we immediately arrive at the claimed bounds.

Comparison to Previous Work. Feldman et al. (2017) show that approximate gradient oracle

can be accomplished via Statistical Queries (SQs). For the purpose of our high-level discussion,

one can think of SQs as just linear queries. Using this, they observe that the Hardt and Rothblum

(2010) algorithm can be used to solve convex optimization problem(s) with low error. We note that

this approach can be used in our setting, too, once we extend the Hardt–Rothblum algorithm to the

semi-sensitive DP setting with decreased error (i). However, this alone does not yield a dimension-

independent bound since the number of linear queries required still depends on the dimension. As

such, we still require (ii) to achieve the results stated here. Finally, we remark that vector versions of

MWU have been used in the DP literature before (e.g., Ullman (2015)). However, we are not aware

of its study with respect to the effect of Gaussian noise; in particular, to the best of our knowledge,

the fact that we still have a dimension-independent bound even after applying noise is novel.

Lower Bounds. Suppose for simplicity that ε = Θ(1). For the lower bound, we first recall the

construction from previous work (Ghazi et al., 2021), which is a reduction from (vector) mean es-

timation. Roughly speaking, they let the ith example contribute only to the ith coordinate and

let the sensitive feature (which is binary in Ghazi et al. (2021)) determine whether this coordinate

should be +1 or -1. They argue that any (ε, δ)-semi-sensitive DP algorithm must make an error

in determining the sign of Ω(1) fraction of the coordinates; this results in the Ω
(

1√
n

)

error for

mean estimation, which can then be converted to a lower bound for convex ERM via standard tech-

niques (Bassily et al., 2014). We extend this lower bound by grouping together O (log k) examples

and assign k common coordinates for them. The examples in each group share the same sensitive

feature, and it determines which of the k coordinates the examples contribute to. In other words,

each group is a hard instance of the so-called selection problem. This helps increase the error to

Ω

(

√

log k
n

)

.

2. Preliminaries

We use Bd
2(R) to denote the Euclidean ball of radius R in d dimensions, i.e., {y ∈ R

d | ‖y‖2 ≤ R}.

2.1. Differential Privacy

We recall the definition of differential privacy below.

Definition 7 (Differential Privacy, Dwork et al. (2006)) For ε, δ ≥ 0, a mechanism A is said to

be (ε, δ)-differentially private ((ε, δ)-DP) with respect to a certain neighboring relationship iff, for

every pair D,D′ of neighboring datasets and every set S of outputs, we have Pr[A(D) ∈ S] ≤
eε · Pr[A(D′) ∈ S] + δ.

4
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In this paper, we consider datasets consisting of examples with a sensitive and non-sensitive

part. More precisely, each dataset D is {xi}i∈[n] where xi = (xpubi , xprivi ) ∈ X pub × X priv.

Two datasets D = {(xpubi , xprivi )}i∈[n],D′ = {(x′pubi , x′privi )}i∈[n] are neighbors if they differ on

a single example’s sensitive part. I.e., xpubi = x′pubi for all i ∈ [n] and there exists i′ ∈ [n]

such that xprivi = x′privi for all i ∈ [n] r {i′}. We often use the prefix “semi-sensitive” (e.g.,

semi-sensitive DP) to signify that we are working with this neighboring relationship notion. Note

that, the lemmas below that are stated without such a prefix, hold for any neighboring relationship.

For the purpose of privacy accounting, it will be convenient to work with the zero-concentrated

DP (zCDP) notion.

Definition 8 (Dwork and Rothblum (2016); Bun and Steinke (2016)) For ρ > 0, an algorithm

A is said to be ρ-zero concentrated DP (ρ-zCDP) with respect to a certain neighboring relationship

iff, for every pair D,D′ of neighboring datasets and every α > 1, we have Dα(A(D)‖A(D′)) ≤
ρ · α, where Dα(P‖Q) denotes the α-Renyi divergence between P and Q.

We will use the following results from Bun and Steinke (2016) in the privacy analysis.

Lemma 9 (ρ-zCDP vs (ε, δ)-DP) (i) For any ε > 0, any ε-DP mechanism is (0.5ε2)-zCDP. (ii)

For any ρ > 0 and δ ∈ (0, 1/2), a ρ-zCDP mechanism is
(

ρ+ 2
√

ρ ln(1/δ), δ
)

-DP.

Lemma 10 (zCDP composition) If M is a mechanism is a (possibly adaptive) composition of

mechanisms M1, . . . ,MT , where Mi is ρi-zCDP, then M is (ρ1 + · · · + ρT )-zCDP.

2.2. Assumptions on the Loss Function

Throughout this work, we assume that the loss function ℓ is convex and subdifferentiable (in the first

parameter). Furthermore, we assume that it is G-Lipschitz; that is, |ℓ(w)− ℓ(w′)| ≤ G · ‖w−w′‖2.

There are also two additional assumptions that we use in our second result (Theorem 19):

• µ-strong convexity: ℓ(w) ≥ ℓ(w′) + 〈∇ℓ(w′), w − w′〉+ µ
2‖w − w′‖22.

• λ-smoothness: ∇ℓ is λ-Lipschitz, implying, ℓ(w) ≤ ℓ(w′)+〈∇ℓ(w′), w −w′〉+ λ
2‖w−w′‖22.

2.3. Concentration Bounds

We will now prove a lemma with respect to a “clipped” distribution. To do this, let us define the

clipping operation as follows. For ϕ ∈ R
d and c ∈ R>0, we let clipϕ,c : R

d → R
d be defined as2

clipϕ,c(u) =

{

u ·min{1, c/| 〈ϕ, u〉 |} if 〈ϕ, u〉 6= 0

u if 〈ϕ, u〉 = 0,

For convenience, for c > 0, we also define truncc : R → R to denote3 the function truncc(b) :=
b ·min{1, c/|b|}, i.e., a rescaling of b so that its absolute value is at most c.

The desired lemma is stated below. Although it might seem overly specific at the moment, we

state it in this form as it is most convenient for our usage in the accuracy analysis later (without

specifying too many extra parameters). Its proof is deferred to Appendix B.

2. In other words, u is scaled so that its ϕ-semi-norm is at most c.

3. Note that this coincides with clip1,c but we keep a separate notation for brevity and clarity.

5
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Lemma 11 Let P be any distribution over Bd
2(1) and µP := EU∼P [U ]. Let Z be drawn from

N (µZ , σ
2
ZId) for some σZ ∈ (0, 1], µZ ∈ Bd

2(2). Then, we have

Pr
Z

[∣

∣

〈

Z,EU∼P [clipZ,3(U)]− µP
〉∣

∣ > 2 exp(−0.1/σ2
Z )

]

< 2 exp(−0.1/σ2
Z).

3. Answering Linear Vector Queries with Semi-Sensitive DP

As mentioned in the introduction, we consider a setting similar to Hardt and Rothblum (2010) but

with two main changes: (i) we support semi-sensitive DP and (ii) each query in the family is allowed

to be vector-valued (instead of scalar-valued). We describe this setting in more detail below.

A (bounded ℓ2-norm) linear vector query is a function f : X → Bd
2(1), where d ∈ N. The value

of the function on a dataset D = {xi}i∈[n] is defined as f(D) := 1
n

∑

i∈[n] f(xi).

Online Linear Vector Query problem. In the Online Linear Vector Query (OLVQ) problem, the

interaction proceeds in T rounds. At the beginning, the algorithm receives the dataset D as the

input. In round t, the analyzer (aka adversary) selects some linear vector query ft : X → Bdt
2 (1).

The algorithm has to output an estimate et of ft(D). We say that the algorithm is (α, β)-accurate if,

with probability 1−β, ‖et−ft(D)‖2 ≤ α for all t ∈ [T ]. Finally, we say that the algorithm satisfies

(ε, δ)-semi-sensitive DP iff the transcript of the interaction satisfies (ε, δ)-semi-sensitive DP.

Our Algorithm. The rest of this section is devoted to presenting (and analyzing) our semi-sensitive DP

algorithm for OLVQ. The guarantee of the algorithm is stated formally below.

Theorem 12 For all δ, β ∈ (0, 1/2) and ε ∈ (0,
√

ln(1/δ)), there is an (ε, δ)-semi-sensitive DP

algorithm for OLVQ that is (α, β)-accurate for α = O

( 4
√

ln k·ln(1/δ)·
√

ln(Tn/β)+ln ln k+ln

(√
ln(1/δ)

ε

)

√
εn

)

.

As mentioned earlier, it will be slightly more convenient to work with the zCDP definition in-

stead of DP for composition theorems. In zCDP terms, our algorithm gives the following guarantee:

Theorem 13 For every ρ ∈ (0, 1), β ∈ (0, 1/2), there is a ρ-semi-sensitive zCDP algorithm for

OLVQ that is (α, β)-accurate for α = O

(

4
√

ln k
ρ

·
√

ln(Tn/β)+ln ln k+ln(1/ρ)
√
n

)

.

Note that Theorem 12 follows from Theorem 13 by setting ρ = 0.1ε2

log(1/δ) and applying Lemma 9(ii).

The presentation below follows that of Dwork and Roth (2014, Section 4.2) which is based on the

original paper of Hardt and Rothblum (2010) and the subsequent work of Gupta et al. (2012). We

use the presentation from the Dwork and Roth’s book as it uses a more modern privacy analysis

through the sparse vector technique, whereas Hardt and Rothblum (2010); Gupta et al. (2012) use a

more direct privacy analysis.

3.1. Linear Vector Query Multiplicative Update

First, we present the analysis of the multiplicative weight update (MWU) step for linear vector

query. This generalizes the standard analysis for scalar-valued query to a vector-valued one. Note

that this subsection does not contain any privacy statements, as those will be handled later.
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ON CONVEX OPTIMIZATION WITH SEMI-SENSITIVE FEATURES

The algorithm takes as input a “synthetic” (belief) distribution of the sensitive features for each

of the n examples. We write pℓi to denote the distribution for xprivi . Furthermore, we write pℓi(y) to

denote the probability that xprivi = y under pℓi . For pℓ = (pℓi)i∈[n] and a linear vector query f , we

write f(pℓ;D) as a shorthand for 1
n

∑

i∈[n]
∑

y∈Xpriv pℓi(y) ·f(xpubi , y). We may drop D for brevity

when it is clear from the context. The update is based on the difference between the estimated value

(which will be set as a noised version of the true answer f(D)) and f(pℓ). Since the noise can have

unbounded value, we “truncate” the dot product when using it to simplify the analysis (recall the

notion truncc from Section 2.3). The full update is stated in Algorithm 1.

Algorithm 1 MWUη,c(p
ℓ−1, f, v, ι;D) : MULTIPLICATIVE WEIGHT UPDATE (MWU) RULE

Input: Dataset D = {xi}i∈[n], pℓ−1 = (pℓ−1
i )i∈[n], a linear vector query f , estimated value v,

norm bound ι > 0
Parameters: Learning rate η > 0 and truncation bound c.
ϕ ← v − f(pℓ−1) ⊲ Difference between evaluated and estimated value

ϕ ← ϕ/ι
for i ∈ [n] do

for y ∈ X priv do

pℓi(y) ←
pℓ−1
i (y)·exp

(

η·truncc
(〈

ϕ,f(xpub
i ,y)

〉))

∑

y′∈Xpriv pℓ−1
i (y′)·exp

(

η·truncc
(〈

ϕ,f(xpub
i ,y′)

〉)) ⊲ Multiplicative Weight Update

end

end

return pℓ = (pℓi)i∈[n]

We now analyze this update rule. To do so, recall the notion clip from Section 2.3; it will be

convenient to also define the following additional notation:

f clip,ϕ,c(xpub, y) := clipϕ,c(f(x
pub, y)), f clip,ϕ,c(D) :=

1

n

∑

i∈[n]
f clip,ϕ,c(xi),

f clip,ϕ,c(pℓ;D) :=
1

n

∑

i∈[n]

∑

y∈Xpriv

pℓi(y) · f clip,ϕ,c(xpubi , y).

For readability, we sometimes drop ϕ and c from the notations above when it is clear from context.

For convenience, we separate the requirement for the MWU analysis into the following condi-

tion. The first item states that the error is sufficiently large, the second that the noise added to v is

sufficiently small, the next two assert that clipping does not change the function value too much (for

the true answer and that evaluated from the synthetic data pℓ−1, respectively), and the remaining

two state that ι is a good estimate for ‖f(D)− f(pℓ−1)‖2.

Condition 14 Suppose that η ≤ 1
c and the following hold:

(i) ‖f(D)− f(pℓ−1)‖2 ≥ (2c2 + 7)η,

(ii)
〈

f(D)− v, f(pℓ−1)− f(D)
〉

≤ η · ‖f(D)− f(pℓ−1)‖2,

(iii)
∣

∣

〈

v − f(pℓ−1), f clip(D)− f(D)
〉∣

∣ ≤ η2 ,

(iv)
∣

∣

〈

v − f(pℓ−1), f clip(pℓ−1)− f(pℓ−1)
〉∣

∣ ≤ η2,

(v) ι ≥ η,

7
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(vi) ι ≤ 2 · ‖f(D)− f(pℓ−1)‖2.

Under the above conditions, we show that the update cannot be applied too many times:

Theorem 15 (MWU Utility Analysis) Suppose that MWUη,c(p
ℓ−1, f, v, ι;D) is applied for ℓ =

1, . . . , L with the initial distribution being the uniform distribution (i.e., p0i (y) =
1
k for all i ∈ [n]

and y ∈ X priv) such that Condition 14 holds for all ℓ ∈ [L]. Then, it must be that L < ln k/η2.

Let the potential be Ψℓ := 1
n

∑

i∈[n] ln
(

1

pℓi(x
priv
i )

)

. The main lemma underlying the proof of

Theorem 15 is that the potential always decreases under Condition 14, which immediately implies

the proof since the potential satisfies Ψ0 = ln k and ΨL > 0.

Lemma 16 Assuming that Condition 14 holds, then Ψℓ−1 −Ψℓ ≥ η2.

To prove Lemma 16, we use the following two simple facts.

Fact 17 (i) For all x ∈ R, 1 + x ≤ exp(x). (ii) For all x ∈ (−∞, 1], exp(x) ≤ 1 + x+ x2.

Proof of Lemma 16 From the definition of clip and trunc, we have truncc

(〈

ϕ, f(xpubi , y)
〉)

=
〈

ϕ, f clip(xpubi , y)
〉

. In other words, the update rule can be rewritten as

pℓi(y) ←
pℓ−1
i (y) · exp

(

η ·
〈

ϕ, f clip(xpubi , y)
〉)

∑

y′∈Xpriv p
ℓ−1
i (y′) · exp

(

η ·
〈

ϕ, f clip(xpubi , y′)
〉) .

For brevity, let γℓi be the normalization factor
∑

y′∈Xpriv p
ℓ−1
i (y′)·exp

(

η ·
〈

ϕ, f clip(xpubi , y′)
〉)

for all i ∈ [n]. We have

Ψℓ−1 −Ψℓ =
1

n

∑

i∈[n]
ln

(

pℓi(x
priv
i )

pℓ−1
i (xprivi )

)

=
1

n

∑

i∈[n]

(

η ·
〈

ϕ, f clip(xi)
〉

− ln γℓi

)

= η ·
〈

ϕ, f clip(D)
〉

− 1

n

∑

i∈[n]
ln γℓi . (1)

By definition,
〈

ϕ, f clip(xi, y
′)
〉

≤ c. Thus, by our assumption that η ≤ 1/c, we can bound the

normalization factor γℓi as follows:

γℓi =
∑

y′∈Xpriv

pℓ−1
i (y′) · exp

(

η ·
〈

ϕ, f clip(xi, y
′)
〉)

(Fact 17(ii)) ≤
∑

y′∈Xpriv

pℓ−1
i (y′)

(

1 + (η ·
〈

ϕ, f clip(xi, y
′)
〉

) +
(

η ·
〈

ϕ, f clip(xi, y
′)
〉)2

)

≤
∑

y′∈Xpriv

pℓ−1
i (y′)

(

1 + (η ·
〈

ϕ, f clip(xi, y
′)
〉

) + c2η2
)

8
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= 1 + η ·
〈

ϕ,
∑

y′∈Xpriv

pℓ−1
i (y′) · f clip(xi, y

′)

〉

+ c2η2.

Applying Fact 17(i), we can then conclude that

ln γℓi ≤ η ·
〈

ϕ,
∑

y′∈Xpriv

pℓ−1
i (y′) · f clip(xi, y

′)

〉

+ c2η2.

Taking the average over all i ∈ [n], we thus have

1

n

∑

i∈[n]
ln γℓi ≤ η ·

〈

ϕ, f clip(pℓ−1)
〉

+ c2η2.

Plugging this back into Equation (1), we get

Ψℓ−1 −Ψℓ

≥ η ·
〈

ϕ, f clip(D)− f clip(pℓ−1)
〉

− c2η2

=
η

ι
·
(〈

ϕ, f clip(D)− f(D)
〉

+
〈

ϕ, f(pℓ−1)− f clip(pℓ−1)
〉

+
〈

ϕ, f(D)− f(pℓ−1)
〉)

− c2η2

(♠)

≥ η

ι
·
〈

ϕ, f(D)− f(pℓ−1)
〉

− (c2 + 2)η2

=
η

ι
·
(

‖f(D)− f(pℓ−1)‖22 −
〈

f(D)− v, f(D)− f(pℓ−1)
〉)

− (c2 + 2)η2

(�)

≥ η

ι
·
(

‖f(D)− f(pℓ−1)‖22 − η · ‖f(D)− f(pℓ−1)‖2
)

− (c2 + 2)η2

(♣)

≥ η

2 · ‖f(D)− f(pℓ−1)‖2
·
(

(2c2 + 7)η · ‖f(D)− f(pℓ−1)‖2 − η · ‖f(D)− f(pℓ−1)‖2
)

− (c2 + 2)η2

= η2,

where (♠) follows from Condition 14(iii),(iv) and (v), (�) follows from Condition 14(ii), and (♣)
follows from Condition 14(i) and (vi).

3.2. The Algorithm

We are now ready to describe our algorithm and prove Theorem 13.

Proof of Theorem 13 Algorithm 2 contains the description of our algorithm.

Privacy Analysis. For each fixed ℓ, the mechanism is exactly a composition of the AboveThresh-

old mechanism4 (Dwork and Roth, 2014, Algorithm 1), the Laplace mechanism with noise multi-

plier5 1
ε′ and the Gaussian mechanism with noise multiplier6 σ. The first is ε′-semi-sensitive DP

4. See Appendix A for more explanation on the AboveThreshold, Laplace, and Gaussian mechanisms.

5. The sensitivity of ‖ft(p
ℓ−1)− ft(D)‖2 with respect to semi-sensitive DP is 2

n
.

6. The ℓ2-sensitivity of f(D) with respect to semi-sensitive DP is 2
n

.

9
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Algorithm 2 PRIVATE VECTOR MULTIPLICATIVE WEIGHT (PVMW)

Input: Dataset D, (online) stream of linear vector queries f1, . . . , fT
Parameters: Privacy parameter ρ > 0, target accuracy τ , maximum number of MWU applications Lmax,

truncation bound c, budget split parameter ζ ∈ (0, 1).

σ ←
√

2Lmax

(1−ζ)ρ ⊲ Gaussian Noise Multiplier

ε′ ←
√

ζρ
Lmax

⊲ Privacy parameter for AboveThreshold and Norm Esimation

for i = 1, . . . , n do

p0i ← uniform distribution over X priv ⊲ Initial distribution

end

ℓ ← 1 ⊲ Counter for # of updates performed

Sample χℓ ∼ Lap
(

4
ε′n

)

⊲ Threshold noise for AboveThreshold

for t = 1, . . . , T do

while ℓ < Lmax do

Sample νt,ℓ ∼ Lap
(

8
ε′n

)

⊲ Query noise for AboveThreshold

if ‖ft(pℓ−1)− ft(D)‖2 + νt,ℓ ≥ τ + χℓ then

Sample zℓ−1 ∼ N (0, (2σ/n)2Id)
vℓ−1 ← ft(D) + zℓ−1

Sample ξℓ ∼ Lap
(

2
ε′n

)

ιℓ−1 ← ‖ft(pℓ−1)− ft(D)‖2 + ξℓ−1 ⊲ Difference Norm Estimation

pℓ ← MWUη,c(p
ℓ−1, ft, v

ℓ−1, ιℓ−1;D) ⊲ Multiplicative Weight Update

ℓ ← ℓ+ 1
Sample χℓ ∼ Lap

(

4
ε′n

)

⊲ Resample threshold noise

end

else
Break ⊲ Below threshold; estimated value is accurate enough

end

end

if ℓ ≥ Lmax then
Halt and return “FAIL”

end

else

return ft(p
ℓ−1) ⊲ Output estimate of ft(D)

end

end

(Dwork and Roth, 2014, Theorem 3.23) and, by Lemma 9(i) is thus (0.5ε′2)-semi-sensitive zCDP;

similarly, the Laplace mechanism is (0.5ε′2)-semi-sensitive zCDP. Meanwhile, the Gaussian mech-

anism is (2/σ2)-zCDP (Bun and Steinke, 2016). Thus, by the composition theorem (Lemma 10) for

a fixed ℓ, the mechanism is (0.5ε′2) + (0.5ε′2) + (2/σ2) = (ρ/Lmax)-semi-sensitive zCDP. Thus,

applying the composition theorem (Lemma 10) across all Lmax iterations, the entire algorithm is

ρ-semi-sensitive zCDP.

Utility Analysis. We set the parameters as follows: (i) ζ = 1
2 , (ii) c = 3, (iii) η to be the smallest

positive real number such that η >
1000 4

√

ln k
ρ

·
√

ln
(

nT ln k
ρβη

)

√
n

, (iv) τ = 16η, (v) Lmax = 1 +
⌊

ln k
η2

⌋

.

Note that we may assume w.l.o.g. that η ≤ 0.1 as otherwise the desired guarantee is trivial (i.e.,

the algorithm can simply outputs zero always).

10
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By the tail bound of Laplace noise (Lemma 31(i)), for a fixed ℓ ∈ [Lmax], the following holds

with the probability at least 1− 0.1β
Lmax

:

|χℓ| ≤
4

ε′n
· ln

(

20Lmax

β

)

≤ η, (2)

where the second inequality follows from our setting of parameters.

Similarly, for fixed ℓ ∈ [Lmax], t ∈ [T ], the following holds with probability at least 1− 0.1β
LmaxT

:

|νt,ℓ| ≤
8

ε′n
· ln

(

20LmaxT

β

)

≤ η, (3)

and, for a fixed ℓ ∈ [Lmax], the following holds with probability at least 1− 0.1β
LmaxT

:

|ξℓ−1| ≤ 4

ε′n
· ln

(

20Lmax

β

)

≤ η. (4)

Observe that, for a given pℓ−1,
〈

zℓ−1, ft(p
ℓ−1)− ft(D)

〉

is distributed as N (0, (σ′)2) for σ′ =
2σ
n · ‖ft(pℓ−1) − ft(D)‖2. Thus, by the Gaussian tail bound (Lemma 31(ii)) and our setting of

parameters, the following holds with probability 1− 0.2β
LmaxT

for fixed ℓ ∈ [Lmax], t ∈ [T ]:

〈

zℓ−1, ft(p
ℓ−1)− ft(D)

〉

≤ σ′ ·
√

2 ln

(

10LmaxT

β

)

≤ η · ‖ft(pℓ−1)− ft(D)‖2. (5)

Observe also that vℓ−1 − ft(p
ℓ−1) = ft(D) − ft(p

ℓ−1) + zℓ−1 is distributed as N (ft(D) −
ft(p

ℓ−1), (σ′′)2Id)where σ′′ = 2σ/n. By our choice of parameters, we have σ′′ ≤ 0.1/ log
(

10Lmax
βη

)

As a result, we can apply Lemma 11 with Z = vℓ−1 − ft(p
ℓ−1) and P being the uniform distribu-

tion over {ft(x1), . . . , ft(xn)}. This allows us to conclude that the following holds with probability

at least 1− 0.2β
Lmax

for every ℓ ∈ [Lmax]:

∣

∣

∣

〈

vℓ−1 − ft(p
ℓ−1), f clip

t (D)− ft(D)
〉∣

∣

∣
≤ 2 exp

(

− 0.1

(σ′′)2

)

≤ η2. (6)

Similarly, we can apply Lemma 11 with the same Z but with P being the distribution where each

(xpubi , y′) has probability mass
pℓ−1
i (y′)

n to conclude that the following holds with probability at least

1− 0.2β
Lmax

for every ℓ ∈ [Lmax]:

∣

∣

∣

〈

vℓ−1 − ft(p
ℓ−1), f clip

t (pℓ−1)− ft(p
ℓ−1)

〉∣

∣

∣
≤ 2 exp

(

− 0.1

(σ′)2

)

≤ η2. (7)

By a union bound, all of eqs. (2) to (7) hold for all ℓ ∈ [Lmax], t ∈ [T ] with probability at least

1− β. We assume that these inequalities hold throughout the remainder of the analysis.

From eqs. (2) and (3), if we break the loop, we must have

‖ft(pℓ−1)− ft(D)‖2 < τ + χℓ − νt,ℓ ≤ τ + 2η ≤ 18η.

11
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This means that whenever the algorithm outputs an estimate, it has ℓ2-error of at most 18η ≤

O

(

4
√

ln k
ρ

·
√

ln(Tn/β)+ln lnk+ln(1/ρ)
√
n

)

as desired. As a result, it suffices to show that the algorithm

never outputs “FAIL”.

On the other hand, if MWU is called, we must have

‖ft(pℓ−1)− ft(D)‖2 ≥ τ + χℓ − νt,ℓ ≥ τ − 2η ≥ 14η, (8)

implying Condition 14(i) (for v = vℓ−1, f = ft, c = 3). Moreover, eqs. (5) to (7) are exactly

equivalent to Condition 14(ii)(iii)(iv) respectively. Furthermore, by eqs. (4) and (8), we also have

ιℓ−1 = ‖ft(pℓ−1)− ft(D)‖2 + ξℓ−1 ≥ 14η − η = 13η,

and

ιℓ−1 = ‖ft(pℓ−1)− ft(D)‖2 + ξℓ−1 ≤ ‖ft(pℓ−1)− ft(D)‖2 + η < 2 · ‖ft(pℓ−1)− ft(D)‖2,

which mean that Condition 14(v)(vi) hold, respectively. In other words, Condition 14 holds.

From this, we may apply Theorem 15 to conclude that the number of applications of MWU is

less than lnk
η2

≤ Lmax. Thus, the algorithm never outputs “FAIL”. This completes the proof of the

accuracy guarantee.

4. From Online Linear Vector Queries to Convex Optimization

In this section, we prove our main results for convex optimization with semi-sensitive DP, as formal-

ized below. We note that here we formulate it as the problem of solving m linear queries problems

w.r.t. losses ℓ1, . . . , ℓm. The expected excess risk guarantee is for all of these m problems7.

Theorem 18 Suppose that the loss functions ℓ1, . . . , ℓm are G-Lipschitz and W1, . . . ,Wm ⊆
B2(R). For every δ ∈ (0, 1/2) and ε ∈ (0, ln(1/δ)), there is an (ε, δ)-semi-sensitive DP algo-

rithm for ERM problems w.r.t. ℓ1, . . . , ℓm with expected excess risk

O






RG ·

4
√

ln k·ln(1/δ)·
√

ln(mn)+ln ln k+ln

(√
ln(1/δ)

ε

)

√
εn






.

Theorem 19 Suppose that the loss functions ℓ1, . . . , ℓm are G-Lipschitz, µ-strongly convex, and λ-

smooth. For every δ ∈ (0, 1/2) and ε ∈ (0, ln(1/δ)), there is an (ε, δ)-semi-sensitive DP algorithm

for ERM problems w.r.t. ℓ1, . . . , ℓm with expected excess risk

O





G2

µ ·
√

ln k·ln(1/δ)·
(

ln(mnλ/µ)+ln ln(G/µ)+ln lnk+ln

(√
ln(1/δ)

ε

))

εn



.

As stated in the Introduction, these results are shown via simple applications of known opti-

mization algorithms with approximate gradients. The two cases use slightly different notion of

approximate gradients, which we will explain below.

7. We say that the expected excess risk is e if, for all i ∈ [m], we have E[Li(wi;D) −minw′∈Wi
Li(w

′;D)] ≤ e for

all i ∈ [m] where Li denotes the empirical risk and wi denotes the output of the algorithm for the ith instance.
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4.1. Convex Case via Approximate Gradient Oracle

For the convex case, we use the following definition of approximate gradient oracle.

Definition 20 (Approximate Gradient Oracle, d’Aspremont (2008)) For any convex function F :
W → R, an ξ-approximate gradient oracle of F provides g̃(w) for any queried w ∈ W such that

the following holds: | 〈g̃(w)−∇F (w), y − u〉 | ≤ ξ for all y, u ∈ W .

Under the above condition, standard gradient descent achieves a similar excess risk to the exact

gradient case except that there is an extra ξ term:

Theorem 21 (Feldman et al. (2017, Theorem 4.5)) For any G-Lipschitz convex function F : W →
R with W ⊆ B2(D) and any q ∈ N, there exists an algorithm that makes q queries to an ξ-

approximate gradient oracle and achieves an excess risk of O
(

DG√
q + ξ

)

.

We are now ready to prove Theorem 18.

Proof of Theorem 18 Let q = n2 and T = m · q. We simply run the algorithm from Theorem 21

for each i ∈ [m] and, for the tth query to approximate gradient oracle, we invoke algorithm from

Theorem 12 with fq(i−1)+t(x) = 1
G∇ℓi(w;x) and scale the answer back by a factor of G. From

Theorem 12, with probability 1 − β, this is an (2RG · α)-approximate gradient oracle for α =

O

( 4
√

ln k·ln(1/δ)·
√

ln(Tn/β)+ln ln k+ln

(√
ln(1/δ)

ε

)

√
εn

)

. When this occurs, Theorem 21 implies that the

excess risk is at most RG√
q + 2RG · α ≤ O(RG · α). With the remaining probability β, the excess

risk is still at most RG. Substituting β = 1/n, we can conclude that the expected excess risk of this

algorithm is at most O
(

1
n ·RG+RG · α

)

≤ O(RG · α). Finally, since the algorithm is simply a

post-processing of the result from applying Theorem 12, it is (ε, δ)-semi-sensitive DP.

4.2. Strongly Convex and Smooth Case via Inexact Oracle

For the strongly convex and smooth case, we use the following notion called inexact oracle.

Definition 22 (Inexact Oracle, Devolder et al. (2014, 2013)) For any convex function F : W →
R, a first-order (υ, λ̃, µ̃)-inexact oracle of F provides (F̃ (w), g̃(w)) for any queried w ∈ W such

that the following holds for all w,w′ ∈ W:

µ̃

2
· ‖w′ − w‖22 ≤ F (w′)− (F̃ (w)−

〈

g̃(w), w′ −w
〉

) ≤ λ̃

2
· ‖w′ −w‖22 + υ.

Note that if the gradient and function values are exact (i.e., F̃ = F, g̃ = ∇), then the above

condition holds for υ = 0 when the function F is µ̃-strongly convex and λ̃-smooth.

We use the following relation between the ℓ2-error of the gradient estimate and inexact oracle.

Lemma 23 (Devolder et al. (2013, Section 2.3)) For any µ-strongly convex and λ-smooth F :
W → R, if g̃ : W → R

d is an oracle such that ‖g̃(w) − ∇g(w)‖2 ≤ ξ for all w ∈ W , then

there exists F̃ : W → R such that (F̃ , g̃) is an
(

ξ2
(

1
µ + 1

2λ

)

, 2λ, µ/2
)

-inexact oracle.

13
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It should be noted that we do not specify the exact F̃ precisely because the optimization algo-

rithm we use does not need this either:

Theorem 24 (Feldman et al. (2017, Theorem 4.11)) For any G-Lipschitz convex function F :
W → R with W ⊆ B2(D) and any q ∈ N, α > 0, there exists an algorithm that makes q queries

to a first-order (υ, λ̃, µ̃)-inexact oracle and achieves an excess risk of O
(

λ̃R2

2 · exp
(

− µ̃

λ̃
· q
)

+ υ
)

where R denote the distance of the starting point to the optimum. Furthermore, the algorithm only

uses the gradient estimate g̃ and does not use the function estimate F̃ .

The proof of Theorem 19 is almost the same as that of Theorem 18 except that we now use

Theorem 24 (and Lemma 23) instead of Theorem 21.

Proof of Theorem 19 Note that from Lipschitzness and strong convexity, we can assume that the

domain Wi is contained in B2(R) for R = O(G/µ) for all i ∈ [m]. Let q =
⌈

40λ
µ · ln

(

λR2

n

)⌉

and

T = m · q. We simply run the algorithm from Theorem 24 for each i ∈ [m], and for the tth query

to approximate gradient oracle, we invoke the algorithm from Theorem 12 with fq(i−1)+t(x) =
1
G∇ℓi(w;x) and scale the answer back by a factor of G. From Theorem 12, with probability 1− β,

this oracle has ℓ2-error at most G · α for α = O







4
√

ln k·ln(1/δ)·
√

ln(Tn/β)+ln ln k+ln

(√
ln(1/δ)

ε

)

√
εn






.

By Lemma 23, this8 yields an (υ, 2λ, µ/2)-inexact oracle for υ = O
(

(Gα)2 ·
(

1
λ + 1

µ

))

. When

this occurs, Theorem 24 implies that the excess risk is at most O
(

λ̃R2

2 · exp
(

− µ̃

λ̃
· T

)

+ υ
)

≤
O(υ). With the remaining probability β, the excess risk is still at most DG = O(G2/µ). Sub-

stituting β = 1/n, we can conclude that the expected excess risk of this algorithm is at most

O
(

1
n · G2

µ + υ
)

≤ O(υ). Finally, since the algorithm is simply a post-processing of the result from

applying Theorem 12, it is (ε, δ)-semi-sensitive DP.

5. Conclusion and Open Questions

We gave improved bounds for convex ERM with semi-sensitive DP; crucially they show that the

dependency on k is only polylogarithmic instead of polynomial as in previous works. As an inter-

mediate result, we give an algorithm for answering (online) linear vector queries. Given that linear

queries are used well beyond convex optimization, we hope that this will find more applications.

An obvious open question is to close the gap between the upper and lower bounds. Another

interesting question is to come up with a pure-DP algorithm with a similar bound as in Theorem 18.

In particular, it is open if there is any pure-DP algorithm where the error depends only polylogarith-

mically on k.

8. Since the algorithm in Theorem 24 does not use the value from the oracle, we do not need to specify it explicitly.
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Appendix A. Additional Preliminaries

In this section, we give some more background on the DP mechanisms from literature that we use

as subroutines. We start with sensitivity, the Gaussian mechanism, and the Laplace mechanism.

Definition 25 (Sensitivity) For any query g : X n → R
d and p ≥ 1, its ℓp-sensitivity is defined as

∆p(g) := maxD,D′ ‖g(D) − g(D′)‖p where the maximum is over all neighboring datasets D,D′.

Definition 26 (Gaussian Mechanism) The Gaussian mechanism for a function g : X n → R
d

simply outputs g(D) + Z on input D where Z ∼ N (0, σ2Id).

The zCDP property of Gaussian mechanism is well known:

Theorem 27 (Bun and Steinke (2016)) The Gaussian mechanism is ρ-zCDP for ρ = 0.5∆2(g)
2/σ2.

Definition 28 (Laplace Mechanism) The Laplace mechanism for a function g : X n → R
d simply

outputs g(D) + Z on input D where Z ∼ Lap(a)⊗d.

The Laplace mechanism has been shown to be DP in the original work of Dwork et al. (2006).

Theorem 29 (Dwork et al. (2006)) The Laplace mechanism is ε-DP for ε = ∆1(g)/a.

Another tool we use is the so-called AboveThreshold mechanism, from the Sparse Vector Tech-

nique Dwork et al. (2009). This mechanism is shown in Algorithm 3, following the presentation in

(Dwork and Roth, 2014, Algorithm 1).

Algorithm 3 ABOVETHRESHOLD

Input: Dataset D, threshold τ , (online) stream of queries g1, . . . , gT : Xn → R

Parameters: Privacy parameter ε, sensitivity bound ∆
Sample χ ∼ Lap

(

2∆
ε

)

⊲ Threshold noise

for t = 1, . . . , T do

Sample νt ∼ Lap
(

4∆
ε

)

⊲ Query noise

if gt(D) + νt ≥ τ + χ then
Output ⊤ and halt

end

else
Output ⊥ and continue

end

end

Despite the fact that we handle multiple queries, AboveThreshold only requires a constant

amount of noise and satisfies pure-DP:

Theorem 30 ((Dwork and Roth, 2014, Theorem 3.23)) Suppose that each of g1, . . . , gT has sen-

sitivity at most ∆. Then, ABOVETHRESHOLD (Algorithm 3) is ε-DP.
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Appendix B. Proof of Lemma 11

We will use the following tail bounds for Laplace and Gaussian distributions.

Lemma 31 (Tail Bounds) (i) PrX∼Lap(a)[|X| ≥ t] ≤ 2 exp(−t/a). (ii) PrX∼N (0,σ2)[|X| ≥ t] ≤
2 exp(−0.5(t/σ)2).

Using the above tail bound, it is relatively simple to show Lemma 11.

Proof of Lemma 11 By Markov’s inequality, it suffices to show that

EZ

[∣

∣

〈

Z,EU∼P [clipZ,3(U)]− µP
〉∣

∣

]

≤ 4 exp(−0.2/σ2
Z ). (9)

To show this, first observe that

EZ

[∣

∣

〈

Z,EU∼P [clipZ,3(U)]− µP
〉∣

∣

]

= EZ

[∣

∣EU∼P [
〈

Z, clipZ,3(U)
〉

− 〈Z,U〉]
∣

∣

]

= EZ [|EU∼P [trunc3(〈Z,U〉)− 〈Z,U〉]|]
≤ EZ [EU∼P [|trunc3(〈Z,U〉)− 〈Z,U〉|]]
= EU∼P [EZ [|trunc3(〈Z,U〉)− 〈Z,U〉|]]
≤ sup

u∈Bd
2(1)

EZ [|trunc3(〈Z, u〉)− 〈Z, u〉|] , (10)

where the first inequality follows from Jensen.

Let us now fixed u ∈ Bd
2(1). Observe that

EZ [|trunc3(〈Z, u〉)− 〈Z, u〉|] ≤ EZ [|〈Z, u〉| · 1[| 〈Z, u〉 | > 3]]

≤
√

EZ

[

〈Z, u〉2
]

· EZ [1[| 〈Z, u〉 | > 3]] ≤
√

EZ

[

〈Z, u〉2
]

· Pr
Z
[1[| 〈Z, u〉 | > 3]], (11)

where the second inequality follows from Cauchy–Schwarz.

Notice further that 〈Z, u〉 is distributed as N (µ′, σ′) for µ′ = 〈µZ , u〉 and σ′ = σZ · ‖u‖2 ≤ σZ .

Moreover, since µZ ∈ Bd
2(2), we have |µ′| ≤ 2. As a result, its second moment satisfies

EZ

[

〈Z, u〉2
]

= (µ′)2 + (σ′)2 ≤ 2 + σ2
Z ≤ 3.

Moreover, applying Lemma 31(ii), we can conclude that

Pr
Z
[| 〈Z, u〉 | > 3] ≤ 2 exp

(

−0.5/σ2
Z

)

.

Plugging these back into (11), we get

EZ [|trunc3(〈Z, u〉)− 〈Z, u〉|] ≤
√

6 exp
(

−0.5/σ2
Z

)

≤ 4 exp(−0.2/σ2
Z).

From this and (10), we can conclude that (9) holds as desired.
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Appendix C. Excess Risk Lower Bound

In this section, we prove a nearly-matching lower bound on the excess risk. We will use “group

privacy” bound in our lower bound proof. For any neighboring relationship ∼, we use ∼r to denote

the relationship where two datasets D,D′ are considered neighbors if there exists a sequence D =
D0,D1, . . . ,Dr = D′ such that Di−1 ∼ Di for all i ∈ [r].

Lemma 32 (Group Privacy, e.g., Vadhan (2017, Lemma 2.2)) Suppose that A is (ε, δ)-DP w.r.t.

∼, then it is (ε′, δ′)-DP w.r.t. ∼r for ε′ = rε and δ′ = erε−1
eε−1 · δ.

Our lower bounds are stated formally below.

Theorem 33 For any ε, δ,R,G > 0 and n, k ∈ N such that ε ≤ ln k and δ ≤ 0.4ε
k , there

exists a G-Lipschitz convex loss function ℓ : W × X → R, where W ⊆ B2(R), such that any

(ε, δ)-semi-sensitive DP algorithm for ERM w.r.t on ℓ has expected excess empirical risk at least

Ω
(

DG ·min
{

1,
√
log k√
εn

})

.

Theorem 34 For any ε, δ,G, µ > 0 and n, k ∈ N such that ε ≤ ln k, δ ≤ 0.4ε
k , there ex-

ists a G-Lipschitz µ-strongly convex µ-smooth loss function ℓ : W × X → R such that any

(ε, δ)-semi-sensitive DP algorithm for ERM w.r.t ℓ has expected excess empirical risk at least

Ω
(

G2

µ ·min
{

1, log kεn

})

.

C.1. Convex Case

To show the convex case (Theorem 33), it will in fact be convenient to first prove a (smaller) lower

bound that holds even against very large ε (up to O(ln k)), as stated more formally below.

Theorem 35 For any ε, δ,R,G > 0 and n, k ∈ N such that eε

eε+k−1 + δ < 0.99, there exists

a G-Lipschitz convex loss function ℓ : W × X → R, where W ⊆ B2(R), such that any (ε, δ)-

semi-sensitive DP algorithm for ERM w.r.t ℓ has expected excess empirical risk at least Ω
(

RG√
n

)

.

Proof Let X pub = [n], X priv = [k], d = nk, and W = Bd
2(R). For xpub ∈ X pub, y ∈ X priv, we

write j(xpub, y) as a shorthand for k(xpub − 1) + y. Finally, let ℓ : W × (X pub × X priv) → R be

ℓ(w, (xpub, y)) = −G ·
〈

w, ej(xpub,y)

〉

,

where ej ∈ R
d denotes the jth vector in the standard basis for all j ∈ [d].

Let D = {xi}i∈[n] be the input dataset generated as follows:

• Sample y1, . . . , yn ∼ [k] independently and uniformly at random and

• Let xi = (i, yi) for all i ∈ [n].
Let A : (X × Y)n → W denote any (ε, δ)-semi-sensitive DP algorithm.

For i ∈ [n], we write w(i) as a shorthand for (w(i−1)k+1, . . . , wik). We have9

Pr
D,ŵ∼A(D)

[

〈ŵ(i), eyi〉 >
1√
2
‖ŵ(i)‖2

]

9. Here ties can be broken arbitrarily for argmax.
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≤ Pr
D,ŵ∼A(D)

[

yi = argmaxy∈[k] 〈ŵ(i), ey〉
]

(�)
=

1

k

∑

y′∈[k]
Pr

D,ŵ∼A(D)

[

y′ = argmaxy∈[k] 〈ŵ(i), ey〉 | yi = y′
]

=
1

k

∑

y′∈[k]

(

eε

eε + k − 1
· Pr
D,ŵ∼A(D)

[

y′ = argmaxy∈[k] 〈ŵ(i), ey〉 | yi = y′
]

+
k − 1

eε + k − 1
· Pr
D,ŵ∼A(D)

[

y′ = argmaxy∈[k] 〈ŵ(i), ey〉 | yi = y′
]

)

(♣)

≤ 1

k

∑

y′∈[k]

(

eε

eε + k − 1
· Pr
D,ŵ∼A(D)

[

y′ = argmaxy∈[k] 〈ŵ(i), ey〉 | yi = y′
]

+
k − 1

eε + k − 1

(

eε · Pr
D,ŵ∼A(D)

[

y′ = argmaxy∈[k] 〈ŵ(i), ey〉 | yi 6= y′
]

+ δ

)

)

≤ 1

k

∑

y′∈[k]

(

eε

eε + k − 1
· Pr
D,ŵ∼A(D)

[

y′ = argmaxy∈[k] 〈ŵ(i), ey〉
]

+ δ

)

=
eε

eε + k − 1
+ δ,

where (�) follows from yi ∼ y′ and (♣) follows from the (ε, δ)-semi-sensitive DP guarantee of A.

Now, let Iŵ,D denote the set {i ∈ [n] | 〈ŵ(i), eyi〉 > 1√
2
‖ŵ(i)‖2}. The above inequality implies

that

ED,ŵ∼A(D)[|Iŵ,D|] ≤
(

eε

eε + k − 1
+ δ

)

n ≤ 0.99n, (12)

where the inequality is from our assumption on ε, δ, k.

Meanwhile, |Iŵ,D| can be used to bound the loss function as follows.

L(w;D) =
1

n

∑

i∈[n]
ℓ(w, (i, yi))

=
−G

n

∑

i∈[n]

〈

w, ej(i,yi)
〉

=
−G

n

∑

i∈[n]
〈w(i), eyi 〉

=
−G

n









∑

i∈Iw,D

〈w(i), eyi 〉



+





∑

i/∈Iw,D

〈w(i), eyi〉









≥ −G

n









∑

i∈Iw,D

‖w(i)‖2



+





∑

i/∈Iw,D

1√
2
‖w(i)‖2








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(N)

≥ −L

n







√

√

√

√

√





∑

i∈Iw,D

1



+





∑

i/∈Iw,D

1

2



 ·

√

√

√

√

√





∑

i∈Iw,D

‖w(i)‖22



+





∑

i/∈Iw,D

‖w(i)‖22











=
−G

n
·
√

n/2 + |Iw,D|/2 · ‖w‖2

≥ −RG

n
·
√

n/2 + |Iw,D|/2,

where (N) follows from Cauchy–Schwarz.

Note that, by picking w∗ = R√
n

∑

i∈[n] ej(i,yi), we have

L(w∗;D) = −RG√
n
.

Thus, the excess risk is

L(w;D)− L(w∗;D) ≥ RG

n

(√
n−

√

n/2 + |Iw,D|/2
)

.

As a result, the expected excess risk of A is

ED,ŵ∼A(D)[L(ŵ,D)−L(w∗,D)] ≥ ED,ŵ∼A(D)

[

RG

n

(√
n−

√

n/2 + |Iŵ,D|/2
)]

≥ RG

n

(√
n−

√

n/2 + ED,ŵ∼A(D)[|Iŵ,D|]/2
)

(12)

≥ RG

n

(√
n−

√
0.995n

)

≥ Ω

(

RG√
n

)

.

Theorem 33 now easily follows from applying the group privacy bound (Lemma 32).

Proof of Theorem 33 Let r =
⌊

lnk
ε

⌋

. We will henceforth assume that n ≥ r; otherwise, we can

instead apply a lower bound for largest k′ such that log k′

ε ≤ n instead (which would give a lower

bound of Ω(RG) already).

Suppose for the sake of contradiction that there is an (ε, δ)-semi-sensitive DP algorithm A that

yields o
(

RG
√
log k√
εn

)

excess risk in the aforementioned setting in the theorem statement. We assume

w.l.o.g.10 that n is divisible by r; let n′ = n/r.

Let A′ be an algorithm that takes in n′ points, replicates each input datapoint r times and then

runs A. From Lemma 32, A′ is (ε′, δ′)-semi-sensitive DP for ε′ = rε and δ′ = erε−1
eε−1 · δ. The

expected excess risk of A′ is

o

(

RG
√
log k√
εn

)

= o

(

RG√
n′

)

.

10. Otherwise, we may simply add dummy input points with constant loss functions.
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Furthermore, we have

eε
′

eε′ + k − 1
+ δ′ =

erε

erε + k − 1
+

erε − 1

eε − 1
· δ ≤ k

2k − 1
+

k

ε
· δ ≤ 0.9.

This contradicts Theorem 35.

C.2. Strongly Convex (and Smooth) Case

The strongly convex and smooth case proceeds in very much the same way except we use the

squared loss instead.

Theorem 36 For any ε, δ,G, µ > 0 and n, k ∈ N such that eε

eε+k−1 + δ < 0.99, there exists

an G-Lipschitz µ-strongly convex µ-smooth loss function ℓ : W × X → R such that any (ε, δ)-

semi-sensitive DP algorithm for ERM w.r.t ℓ has expected excess empirical risk at least Ω
(

G2

µn

)

.

Proof We use the same notation as in the proof of Theorem 35 with R = 0.5G/µ, except that we

let the loss function be

ℓ(w, (x, y)) =
µ

2

∥

∥w −R · ej(x,y)
∥

∥

2

2
.

It is simple to see that ℓ is µ-strongly convex, µ-smooth, and G-Lipschitz.

Similar to the proof of Theorem 35, we can prove (12). From this, we rearrange the excess risk

(where w∗ := R
n

∑

i∈[n] ej(i,yi)) as follows:

L(w;D) −L(w∗;D) =
µ

2
‖w − w∗‖22

=
µ

2

∑

i∈[n]

∥

∥

∥

∥

w(i) − R

n
· eyi

∥

∥

∥

∥

2

2

≥ µ

2

∑

i/∈Iw,D

∥

∥

∥

∥

w(i)− R

n
· eyi

∥

∥

∥

∥

2

2

=
µ

2

∑

i/∈Iw,D

(

‖w(i)‖2 − 2R

n
〈w(i), eyi〉+

R2

n2

)

(♠)

≥ µ

2

∑

i/∈Iw,D

(

‖w(i)‖22 −
R
√
2

n
· ‖w(i)‖2 +

R2

n2

)

=
µ

2

∑

i/∈Iw,D

(

(

‖w(i)‖2 −
R

n
√
2

)2

+
R2

2n2

)

≥ µR2

4n2
· (n− |Iw,D|),

where (♠) follows from the definition of Iw,D.
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Thus, we have

ED,ŵ∼A(D)[L(ŵ,D)− L(w∗,D)] ≥ µR2

4n2

(

n− ED,ŵ∼A(D)[|Iŵ,D|]
)

(12)

≥ Ω

(

µR2

n

)

≥ Ω

(

G2

µn

)

.

Again, Theorem 34 easily follows via group privacy.

Proof of Theorem 34 Let r =
⌊

lnk
ε

⌋

. We will henceforth assume that n ≥ r; otherwise, we can

instead apply a lower bound for smallest k′ such that log k′

ε ≤ n instead (which gives a lower bound

of Ω(G2/µ) already).

Suppose for the sake of contradiction that there is an algorithm A that yields o
(

G2

µ · log k
εn

)

excess risk in the aforementioned setting in the theorem statement. We assume w.l.o.g. that n is

divisible by r; let n′ = n/r.

Let A′ be an algorithm that takes in n′ points, replicates each input data point r times and then

runs A. From Lemma 32, A′ is (ε′, δ′)-semi-sensitive DP for ε′ = rε and δ′ = erε−1
eε−1 · δ. The

expected excess risk of A′ is

o

(

G2

µ
· log k

εn

)

= o

(

G2

µ
· 1

n′

)

.

Similar to the calculation in the proof of Theorem 33, we have eε
′

eε′+k−1
+ δ′ ≤ 0.9. Thus, this

contradicts Theorem 35.
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