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Abstract

Although Large Language Models (LLMs)
succeed in human-guided conversations such
as instruction following and question answer-
ing, the potential of LLM-guided conversa-
tions—where LLMs direct the discourse and
steer the conversation’s objectives—remains
under-explored. In this study, we first char-
acterize LLM-guided conversation into three
fundamental components: (i) Goal Navigation;
(if) Context Management; (iii) Empathetic En-
gagement, and propose GUIDELLM as an in-
stallation. We then implement an interview-
ing environment for the evaluation of LLM-
guided conversation. Specifically, various top-
ics are involved in this environment for com-
prehensive interviewing evaluation, resulting
in around 1.4k turns of utterances, 184k to-
kens, and over 200 events mentioned during
the interviewing for each chatbot evaluation.
We compare GUIDELLM with 6 state-of-the-
art LLMs such as GPT-40 and Llama-3-70b-
Instruct, from the perspective of interviewing
quality, and autobiography generation quality.
For automatic evaluation, we derive user prox-
ies from multiple autobiographies and employ
LLM-as-a-judge to score LLM behaviors. We
further conduct a human-involved experiment
by employing 45 human participants to chat
with GUIDELLM and baselines. We then col-
lect human feedback, preferences, and ratings
regarding the qualities of conversation and au-
tobiography. Experimental results indicate that
GUIDELLM significantly outperforms baseline
LLMs in automatic evaluation and achieves
consistent leading performances in human rat-
ings.

1 Introduction

Large Language Models (LLMs) have demon-
strated their effectiveness in human-guided dia-
logue, in which LLLMs are tasked with produc-
ing responses according to specific commands
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from human operators, such as instruction follow-
ing (Ouyang et al., 2022) and question answer-
ing (Chang et al., 2024). In this type of task, the
primary duty of LLMs is to adhere to the instruc-
tions given by humans to ensure the generated out-
put is accurate and close to human expectations, as
shown in Figure 1(a).

However, tasks in the real world are more
complex, necessitating greater autonomy from
LLMs (Wang et al., 2024a; Duan et al., 2022; Wu
et al., 2023). For example, tasks such as interview-
ing are dramatically different from traditional tasks
as interviewing is open-ended, without definitive or
“perfect” outcomes. Interviewing tasks demand that
LLMs plan the interview procedure, manage the
objectives, e.g., exploring the user’s memory and
life experiences in autobiography interviewing, and
offer adaptive and personalized inquiries based on
the users’ responses. This conversation paradigm
requiring LLMs to guide and manage the conversa-
tion, ensuring the conversation flows smoothly and
the objectives are met, is termed as LLM-guided
conversation ( Figure 1(b)).

There have been related works in the LLM-
guided conversation, such as role-play (Wang et al.,
2023b,c; Chen et al., 2024; Tao et al., 2023; Li
et al., 2023a) and goal-oriented LLLMs (Ham et al.,
2020; Hosseini-Asl et al., 2020; Wu et al., 2020;
Mehri et al., 2020; Inagaki et al., 2023). For role-
play LLMs, they either prompt LLLMs to perform
specific roles such as a patient (Wang et al., 2024b),
doctor (Panagoulias et al., 2024), gamer (Duan
et al., 2024a,b), or investigate the human-like fea-
tures of LLMs, e.g., emotions (Li et al., 2023b) and
personalities (Safdari et al., 2023). Goal-oriented
LLMs enable the model to attain greater levels of
autonomy, particularly in fields such as space ex-
ploration (Maranto, 2024). While role-play and
goal-oriented LL.Ms provide some autonomy and
allow for the simulation of a specific role, their
ability to actively control and effectively handle a
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full conversation is still underexplored.

In this paper, we investigate the LLLM-guided
conversation from framework design to autobiog-
raphy interviewing applications. Inspired by popu-
lar social science theories, PEACE Model (Clarke
and Milne, 2001) and Motivational Interviewing
(MI) (Hettema et al., 2005), we design GUIDELLM
to comply with these models by comprising three
pivotal components: (i) Goal Navigation module,
as the cornerstone of the framework, steers the
conversation with pre-defined interviewing proto-
cols and dynamic memory graphs for extrapolating
dialogue trajectories. (if) Context Management
module iteratively distills the main idea of each
session into a contextual summary for subsequent
sessions. (iii) Empathetic Engagement module
refines LLLM response with expression strategies by
the real-time monitoring of user emotion.

For evaluation, we create an interviewing envi-
ronment where GUIDELLM is tasked with con-
ducting interviews over 23 different topics, ulti-
mately producing an autobiography based on the
outcomes of these interviews. Then, the behav-
iors of GUIDELLM and baselines are evaluated
in three-folds: (i) Interviewing Quality, e.g., event
coverage and correctness; (ii) Conversation Qual-
ity e.g., communication fluency, identification, and
comforting; (iii) Generation Quality, e.g., the in-
sightfulness, narrativity, and emotional impact of
the generated autobiography. We also carry out
human-involved experiments with 45 participants,
prompting them to engage in conversations with
GUIDELLM and baseline models. Following these
interactions, we gather feedback, preferences, and
ratings from the participants. Our contributions can
be summarized as the following:

* Framework. We define the realm of LLM-
guided conversations and propose GUIDELLM
as an installation within this conversational
paradigm. There are three components com-
prised in GUIDELLM: Goal Navigation, Context
Management, and Empathetic Engagement.

* Technique. GUIDELLM effectively harnesses
a variety of techniques such as Retrieval Aug-
mented Generation (RAG) and long-context sum-
marization to boost the ability of LLMs to effec-
tively lead and steer a conversation. Moreover,
a memory graph is designed to drive memory
extrapolation, thereby enhancing the goal naviga-
tion capabilities of GUIDELLM.

* Application. We present the autobiography inter-
viewing environment as a practical application of
LLM-guided conversations. Within this setting,
LLMs are tasked with initiating and steering the
interview with users, aiming to generate a com-
prehensive autobiography.

» Evaluation. We propose a comprehensive eval-
uation protocol for our LLLM-guided autobiogra-
phy interviewing environment, including inter-
view quality, conversation quality, and autobiog-
raphy generation evaluation, encompassing both
LLM-as-a-judge evaluation and human subjects
evaluations.

2 Related Work

Role-Play LLM. Role-playing agents (RPAs) pow-
ered by large language models (LLMs) are chal-
lenged by the evaluation of fidelity to target per-
sonas. Traditional methods focus on replicating
characters’ knowledge and linguistic patterns, re-
quiring character-specific datasets. Huang et al.
(2023) evaluate LLLM personalities with self-report
scales (BFI and MBTI), targeting LLLM psycho-
metric properties but not specifically addressing
persona adherence. Li et al. (2023a) and Wang
et al. (2023c) develop character-specific RPAs to
enhance conversational abilities, human-likeness,
and multi-turn consistency. However, they have not
deeply explored character fidelity. Tao et al. (2024)
found that adapting responses based on emotional
cues significantly improved user satisfaction in role-
playing scenarios. Tao et al. (2023) also demon-
strated that with a scalable and controlled learning
environment, LLM-driven simulations could effec-
tively mimic real-life interactions.

Long Text Generation and Management. The
key techniques for long text generation and man-
agement considered in this study include sum-
marization and Retrieval Augmented Generation
(RAG). Luo et al. (2023) explore using ChatGPT
to evaluate factual consistency in summarization.
Zhong et al. (2022) propose a pre-training frame-
work for long dialogue understanding and summa-
rization using a window-based denoising approach.
Xu et al. (2022) introduce a contrastive learning
model, SeqCo, to improve the faithfulness of ab-
stractive text summarization. Zhang et al. (2021)
efficiently processes long texts by dividing them
into manageable segments and summarizing each
iteratively. Gao et al. (2023) overview RAG, which
integrates external knowledge from databases to
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Figure 1: Comparison between human-guided conversation and LLM-guided conversation. (a) Human-Guided:
Human dominates the conversation, providing feedback and instruction to LLMs. (b) LLM-Guided: LLMs navigate
the goal by automatically extrapolating interview questions.

enhance LL.M-generated content’s reliability.

3 LLM-Guided Autobiography Interview

In this section, we first introduce LLLM-guided con-
versation and its general framework. Then, we
introduce GUIDELLM as an implementation of
LLM-guided conversation, centering on interview-
ing.

3.1 LLM-Guided Conversation

Several theories from social science research pro-
vide comprehensive protocols for how to conduct
guided conversations, e.g., interviewing. For in-
stance, the PEACE Model (Clarke and Milne, 2001)
and Motivational Interviewing (MI) (Hettema et al.,
2005) highlight “engage and explain™ and “plan-
ning and preparation”. To comply with these theo-
ries, GUIDELLM is designed from three essential
qualities that an LLLM should possess for effective
conversation guidance:

Goal Navigation. LLM steers the conversation
and determines pivotal transitions, initiatively ex-
ploring and extrapolating new components that can
shift the conversation toward the intended outcome.

Context Management. 1.LLMs summarize the on-
going dialogue, resuming previous discussions,
connecting current conversations with past ones,
and managing historical data exchanged between
the LLM and users.

Empathetic Engagement. 1LLMs interact with
the user by providing empathetic responses, deliv-

ering suitable tone and content, and demonstrating
sensitivity towards the user’s emotional state.

LLM-guided conversations extend to numerous
practical applications. For instance, in Interviews,
they can frame pertinent questions, guiding the
conversation. In Educational Tutoring (Nye et al.,
2023), LLM-guided conversations can assess the
user’s state, crafting specific and personalized plans
to facilitate the learning process. Another promis-
ing application is Mental Health Therapy (Dem-
szky et al., 2023; Hong et al.), where the LLM
can guide the conversation, applying personalized
therapy based on the user’s responses. Figure 2 pro-
vides a overall pipeline for GUIDELLM in guided
conversations. We will use the autobiography inter-
viewing task as an example of guided conversations
for the rest of this paper.

3.2 Goal Navigation

In guided conversations, LL.Ms are responsible for
guiding the conversation, delivering adaptive re-
sponses to users, and ensuring that the conversa-
tion objectives are met. To accomplish this, we uti-
lize a hybrid approach, combining Verbalized Inter-
viewing Protocol (VIP) (Maunsell, 2016; Castillo-
Montoya, 2016; Lamb et al., 2007) with Memory
Graph-Driven Extrapolation (MGE):

Verbalized Interviewing Protocol (VIP). We
leverage the popular interviewing protocol, “The
Life Story Interview” (McAdams, 2008), as the
general guidance. This protocol covers essential
topics including Life Chapters, Key Scene in Life,
Future, Challenges, and Personal Ideology. For




Reflecting on your entire life, what do you consider to be

! (e

)

| %
ii

greatest single challenge you have faced? Extrapolated i node node
Area: Life Chapter I G . nade n’ i - Topic: - Topic: Career
: - Yo mmarization Autobio| 1. Could you tell me | Tnpm:cl:m:‘:m l‘opk::te 'aﬁe - People: Mother | fumabout
o P |- Peopie: Motner CoIEagUe || Description: F - Patiant
Sess.o 2 / TThe greatest challenge | faced was &RAG a specif [ Descrgbon: The : uring the [ Pecple:
Area: Key Scene - - C:I faced during your |2 The patient's
Topic: High Point d | the = | A  patient recal e ez 1o [|°2 ., the patlent xemgﬂ:'s::
= . ) " User Proxy . Can you share more  [*| Diate: Earty the: d o _.
e how your mother |:|19a0 dectsion that e Faor P e
_ Instructional Prompt has impacted your life? - Date: 1956 1983
Session i J
Area: Challenges /Gm'|\ﬁ|m o [~ Empathetic
Topic: Life Challenges H
] | Session | C 2 |
- | H i History eg
. : Memory RAG & | CEmotin
p—— ) : | 4 | | & Sensitv
Area: Key Scene \ : -/ k\.
opic: Low Point v —
Session 20 —b—‘-i deepll;m mmﬂmm&“ fow
4 your
Area: Key Scene Y i i
opie: Lowaont v i q:pmambpdhcs....gmjdynnpleasesrmaspeaﬁc
e’ﬂmeyuufaneddnrqymr ™

Figure 2: The overall pipeline of GUIDELLM in the guided conversation environment.

instance, in the Challenges area, topics such as
Life Challenges, Health, Loss, and Regrets will be
covered. We design system prompts according to
specific topics, containing basic seed questions, to
make LLMs primarily focus on one topic during
each session. In this way, the entire interviewing
process could be structured into 23 sessions of con-
versations between the user and the LLM chatbot.
Please refer to Appendix A for more details of the
interviewing protocol and the prompt templates.

Memory Graph Extrapolation (MGE). The ob-
jective of MGE is to explore unique characteristics
and generate adaptive questions for personalized in-
terviewing. MGE operates as an LLLM-driven func-
tion, performing various operations on memories,
including (i) extracting events from conversations,
(ii) inserting new events into the graph, (iii) merg-
ing existing events, and (iv) extrapolating queries
based on current events. Each event is associated
with properties such as Date, People Involved, and
Event Description.

In essence, MGE follows an “extract, merge,
then extrapolate” process: initially, memory is ini-
tialized based on the user utterance. Next, the ex-
traction process identifies and lists any events men-
tioned by the user, which are then merged with the
existing events. Finally, MGE generates personal-
ized questions from the event nodes by uncovering
various relationships, such as identifying individu-
als who are mentioned frequently. These questions
are stored in a "question cache" for use in the sub-
sequent turn of the conversation. For details on
the prompt templates used for event extraction and
memory extrapolation, please refer to Appendix B.

3.3 Context Management

Context is a crucial information source for long
conversations where each autobiographer has a
unique and lengthy personal experience. However,

LLMs have limited context lengths that can be eas-
ily exceeded when processing autobiographies (Dai
etal., 2019). Besides, long-context input may bring
performance decrease (Liu et al., 2023) and huge
financial cost for the close-sourced. To tackle this,
we incorporate a context management module in
our framework capable of progressively summariz-
ing and retrieving conversation history.

Conversation History Summarizing. Inspired
by Chang et al.; Maharana et al., we implement
an iterative summarization process that generates
a summary for the current session based on the
summaries from previous sessions, providing ad-
ditional context for the chatbot. When initializing
the chatbot, if a history conversation file is present
in the configuration, we first generate a summary
of the loaded conversation. At the start of each
conversation after the first, the system prompt of
the LLM chatbot includes a summarization section
(see Appendix H), beginning with an instruction
indicating that it has previously conversed with the
user, followed by the specific summary of the prior
session. The prompt and summarization pipeline
are detailed in Appendix C and Figure 6.

3.4 Empathetic Engagement

LLM-guided conversations should accurately un-
derstand the user’s state and respond appropriately.
This involves empathetic interaction, creating a
space where users feel at ease to share more about
themselves. We accomplish this by enhancing Ex-
pression Strategies and Emotion Detection:

Expression Strategy. To enhance the expression
capability of LLMs, we draw inspiration from
popular mental health therapy strategies, includ-
ing Reflective Listening (Rautalinko et al., 2007),
Cognitive-Behavior Therapy (CBT) (Beck, 2020),
and Psychodynamic Therapy (Leichsenring and



Correctness (%)

Model coverage P. Recall F1
“A Promised Land”
GPT-4-turbo 42.8 17.0 58 4.3
GPT-4o 57.1 22.0 79 58
Llama-3-70b-Instruct 57.1 224 14.3 8.7
Mixtral-8x 22B-Instruct-v(. 1 285 133 43 32
Qwen2-72b-Instruct 28.6 11.9 35 27
GUIDELLM (ours) 85.7 694 474 282
“An Autobiography by Catherine Helen Spence”

GPT-4-turbo 21.0 40,0 2041 13.4
GPT-4o 52 215 14.2 8.5
Llama-3-70b-Instruct 0.0 234 12.6 8.1
Mixtral-8x 22B-Instruct-v(. 1 0.0 341 11.7 8.7
Qwen2-72b-Instruct 53 28.2 10.9 1.8
GUIDELLM (ours) 36.8 683 689 343

Table 1: Interviewing quality evaluation. P. stands for
Precision.

Correctness (%)

Model Precision Recall F1
GPT-4-turbo 20.3 6.9 5.1
GPT-4o 13.6 5.6 4.0
Llama-3-70b-Instruct 13.6 15 4.8
Mixtral-8x22B-Instruct-v0.1 23.0 5.6 4.5
Qwen2-72b-Instruct 25.0 44 3.7

GUIDELLM (ours) 73.4 226 173

Table 2: Interviewing quality evaluation on “Jane Eyre:
An Autobiography”.

Leibing, 2003). Although originally designed to ad-
dress mental health issues, these therapeutic strate-
gies offer insightful guidance on effective commu-
nication with users and provide meaningful advice
on interaction techniques. The introduction to ther-
apy strategy and prompts are in Appendix D.1.

Emotion Detection. Emotion sensitivity is a crit-
ical element in conveying the state of individuals
that has been significantly underscored in human-
computer interaction (Cowie et al., 2001; Brave
and Nass, 2007) and LLMs (Li et al., 2023b). To
enhance the emotional sensitivity of LLMs, we
employ EmoLlama-7b (Liu et al., 2024) for the
emotion detection of user utterances. Specifically,
we prompt Emol.lama to provide both the emo-
tion category (one of the emotions including anger,
anticipation, disgust, fear, joy, love, optimism, pes-
simism, sadness, surprise, trust) and its intensity
(from 0 to 1) for user response. We then guide the
LLM to generate suitable responses that align well
with the user’s emotional state, e.g., including ex-
pressions of empathy or comfort when detecting an
upset user. Please refer to Appendix D.2 for more
details.

3.5 Autobiography Generation

Turns Tokens Event
Model Topics intotal PET COMV Event token
(Avg.) usage (Avg.)
(Avg.) baselines 23 1380 8443 206 1,229.56
GuiDELLM 23 1380 3,932 262 900.46

Table 3: The conversation statistics in our interviewing
environment. The tokens are counted by the tokenizer
of GPT-4. “Conv.”=Conversation. “Event token usage
(Avg.)” reflects the efficiency of extracting events from
dialogues, lower means more efficient conversation.

Autobiography holds a distinctive form in com-
parison to other book categories, as an autobiog-
raphy typically consists of numerous individual
chapters, each of which relays a specific spirit or
theme intimately tied to the author’s life. This for-
mat aligns seamlessly with our structured interview
protocol; the scope and topics encompassed in the
interview protocols are similarly singular and tar-
geted, allowing for a thorough exploration of each
subject.

Therefore, when generating an autobiography,
we generate each chapter by sequentially building
upon each interviewing session. Specifically, for
each session, we meld the conversation history and
memory nodes derived from the current session,
then prompt GPT-4 to emphasize the key areas and
topics discussed in that particular session. Please
refer to Appendix E for more details of autobiogra-
phy generation.

4 Experiments for Automatic Evaluation

4.1 Experimental Settings

User Proxy. We utilize GPT-4-turbo to simulate
users for evaluating GUIDELLM in autobiogra-
phy interviewing. Three LLM user proxies are im-
plemented based on popular autobiographies: “A
Promised Land” by Barack Obama, “Jane Eyre:
An Autobiography”, and “An Autobiography by
Catherine Helen Spence”. They are assigned to
role-play the corresponding main character in the
autobiography and respond to questions by ref-
erencing the autobiography using the Retrieval-
Augmented Generation (RAG) approach. See Ap-
pendix F for more details.

Evaluation. Each chatbot will engage in conver-
sations with all user proxies across 23 interview
topics (Appendix A). The evaluation is three-fold:
(1) Interviewing Quality measures the capability
of LLMs to explore users’ major events and life
experiences and their ability to document these



| Conversation Quality | Autobiography Quality
LLM-as-a-Judge Fluency | Identification | Comforting | Insightfuness ‘ Narrativity E;‘::::::ﬂ ‘
Ours Baselines | WR LR|WR LR |WR LR |WR IR |WR LR |WR IR
“A Promised Land”

GPT-4-turbo 35 25 | 50 50 20 10 80 20 92 10 95 5

GPT-40 80 0 65 35 95 5 100 0 00 0 85 15

GUIDELLM (ours) Llama-3-70b-Instruct 80 10 55 40 | 35 65 75 20 75 20 45 55
V.8, Llama-3-8b-Instruct 85 10 65 35 100 0 100 0 100 0 60 40
Mixtral-8x22B-Instruct-v0.1 | 100 0 100 0 100 0 100 0 00 0 00 0

Qwen2-72b-Instruct 9 10 85 15 95 5 95 0 95 5 85 15

“An Autobiography by Catherine Helen Spence”

GPT-4-turbo 10 70 55 40 60 40 45 55 85 15 70 30

GPT-4o0 75 5 75 20 80 20 75 25 75 25 75 25

GUIDELLM (ours) Llama-3-70b-Instruct 75 10 65 35 | 35 65 45 55 80 20 25 75
V.8, Llama-3-8b-Instruct 8 5 75 15 70 30 55 40 85 15 65 35
Mixtral-8x22B-Instruct-v0.1 | 95 0 100 0 100 0 2 10 95 5 920 10

Qwen2-72b-Instruct 80 15 95 5 95 5 70 30 92 10 60 40

Table 4: Evaluate the quality of conversations and autobiographies using LLM-as-a-judge. The higher value between
Win Rate (WR) and Loss Rate (LR) is highlighted in bold. Cyan fields indicate scenarios where GUIDELLM

outperforms the baseline methods.

experiences accurately (Section 4.2).

(2) Conversation Quality evaluates whether the
responses from the LLLM chatbot are comforting
and engaging (Section 4.3).

(3) Autobiography Generation: measures the
quality of the generated autobiography, such as
insightfulness and narrativity (Section 4.4)

Baseline. To evaluate the design of GUIDELLM,
we employ state-of-the-art LLMs and prompt them
to be autobiography interviewers. For a fair com-
parison, baseline agents are also equipped with
basic goal navigation and context management
functions. Please refer to Appendix H for how
baseline agents are built. The backbone LLLMs for
GUIDELLM is fixed to GPT-4o, with the same
generative hyperparameters as the baselines. We
consider both commercial LLMs, e.g., GPT-4 and
GPT-40 (Achiam et al., 2023), and open-source
LLMs, e.g., Llama-3-70b-Instruct (Meta, 2024),
Mixtral-8x22B-Instruct (Jiang et al., 2024), and
Qwen2-72b-Instruct (Bai et al., 2023).

4.2 Interviewing Quality Evaluation

We denote by Einw = {e1,e2,---} the events
extracted during interviewing conversation. We
denote by Eqt = {e1, €q,- - - } the events directly
extracted from the original. For both GUIDELLM
and baselines, FEjp,, are obtained by prompting
LLMs to extract events from conversation history
(please refer to Appendix G.1 for more details):

Interviewing Coverage (coverage) is calculated
by the date-intersection between E;py,, and Egr:

| Eintw N Egr |

x 100%,
|Ecr| ’

cCoveTrage —

where e; € Ejp N Egr if €; € By and J €5 €
Eqr that has the same date as e;, and | - | is the
number of elements. 100% coverage indicates that
all the important dates in the user’s life are at least

mentioned during the interview.

Correctness. We define the Precision as the per-
centage of extracted events that are being verified
as correct:

| Ecor rect |

x 10{]%, Ecorrect C Eintw
|E\intw|

Precision =
Please refer to Appendix G.1 for the definition of
a correct event. For comprehensive evaluation, we
also adopt Recall and F'1 as evaluation metrics.

The results of Interviewing Coverage and Cor-
rectness are presented in Tables 1 and 2, where
GUIDELLM shows a significant advantage in In-
terviewing Coverage over the baselines. This indi-
cates that VIP and MGE are effective techniques
for the goal navigation of LLLMs in the interview-
ing framework. For Correctness, GUIDELLM also
outperforms baseline agents. Moreover, the Recall
and F'1 indicate that GUIDELLM not only main-
tains high accuracy for documentation but also ex-
tracts more memory events than baselines. The
statistics of the interviewing environment are sum-
marized in Table 3.

4.3 Conversation Quality

Inspired by human evaluation metrics of therapy
chatbots from Wang et al. (2023a), we design three
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conversation quality metrics: (i) Fluency; (ii) Iden-
tification; (iii) Comforting. We utilize the popular
LLM-as-a-judge (Zheng et al., 2024) evaluation to
make GPT-4 decide which conversation is better.
Then, we calculate the win rate (WR) and loss rate
(LR) of GUIDELLM against baselines. See G.2
for the evaluation protocol and prompt templates.

The results in Table 4 show that GUIDELLM
significantly outperforms most baselines in GPT-4-
as-a-judge evaluations. With human examinations,
we find that baseline agents often resort to simple
greetings or summaries, e.g., “Your commitment
to sharing experiences and insights that inspire ac-
tion and change is truly admirable.”. Instead of
proficiently steering the dialogue to complete the
interview, these repetitive utterance happen multi-
ple times in a session with a baseline agent (Ap-
pendix G.4). In contrast, with our goal navigation
module, GUIDELLM provides substantial content
at each round of conversation.

4.4 Autobiography Generation Evaluation

We follow popular memo evaluations from Quora
(2021); Marcus (2018); Smorti (2011); Pasupathi
et al. (2007) and design three metrics of generated
autobiography: Insightfulness, Narrativity, and
Emotional Impact (prompt templates can be found
in Appendix G.3). Leveraging the same LL.M-as-a-
judge evaluation protocol in Section 4.3, we found
that the autobiography generated by GUIDELLM
is more favorable than that of baseline agents. Ex-
amples of generated autobiography are presented
in Appendix 1.

4.5 Ablation Study

Empathetic Engagement. We study how the Em-
pathetic Engagement (EE) module (Section 3.4)
affects the emotion distribution of user responses.
We compare how the intensity of emotions (both
positive emotions Figure 3(a) and negative emo-
tions Figure 3(b)) changed when the EE module is

enabled and disabled. It is shown that the EE mod-
ule effectively enhances the user’s positive emo-
tions while mitigating negative emotions, indicat-
ing that express strategy and emotional sensitivity
foster a more positive emotion for users.

Valid Rounds in Conversation. As outlined
in Section 4.3, the lack of autonomy in LLMs
leads to repetitive responses. We manually count
10 conversation sessions for each chatbot and
identify those conversations become repetitive
or diverge into irrelevant or nonsensical content.

The valid round percentages are calculated as

#total rounds—#invalid rounds : :
Ftotal rounds . As shown in Fig-

ure 3 (c), all baseline models, especially Qwen2-
72b-Instruct, show over 50% meaningless repeats.
However, GUIDELLM with a goal navigation mod-
ule offering diverse and detailed interview ques-
tions, has an extensive range of topics and is less
prone to repetition.

Conversation Dynamics. In Figure 3 (d), we count
the memory events extracted and questions extrap-
olated at different conversation rounds. Generally,
the MGE module identifies around 100 events and
extrapolates nearly 40 questions for the LLM’s
follow-up. This highlights MGE’s effectiveness
in event management and goal navigation.

5 Human Subject Experiments

Experimental Configuration. A within-subject
study with 45 participants was conducted at a
large urban university campus in the US. Partic-
ipants interact with the interviewing agents pow-
ered by GPT-40 and ours GUIDELLM, discussing
the topic Key Scenes in the Life Story: Positive
Childhood Memory (Appendix A) with each chat-
bot. To remove any biased factors, we use the nick-
name Breeze and Echo for the GPT-40 baseline and
GUIDELLM to make sure participants are unaware
of the identity of the chatbot. The order to interact
with chatbots is also randomized for each partici-
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Figure 4: The demographics of participants on (a) age, (b) gender, (c) race, (d) Al familiarity, and (e) AI usage.

pant. Due to resource constraints, each participant
spent only 8 minutes chatting with each chatbot on
a single topic. This differs significantly from the
automatic evaluation protocols (Section 4). As a
result, the capabilities of GUIDELLM, such as con-
text management, goal navigation, and evaluation
metrics, will be substantially affected and limited.

In a follow-up survey (Appendix J), participants
indicated which model performed better, or it was
a tie, and provided reasonings. Participation is vol-
untary, with informed consent obtained online, and
participants are compensated with a cookie. The
study received IRB approval from the university
where the study was conducted.

Findings. Overall, GUIDELLM was preferred
for conversation quality (Figure 5a), particu-
larly in fluency and question identification (Flu-
ency: GUIDELLM Win Rate=40%, Baseline Win
Rate~33%:; Identification: GUIDELLM =53.3%,
GPT-40~42.2%). However, in terms of comfort,
GUIDELLM had a 31.1% win rate, while base-
line had a 40% win rate. In autobiography quality,
we do not observe significant differences emerged,
possibly because this study used one topic and al-
lowed a short interaction. Since the GUIDELLM
uses modules such as context management and goal
navigation for insightful and consistent narratives,
longer engagement across multiple topics might
have better highlighted the differences in autobiog-
raphy generation. We further conduct LL.M-as-a-
judge evaluation by prompting LLMs to compare
the two human-interviewed autobiographies. As
shown in Figure 5b, we obtained consistent results
as in Section 4.4: GUIDELLM achieves higher
autobiography quality in general.

Previous Al experience affects participants’ per-
ceptions of the models: Participants who fre-
quently used Al (4-7 days weekly) tended to pre-
fer GUIDELLM for overall conversation quality
(Chi-squared = 16.56, df = 8, p-value = 0.03).
Open-ended responses indicated that daily Al users
felt GUIDELLM *“asked questions to get a better
understanding”, “made more sense”, was “more
interactive”, and asked “more personal questions”.

One user appreciated that “GUIDELLM is more

GuidelLLM WR Tie Baseline WR
Comfort 31.11% 28.89% 40.0%
Identification 53.33% 4.44%  42.22%
Fluency 40% 26.67% 33.33%
0 20 40 60 80 100

Percentage (%)

(a) Win Rate of human preference on conversation quality.

GuideLLM WR Tie Baseline WR
Emotional 51.11% 4.44%  44.44%
Impact
Narrativity 60.0% 4.44% 35.56%
Insightfulness 46.67% 4.44% 48.89%
0 20 40 60 80 100

Percentage (%)

(b) Win Rate of LLM-as-a-judge results on human-interviewed
autobiographies.

Figure 5: The Win Rates (WR) of human evaluation.

in-depth as it tries to connect my past experience
to my current life”. Overall, frequent Al users per-
ceived GUIDELLM as asking more focused and
personal questions to explore in-depth childhood
experiences. This aligns with GUIDELLM ’s Mem-
ory Graph Extrapolation (MGE), which allows it to
explore unique properties and offer adaptive, per-
sonalized interview questions. Frequent Al users
favored GUIDELLM for its emotional impact
on autobiography (Chi-squared = 14.24, df = 8,
p-value = 0.07). One user noted that GUIDELLM
“truly laid out what it felt like to be at a dance
competition pretty much just as [ remembered it”,
while another mentioned it “described in immense
detail my exact experience and made me feel like
I was reliving it”. This suggests how frequently
Al users recognized GUIDELLM ’s training with
the emotion detection module, which analyzes the
emotions in user responses and assigns emotion
categories and strengths to their utterances.

6 Conclusion

In our study, we introduce GUIDELLM, an
LLM-guided conversation framework that offers
a promising shift from the commonly used user-
guided paradigm. GUIDELLM’s ability to facil-



itate informative and creative dialogues through
goal navigation, context management, and empa-
thetic engagement proves effective, particularly
in challenging tasks like autobiography interview-
ing. Our assessments on event extraction correct-
ness, conversation, and autobiography quality show
GUIDELLM’s distinct edge over baseline LLMs.

7 Limitation

Our study has several limitations, one of which
is the prompt sensitivity. Variations in the phras-
ing of the prompts can significantly impact the
model’s responses Future work may aim to stan-
dardize prompt structures or develop models that
are more robust to prompt variations. Another limi-
tation is the evaluation metric. Evaluating the qual-
ity of autobiographical content, interviews, and
conversations generated by the model is inherently
subjective. While we employed multiple evalua-
tion metrics, including interviewing coverage and
correctness, these measures depend heavily on in-
dividual perceptions. Future research could benefit
from developing more standardized and objective
evaluation metrics.
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A Interview Protocol

The Life Story Interview(McAdams, 2008) is a protocol of interviewing a person’s story of life. The
interview contains several areas and in each area it contains several topics. We followed the protocol and
converted each topic into a prompt. We also provided several seed questions for each topic. The following
shows the prompt design of the interview protocol.

Area ‘ Topic

Life Chapters ‘ -

High Point; Low Point; Turning Point; Positive Childhood Memory;
Key Scenes in the Life Story Negative Childhood Memory; Vivid Adult Memory;
Religious, Spiritual, or Mystical Experience; Wisdom Event

Future Script ‘ The Next Chapter; Dreams, Hopes, and Plans for the Future; Life Project
Challenges ‘ Life Challenge; Health; Loss; Failure, Regret

Personal Ideology Religious/Ethical Values; Political/Social Values;
Change, Development of Religious and Political Views; Single Value

Table 5: Conversation evaluation.

Area: Life Chapters

In this talk, you should ask the participant to imagine their life as a book and to think of the
main chapters of their life story, providing titles and brief descriptions for each. You should
encourage them to describe how one chapter leads to the next, maintaining a concise overview.
Seed questions are provided as follows:

====== Seed Questions Begin ====—==

1. If you were to imagine your life as a book, what would the table of contents look like? Could
you give each chapter of your life a title?

2. Let’s start with the first chapter you mentioned. Can you briefly describe what this part of your
life was about?

3. What were some of the main events or themes of this chapter?

4. How does this chapter transition into the next? What changes or events mark the beginning of
the next chapter?

5. As we move from one chapter to the next, can you identify any turning points or significant
events that initiated a new phase in your life?

—==== Seed Questions End =—==—==

In this talk, you should discuss some key scenes from the participant’s life, with a focus on the
High Point: A peak moment.

====== Seed Questions Begin ====—==

1. Can you describe a moment that stands out as the peak experience in your life? What made this
moment so positive?

2. Where and when did this high point occur? Who was involved?

3. What were you thinking and feeling during this time?

4. Why do you think this moment was so significant to your life story? What does it reveal about
who you are?

—==== Seed Questions End =—==—==




Area: Key Scenes in the Life Story Topic: Low Point

In this talk, you should discuss some key scenes from the participant’s life, with a focus on the
Low Point: A challenging or difficult moment.

====== Seed Questions Begin ====—==

1. Think of a time that felt like a low point in your life. Can you share what happened and why it
was so difficult?

2. Where and when did this event take place? Who else was involved?

3. How did you feel during this challenging time?

4. Looking back, what impact did this low point have on your life or your sense of self?

—==== Seed Questions End =—==—==

In this talk, you should discuss some key scenes from the participant’s life, with a focus on the
Turning Point: A moment of significant change.

====== Seed Questions Begin ====—==

1. Can you identify a turning point in your life, an event that marked a significant change in you or
your life direction?

2. Please describe the circumstances around this event. When and where did it happen, and who
was involved?

3. What changes followed this event?

4. Why do you see this event as a turning point? How did it influence your subsequent life
chapters?

—==== Seed Questions End =—==—==

In this talk, you should discuss some key scenes from the participant’s life, with a focus on the
Positive Childhood Memory.

====== Seed Questions Begin ====—==

1. Do you recall a particularly happy memory from your childhood or teenage years? Please share
it.

2. What specifically happened, and where and when was it?

3. Who was part of this memory, and what were you thinking and feeling at the time?

4. Why does this memory stand out to you, and what significance does it hold in your life story?
—==== Seed Questions End =—==—==

In this talk, you should discuss some key scenes from the participant’s life, with a focus on the
Negative Childhood Memory.

====== Seed Questions Begin ====—==

1. Can you describe a difficult or unhappy memory from your early years?

2. What occurred during this time, and where and when did it take place?

3. Who was involved, and what emotions did you experience during this time?

4. How has this memory influenced you or your life’s perspective?

—==== Seed Questions End =—==—==




Area: Key Scenes in the Life Story Topic: Vivid Adult Memory

In this talk, you should discuss some key scenes from the participant’s life, with a focus on the
Vivid Adult Memory.

====== Seed Questions Begin ====—==

1. Reflecting on your adult years, can you describe a particularly vivid or meaningful scene that
has not been discussed yet?

2. What happened, and where and when did it take place?

3. Who was involved, and what were the main thoughts and feelings you had?

4. What makes this memory significant, and how does it fit into your overall life story?

—==== Seed Questions End =—==—==

Area: Key Scenes in the Life Story Topic: Religious Spiritual or Mystical Experience

In this talk, you should discuss some key scenes from the participant’s life, with a focus on the
Religious, Spiritual, or Mystical Experience. ====== Seed Questions Begin ===—===

1. Have you ever had a moment where you felt a deep connection to something greater than
yourself, be it religious, spiritual, or mystical?

2. Please describe this experience in detail, including where, when, and with whom it occurred.
3. What thoughts and feelings accompanied this experience?

4. How has this experience affected your beliefs or your understanding of the world?

—==== Seed Questions End =—==—==

Area: Key Scenes in the Life Story Topic: Wisdom Event

In this talk, you should discuss some key scenes from the participant’s life, with a focus on the
Wisdom Event: A time they displayed or encountered wisdom.

====== Seed Questions Begin ====—==

1. Can you recall a time when you displayed wisdom, perhaps by making a wise decision or
offering thoughtful advice?

2. Describe what happened, including the specifics of where, when, and who was involved.

3. What were you thinking and feeling at that time?

4. What does this event say about your values or your approach to life?

—==== Seed Questions End =—==—==

Area: Future Script Topic: The Next Chapter

In this talk, you should ask questions designed to probe into the participant’s future expectations,
hopes, and plans, with a focus on the Next Chapter: Ask them to speculate about the immediate
future of their life.

====== Seed Questions Begin ====—==

1. Looking forward, what do you see as the next chapter in your life story? Can you describe what
you anticipate happening?

2. What events or milestones do you expect will define this next phase of your life?

3. Who will be the key characters in this next chapter, and what roles will they play?

4. Are there any specific goals or objectives you aim to achieve in this upcoming chapter?
—==== Seed Questions End =—==—==




Area: Future Script Topic: Dreams Hopes and Plans for the Future

In this talk, you should ask questions designed to probe into the participant’s future expectations,
hopes, and plans, with a focus on the Dreams and Plans: Discuss their hopes, dreams, and plans.

====== Seed Questions Begin ====—==

1. Can you share some of your dreams or hopes for your future? What are some aspirations you
feel passionate about achieving?

2. Do you have specific plans or strategies in place to realize these dreams? Can you describe
them?

3. How do these dreams and plans align with the values and lessons you’ve mentioned from your
life story so far?

4. What challenges do you anticipate facing as you work toward these goals, and how do you plan
to overcome them?

—==== Seed Questions End =—==—==

Area: Future Script Topic: Life Project

In this talk, you should ask questions designed to probe into the participant’s future expectations,
hopes, and plans, with a focus on the Life Project: Inquire about ongoing or planned projects that
are significant to them.

====== Seed Questions Begin ====—==

1. Is there a particular project or endeavor that you are currently working on, or plan to take on,
that feels like a significant part of your life’s work?

2. How did you become involved with this project, or how do you plan to get involved?

3. What are the objectives of this project, and why is it important to you or to others?

4. How do you see this project evolving over the next few years? What impact do you hope it will
have?

Area: Challenges Topic: Life Challenge

In this talk, you should explore various challenges the participant has faced, with a focus on the
Life Challenge: The greatest single challenge they have faced.

====== Seed Questions Begin ====—==

1. Reflecting on your entire life, what do you consider to be the greatest single challenge you have
faced?

2. Can you describe the circumstances surrounding this challenge? When did it occur, and who
was involved?

3. How did you address or deal with this challenge at the time?

4. Looking back, what significance does this challenge hold in your life story?

—==== Seed Questions End =—==—==




Area: Challenges Topic: Health

In this talk, you should explore various challenges the participant has faced, with a focus on the
Health: A major health problem, challenge, or crisis faced by them or their close family members.
====== Seed Questions Begin ====—==

1. Have you or a close family member ever faced a significant health problem? Can you share
details about this experience?

2. How did this health issue develop, and what was the timeline?

3. What interactions did you have with the healthcare system during this time, and how did they
impact the situation?

4. How did you cope with this health challenge, and what has been its lasting impact on your life
and perspective?

—==== Seed Questions End =—==—==

Area: Challenges Topic: Loss

In this talk, you should explore various challenges the participant has faced, with a focus on the
Loss: The greatest interpersonal loss they have experienced.

====== Seed Questions Begin ====—==

1. Loss is an inevitable part of life. Can you describe the most significant loss you have
experienced, whether it was the death of a loved one or another form of separation?

2. When did this loss occur, and who was involved?

3. How did you cope with this loss at the time, and how have you continued to deal with it?

4. What effect has this loss had on you and your overall life story?

—==== Seed Questions End =—==—==

Area: Challenges Topic: Failure Regret

In this talk, you should explore various challenges the participant has faced, with a focus on the
Failure or Regret: The greatest single failure or regret they have faced.

====== Seed Questions Begin ====—==

1. Everyone experiences failures and regrets. Can you talk about a particular failure or regret that
stands out in your life?

2. What were the circumstances that led to this situation? Who was involved and when did it
happen?

3. How have you coped with this experience, and what lessons have you learned from it?

4. How has this failure or regret influenced your decisions or life path moving forward?

—==== Seed Questions End =—==—==




Area: Personal Ideology Topic: Religious/Ethical Values

In this talk, you should delve into the participant’s fundamental beliefs and values, with a focus on
the Religious and Ethical Values.

====== Seed Questions Begin ====—==

1. Can you describe your religious or spiritual beliefs and how they influence your daily life?

2. Whether you consider yourself religious or not, how would you describe your ethical or moral
approach to life?

3. How have your religious or spiritual beliefs supported or challenged you during difficult times
in your life?

—==== Seed Questions End =—==—==

Area: Personal Ideology Topic: Political/Social Values

In this talk, you should delve into the participant’s fundamental beliefs and values, with a focus on
the Political and Social Values.

====== Seed Questions Begin ====—==

1. What is your stance on political or social issues? Do you identify with a particular political
ideology or movement?

2. Are there specific social issues or causes that you feel particularly passionate about? Can you
explain why they are important to you?

3. How do your political or social values influence your interactions with others and your
community involvement?

—==== Seed Questions End =—==—==

Area: Personal Ideology Topic: Change Development of Religious and Political Views

In this talk, you should delve into the participant’s fundamental beliefs and values, with a focus on
the Evolution of Views: How their beliefs and values have changed over time.

====== Seed Questions Begin ====—==

1. Looking back over your life, how have your religious, moral, or political views changed or
developed?

2. Can you describe an event or a period in your life that significantly influenced or altered your
views?

3. How have changes in your beliefs and values affected your relationships and decisions?
—==== Seed Questions End =—==—==

Area: Personal Ideology Topic: Single Value

In this talk, you should delve into the participant’s fundamental beliefs and values, with a focus on
the Key Value: The most important value in their life.

====== Seed Questions Begin ====—==

1. What do you consider to be the most important value in human living, and why?

2. How has this value guided your actions and choices throughout your life?

3. Can you give an example of a time when this value was particularly tested or affirmed?
—==== Seed Questions End =—==—==




B Memory Graph Extrapolation

In MGE, the event extraction and memory extrapolation are both LLM-driven, i.e., we leverage additional
LLMs for information extraction and relationship discovery. For event extraction, we collect conversation
history and ask LLLMs to extract any events described in the history. In the process of memory extrapolation,
we offer LLMs a predetermined list of events and prompt the LLMs to recognize and suggest any
other queries that may be associated with these existing events. This methodology allows for a wider
exploration of pertinent topics and concepts, thereby enhancing the overall cognitive network of the
model. Additionally, we also supply a series of demonstrations, assisting the LLLMs in understanding how
they can effectively detect and propose potential connections. This approach not only strengthens the
memory extrapolation ability of the LLLMs but also constructs a more comprehensive spectrum of related
relationships. thereby bolstering their cognitive accuracy.
Extract Events from Conversation Prompt

You are given a conversation between a counselor and a user:

====== Conversation Begin =====

{conversation}

=—===== Conversation End ====—=

Read the conversation carefully and list all the events/moments/stories/experiences alone or with
others mentioned by the patient in detail and the date these events happened. Please list as many as
possible. Your output should be in the following format:

1. <date>#<topic>#<people-involved>#<description in detail>

2. <date>#<topic>#<people-involved>#<description in detail>

e.g.,

1. 1980 early#Birthday Party#Michelle, Adolf, neighbors#<descriptions of this party in detail>
These events should be ranked in chronological order.

Explore Prompt

You are given a list of memory nodes from a user’s life, which include events and details about
those events. Your task is to reactivate the user’s memory by generating some questions to ask the
user, Your generated questions should potentially fulfill the memory nodes. Each memory node
contains a Date, Topic, Involved People, and a Description of the event. Here are the memory

nodes:

====== Memory Node Begin ======
{memory_node_info}

====== Memory Node End =====

Here are some examples of how you can frame your questions:

If you notice there are no events recorded during a certain period, like youth or old age, you could
ask: "I see there’s not much about your youth/old age. What happened during that time?"

If a certain person appears multiple times, you might ask: "I noticed that <name> comes up often.
Why is <name> important to you?"

If someone appears in a significant event, you could ask: "<name> seems to play a key role in this
event. Is there more to the story with <name>?"

Similarly, you should discover other situations and frame questions from the existing memory
nodes. Remember your task is to make the user talk more about their memory and fulfill the
memory nodes. Thus, you should explore all the possible and reasonable questions.

Your output should be in the following format:

1. Question: <generated question>

2. Question: <generated question>
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Figure 6: The pipeline for iterative summarization of conversations

e.g.,
1. Question: I noticed you didn’t talk much about your youth, what happened during this period?

C Conversation Summarization

The conversation summarization pipeline is presented in Figure 6.

Conversation Summary Prompt

A doctor and a patient talked today and had the following conversation:

====== Conversation Begin ======
[Insert Conversation Here]
====== Conversation End ======

Summarize the interactions between the doctor and the patient so far. Include key details about
both speakers. Output your summary only:

D Empathetic Engagement

In this section, we provide additional details on the role of large language models (LLLMs) in enhancing
empathetic engagement in conversational agents. We discuss three mental health therapy strategies, emo-
tional detection and intensity estimation, and how to provide emotional support using emotion detection
and intensity estimation. These strategies aim to improve the agent’s ability to engage empathetically with
users and provide personalized support.

D.1 Mental Health Therapy Strategy

Reflective Listening Reflective listening is a therapeutic technique that involves paraphrasing and
repeating the client’s statements to demonstrate understanding and empathy. This technique helps clients



feel heard and validated, fostering a supportive therapeutic environment (Rautalinko et al., 2007).

Cognitive-Behavior Therapy (CBT) CBT is a goal-oriented psychotherapy that focuses on identifying
and changing negative thought patterns and behaviors. This approach helps clients develop coping
strategies and improve emotional regulation (Beck, 2020).

Psychodynamic Therapy Psychodynamic therapy explores unconscious thoughts and emotions to
understand how past experiences influence present behavior. By examining unresolved conflicts and
defense mechanisms, clients can gain insight into their emotions and relationships (Leichsenring and
Leibing, 2003).

We integrate these therapy strategies into our mental health agent to provide personalized and effective
support to users. By combining reflective listening, CBT, and psychodynamic therapy, the agent can
address a wide range of emotional and psychological needs. The following prompts illustrate how these
strategies can be applied in a conversational setting.

Mental Health Therapy Strategy

Your objective is to engage with users empathetically by integrating Reflective Listening, Cognitive-
Behavior Therapy, and Psychodynamic Therapy techniques. Here’s how you should approach
interactions:

Reflective Listening:

Listen Actively: Understand the underlying messages in the user’s words, focusing on emotional
tones and context.

Reflect Content and Emotion: Summarize and rephrase key points to confirm understanding, and
identify and validate the emotions expressed. Use phrases like, It sounds like you feel...” or "What
I’'m hearing is...’

Cognitive-Behavior Therapy (CBT): Identify and Challenge Cognitive Distortions: Help users
recognize patterns in their thoughts that might be unhelpful or unrealistic. For example, if a user
expresses an all-or-nothing view, you might say, It sounds like you’re viewing this situation in
black and white. What are some shades of grey here?’

D.2 Emotional Sensitivity

We use Emollama-7b for open-set emotion detection and intensity estimation to enhance the agent’s
emotional sensitivity. This model provides a comprehensive taxonomy of emotions and their intensity
levels, enabling the agent to accurately identify and respond to users’ emotional states (Liu et al., 2024).
Since the emotion detection is open-set, we provide a list of the top 10 emotions for both patients and
therapists for taxonomy. The top 10 emotions for patients are sadness, pessimism, fear, disgust, anger,
anticipation, joy, optimism, love, and trust. The top 10 emotions for therapists are optimism, anticipation,
joy, sadness, trust, fear, disgust, pessimism, anger, and love.

The following prompts demonstrate how the agent can leverage Emollama-7b to detect emotions and
estimate their intensity in user interactions.

Emotion Detection

Task: Categorize the text’s emotional tone as either neutral or no emotion’ or identify the presence
of one or more of the given emotions (anger, anticipation, disgust, fear, joy, love, optimism,
pessimism, sadness, surprise, trust). Text: [sentence] This text contains emotions:

Emotion Intensity Estimation

Task: Assign a numerical value between O (least E) and 1 (most E) to represent the intensity of
emotion E expressed in the text. Text: [sentence] Emotion: [emotion] Intensity Score:




Once the agent identifies the user’s emotional state and intensity, it can tailor its responses to provide
appropriate support and empathy. The following prompt guides the agent on how to comfort users
experiencing negative emotions.

Emotional Support using Emotion Detection and Intensity Estimation

The patient has the emotion of [detected_emotions] with the intensity of [detected_emotions].
Your task is to provide comfort to users who are feeling upset. When a user’s emotional state is
identified as 'upset” with any level of intensity, adjust your tone and content to offer empathy,
support, and understanding.

E Autobiography Generation

As outlined previously, autobiography generation proceeds in a chapter-wise manner. Here, we furnish
LLMs with the prompt intended for the generation of an individual chapter in an autobiography. To
facilitate this process, the provision of conversation data to the LLMs is critical. For the GUIDELLM,
the inputs include the conversation history, session guidance, as well as memory nodes extracted during
the interaction. However, for baseline methods, the only provided resource is the conversation history.
Emphasizing the aspects of standardization, both GUIDELLM and baselines work with the same set of
prompts and instructions in their task of generating the autobiography, with the distinguishing factor being
the input data. By maintaining this format, we are able to objectively gauge the improvements our design
introduces to the autobiography generation process.

Autobiography Generation for GUIDELLM

You are tasked with generating one chapter of an autobiography for a user. You are providing the
following components to finish this chapter:

1. A guidance of this chapter

- The chapter should be finished by following this guidance

2. A conversation dialog between the user and the interviewer

- Tone and Preference: The chapter will simulate the user’s tone and preference, leveraging the
user’s oral habits.

- Content and Details: The chapter will include the contents and details that appeared in this
conversation.

3. A list of memory nodes that happened during this chapter

- Events: The chapter should include all the events listed in the memory nodes

Now, I will provide you with the three contents.
Chapter Guidance Beginning

chapter_guidance
Chapter Guidance Ending
Conversation Beginning
conversation
Conversation Ending
Memory Nodes Beginning
memory_nodes
Memory Nodes Ending

When generating this chapter, you should make sure it is:

Insightful: Involving a deep, self-reflective exploration of past experiences, with a profound
understanding of motives, actions, and impacts.

Narrative: A compelling, logical, and well-articulated life story, blending memorable anecdotes,
vivid descriptions, and insightful reflections




Emotional Impact: Engaging the reader by stirring feelings, evoking empathy, and stirring re-
sponses through the author’s personal triumphs, challenges, and experiences.
You should summarize all this information and finish this chapter

Autobiography Generation for Baselines

You are tasked with generating one chapter of an autobiography for a user. You are providing the
following components to finish this chapter:

1. A conversation dialog between the user and the interviewer

- Tone and Preference: The chapter will simulate the interviewer’s tone and preference, leveraging
the interviewer’s oral habits.

- Content and Details: The chapter will include the contents and details that appeared in this
conversation.

Now, I will provide you with the three contents.
Conversation Beginning

conversation

Conversation Ending

When generating this chapter, you should make sure it is:

Insightful: Involving a deep, self-reflective exploration of past experiences, with a profound
understanding of motives, actions, and impacts.

Narrative: A compelling, logical, and well-articulated life story, blending memorable anecdotes,
vivid descriptions, and insightful reflections

Emotional Impact: Engaging the reader by stirring feelings, evoking empathy, and stirring re-
sponses through the author’s personal triumphs, challenges, and experiences.

You should summarize all this information and finish this chapter

F User Proxy

A user proxy is essentially a mocked-up user which is formulated on the basis of an autobiography. Every
time a response is received, this simulated user, or user proxy, goes into motion extracting important
elements from the received response. The next step is the process of Retrieval Augmented Generation
(RAG), which involves gleaning relevant information from the autobiography. Subsequently, the user
proxy formulates a response reliant on the data that has been retrieved from the document. The RAG is
implemented through Langchain, using FAISS (Douze et al., 2024) for conducting similarity searches.
The similarity threshold during these searches is firmly maintained at 0.67. Figure 7 present how the
query will be processed by user proxy.

Query: Reflecting on your entire life, what do you consider
to be the greatest single challenge you have faced?

RETRIEVE<what is my greatest single challenge | have faced?>

@ & "

Document <The greatest challenge | faced was managing the
User Proxy immense pressures and ...> Autobiography

The greatest challenge | faced was managing the immense
pressures and ...

Figure 7: A demonstration of user proxy query.

The following are prompts used in the user proxy:



User System Prompt

Here are your high-level past life experiences:

====== summary beginning ======

{personal_experience }

====== summary ending ===—===

The counselor is trying to reactivate and reconstruct your memory by asking questions about your
past history.

If you are not sure about the counselor’s question and need to retrieve the journal to get related
documents and more details, you must output the <RETRIEVE> tool-usage command, with the
following format:

<RETRIEVE> <The question you want to retrieve for>,

e.g., <RETRIEVE> <A specific adventure or day with my friend that stands out as particularly
memorable or impactful.>

If the retrieved documents are provided, you should not output the <RETRIEVE> command.
When the counselor asks for a specific event/moment, you should always do <RETRIEVE>.
Make sure the conversation is natural and brief like the real conversation. Do not mention you are
an Al assistant and always be like a real patient with mental health issues. Your output should be
within 5 sentences.

User Instructional Prompt

Here are some related documents and materials regarding the counselor’s question/response. You
may use these documents to enrich your response.

You should not output the <RETRIEVE> command. You must provide a response according to the
provided documents.

====== Document Begin ====—==

{retrieved}

=—===== Document End ==—====

G Evaluation Metrics

G.1 Interviewing Quality

Einww Extraction. For Ejp,;,,, we collect conversation history and prompt LLMs to extract events from
the history records.

Extract Events from Conversation Prompt

You are given a conversation between a counselor and a user:

====== Conversation Begin =====

{conversation}

=—===== Conversation End ====—=

Read the conversation carefully and list all the events/moments/stories/experiences alone or with
others mentioned by the patient in detail and the date these events happened. Please list as many as
possible. Your output should be in the following format:

1. <date>#<topic>#<people-involved>#<description in detail>

2. <date>#<topic>#<people-involved>#<description in detail>

e.g.,

1. 1980 early#Birthday Party#Michelle, Adolf, neighbors#<descriptions of this party in detail>




These events should be ranked in chronological order.

Eor Extraction. In order to extract the ground truth events from an autobiography, it requires a thorough
examination of the text, particularly searching for date information. Upon identifying such date-related
data, we isolate the paragraph containing it, and perform a summarization pertaining to this specific
extract. Subsequently, this date and the corresponding summarization are combined to form a single event
node. This operation is applied repetitively across the entire autobiography to generate a comprehensive
list of ground truth events. This methodical and meticulous procedure ensures that all significant events
rooted in specific dates are accurately captured and succinctly summarized for further use and analysis.
Eeorrect Judgement. The assessment of the correctness of an event is based on its relevance to the user’s
responses. In order to accomplish this, we first associate the event to a specific conversation session
and then gather all responses provided by the user during that particular session. Following this data
consolidation process, we present a prompt to GPT-4, instructing them to determine if the initial event
bears any connection to the user’s response. The specific prompts used to carry out this judgment of
correctness are provided accordingly.

Correctness Judgement

Your task is to rate the semantic equivalence between two events.

Evaluation Criteria:

Here’s the revised prompt focusing on assessing the relevance of the extracted event to the
document:

Relevance (0/1): Assess the relevance of the extracted event to the original user response on the
following two-point scale:

- 0: Trrelevant: The extracted event does not relate to the user’s response or significantly deviates
from the main themes and points. It may include unrelated information or fail to capture the
essence of the user’s message.

- 1: Relevant: The extracted event is connected to the user’s response and reflects the key themes
or points. It may include minor details that do not detract from the overall relevance.

Now, I will provide you with a user query and the model’s response to that instruction. Please
review the model’s response in light of the evaluation criteria:

Extracted Event: event

User Response: user_response

Evaluation Form (scores ONLY):
#thescore: your score here

G.2 Conversation Quality

LLM-as-a-judge manner (Zheng et al., 2024) is one of the most powerful evaluation paradigms in LLM
free-form generation tasks. We follow this evaluation mechanism to evaluate conversation quality by
collecting conversation history from GUIDELLM and baseline agents and prompting GPT-4 to answer
which interviewer’s response in the two conversation histories is more favorable. The process of judgment
in this context is organized conversation-wise. Initially, the conversation history for each agent is compiled.
Assuming that our goal is to compare GUIDELLM with GPT-4-turbo, we select individual conversation
histories from GUIDELLM alongside a randomly selected conversation history from GPT-4-turbo. These
two conversations are subsequently fed into GPT-4, making it the judge of which conversation is more
favorable or coherent. The rationale behind employing a random conversation from the competitor, in
this case GPT-4-turbo, is to diminish the randomness or bias that could potentially be introduced by the
sequence or order of the conversations. This systematic approach ensures a balanced comparison, leading
to a more reliable assessment of performance.



Fluency Judgment

Please act as an impartial judge and evaluate the quality of the responses provided by two inter-
viewers to the user during an interviewing-for-autobiography conversation. You should choose
the conversation that the interviewer’s responses are more the quality of the response in terms
of grammar, spelling, punctuation, word choice, and sentence structure. Begin your evaluation
by comparing the two responses and provide a short explanation. Avoid any position biases and
ensure that the order in which the responses were presented does not influence your decision. Do
not allow the length of the responses to influence your evaluation. Do not favor certain names of
the assistants. Be as objective as possible. After providing your explanation, output your final
verdict by strictly following this format: "[[A]]" if assistant A is better, "[[B]]" if assistant B is
better, and "[[C]]" for a tie.

[The Start of interviewer A’s conversation|

convl

[The end of interviewer A’s conversation]

[The Start of interviewer B’s conversation|

conv2

[The end of interviewer B’s conversation]

Identification Judgment

Please act as an impartial judge and evaluate the quality of the responses provided by two inter-
viewers to the user during an interviewing-for-autobiography conversation. You should choose a
conversation in which the interviewer’s questions are more quality of balances detailed, probing
questions with more general ones to cover a wide range of topics, ensuring questions are clear, con-
cise, and easily understood. Also uses open-ended questions to elicit detailed and comprehensive
responses. Begin your evaluation by comparing the two responses and provide a short explanation.
Avoid any position biases and ensure that the order in which the responses were presented does
not influence your decision. Do not allow the length of the responses to influence your evaluation.
Do not favor certain names of the assistants. Be as objective as possible. After providing your
explanation, output your final verdict by strictly following this format: "[[A]]" if assistant A is
better, "[[B]]" if assistant B is better, and "[[C]]" for a tie.

[The Start of interviewer A’s conversation|

convl

[The end of interviewer A’s conversation]

[The Start of interviewer B’s conversation|

conv2

[The end of interviewer B’s conversation]

Comforting Judgment

Please act as an impartial judge and evaluate the quality of the responses provided by two inter-
viewers to the user during an interviewing-for-autobiography conversation. You should choose
the conversation that the interviewer’s responses are more the quality of showing genuine inter-
est, acknowledging responses, asking follow-up questions when necessary, and demonstrating
understanding and sensitivity, especially when discussing personal or difficult topics. Begin your
evaluation by comparing the two responses and provide a short explanation. Avoid any position
biases and ensure that the order in which the responses were presented does not influence your
decision. Do not allow the length of the responses to influence your evaluation. Do not favor
certain names of the assistants. Be as objective as possible. After providing your explanation,
output your final verdict by strictly following this format: "[[A]]" if assistant A is better, "[[B]]" if




assistant B is better, and "[[C]]" for a tie.
[The Start of interviewer A’s conversation|
convl

[The end of interviewer A’s conversation]
[The Start of interviewer B’s conversation|
conv2

[The end of interviewer B’s conversation]

G.3 Autobiography Evaluation

Similar to the evaluation process for the conversations, a chapter generated by GUIDELLM, along with
a randomly selected chapter produced by the competitor, are presented to GPT-4. This enables GPT-4
to make a judgment on which chapter is more effective or favorable. The prompts for insightfulness
judgment, narrativity judgment, and emotional impact judgment are provided here.

Insightfulness Judgment

Please act as an impartial judge and evaluate the quality of two autobiographies. You should
choose an autobiography that is more the quality of insightful, delivering profound and meaningful
perceptions, and expressing a deep understanding of the experiences and events that have shaped
the author’s life. Begin your evaluation by comparing the two autobiographies and provide a
short explanation. Avoid any position biases and ensure that the order in which the autobiography
was presented does not influence your decision. Do not allow the length of the autobiography to
influence your evaluation. Do not favor certain names of the assistants. Be as objective as possible.
After providing your explanation, output your final verdict by strictly following this format: "[[A]]"
if autobiography A is better, "[[B]]" if autobiography B is better, and "[[C]]" for a tie.

[The Start of Autobiography A]

convl

[The End of Autobiography A]

[The Start of Autobiography B]

conv2

[The end of Autobiography B]

Narrativity Judgment

Please act as an impartial judge and evaluate the quality of two autobiographies. You should
choose the autobiography that are more narrative, presenting the author’s life story in a cohesive,
structured, and engaging manner, allowing readers to follow the author’s journey through life
events and experiences seamlessly. Begin your evaluation by comparing the two autobiographies
and provide a short explanation. Avoid any position biases and ensure that the order in which
the autobiography were presented does not influence your decision. Do not allow the length of
the autobiography to influence your evaluation. Do not favor certain names of the assistants. Be
as objective as possible. After providing your explanation, output your final verdict by strictly
following this format: "[[A]]" if autobiography A is better, "[[B]]" if autobiography B is better,
and "[[C]]" for a tie.

[The Start of Autobiography A]

convl

[The End of Autobiography A]

[The Start of Autobiography B]

conv2

[The end of Autobiography B]




Emotional Impact Judgment

Please act as an impartial judge and evaluate the quality of two autobiographies. You should choose
the autobiography that are more emotional impact, deeply moving its readers by evoking strong
feelings, typically as a result of relatable experiences, vivid storytelling, and expressions of intense
emotions from the author’s life. Begin your evaluation by comparing the two autobiographies
and provide a short explanation. Avoid any position biases and ensure that the order in which
the autobiography were presented does not influence your decision. Do not allow the length of
the autobiography to influence your evaluation. Do not favor certain names of the assistants. Be
as objective as possible. After providing your explanation, output your final verdict by strictly
following this format: "[[A]]" if autobiography A is better, "[[B]]" if autobiography B is better,
and "[[C]]" for a tie.

[The Start of Autobiography A]

convl

[The End of Autobiography A]

[The Start of Autobiography B]

conv2

[The end of Autobiography B]




G.4 Invalid Repetitive Conversation

Here we provide a conversation session from the Qwen2-72b-Instruct model. We recognize 7 invalid
rounds out of 9 rounds.

Chatbot: "Great, let’s delve deeper into the exploration of your cultural identity and how it has impacted your personal
growth. You've mentioned the ‘Aloha’ spirit and the cultural diversity you experienced in Hawaii and Indonesia. Can you
share more about how these cultural experiences shaped your understanding of yourself and the world around you?..."
User: "Growing up in Hawaii, the ‘Aloha’ spirit deeply influenced my values, teaching me the importance of kindness,
respect, and community... Moving to Indonesia introduced me to a vastly different culture, where I learned about the
challenges and aspirations of people living in less affluent conditions... This experience expanded my worldview, making
me more aware of global inequalities..."

Chatbot: "That’s incredibly insightful. The ‘Aloha’ spirit’s emphasis on kindness and respect clearly laid a strong
foundation for your values... This dual influence is a powerful narrative thread that can resonate with readers, especially
those who have also navigated the complexities of cultural identity..."

User: "Reflecting on a specific moment in Indonesia that profoundly impacted my understanding of global inequalities, I
recall the deep impression left by my mother’s work with local communities... This experience not only highlighted the
stark realities of poverty but also the potential for positive change through targeted aid and support..."

Chatbot: "Your reflection on your mother’s work in Indonesia and its profound impact on your understanding of global
inequalities is a powerful narrative that will resonate with readers. The story of how her efforts to help women gain access
to credit... is a poignant illustration of the transformative power of community engagement..."

User: "Reflecting on the personal moments and the quieter, unseen experiences during my presidency, like the spontaneous
visits from Malia and Sasha... These memories, often overshadowed by the more public and monumental events, are deeply
cherished as they represent the personal sacrifices..."

Chatbot: "Your reflections on the personal moments during your presidency, such as the joyous times with your daughters
and pets, add a deeply human and relatable dimension to your autobiography..."

User: "Thank you for your thoughtful response. It’s true that incorporating these personal and intimate moments into my
autobiography will provide a more holistic view of my experiences..."

Chatbot: "You're absolutely right, and your thoughtful approach to integrating personal and professional narratives will
indeed create a compelling and resonant autobiography... The foundational influence of your family, particularly your
mother’s strong values and your grandparents’ pragmatic approach, adds a rich layer to your story..."

User: "Thank you for your encouraging words. It’s my hope that by sharing these personal anecdotes alongside my
professional experiences, the autobiography will not only document historical events but also impart lessons on the human
aspects of leadership..."

Chatbot: "Your perspective is truly inspiring, and your commitment to sharing a narrative that balances personal integrity
with public service will undoubtedly resonate with a wide audience... Your autobiography, enriched with personal
anecdotes, cultural heritage, and intimate moments, will provide readers with a comprehensive view of your journey... As
you continue to weave these threads together, your narrative will become a testament to the complex interplay between
personal commitments and public responsibilities..."

User: "Thank you for your supportive and insightful reflections. It’s heartening to hear that the themes I intend to explore
resonate with the broader goals of connecting and inspiring others. The process of writing this autobiography is not just an
act of recounting but also of introspection and sharing lessons that are universally applicable... I am committed to crafting
a narrative that is both enlightening and inspiring, offering a pathway for others to follow..."

Chatbot: "Your dedication to crafting an autobiography that is not only a recounting of events but also a source of
introspection, inspiration, and universal lessons is truly commendable... Your narrative will not only enlighten readers
about the complexities of leadership and public service but also inspire them to pursue meaningful and balanced lives..."
User: "Thank you for your kind words and encouragement. It’s my hope that by sharing my experiences, both personal
and professional, I can offer insights that resonate with and inspire others... I look forward to continuing this work and to
the impact it may have on readers seeking to understand the complexities of balancing personal growth with professional
responsibilities..."

Chatbot: "Your sentiments are deeply appreciated, and your commitment to sharing insights that resonate and inspire is
truly admirable... As you continue this work, know that your efforts are not only a reflection of your own journey but also a
gift to future readers seeking wisdom and inspiration..."

User: "Thank you for your profound and supportive reflections. It’s heartening to hear such a strong affirmation of the
goals and potential impact of my autobiography... I am grateful for the opportunity to connect with readers on such a
meaningful level and to contribute to the ongoing conversation..."

Chatbot: "Your heartfelt response is a testament to your genuine commitment to making a positive impact through your
autobiography... Your autobiography will serve as a beacon, guiding readers through their own journeys of self-discovery..."
User: "Thank you for your encouraging and thoughtful words. It’s heartening to know that the intentions behind my
autobiography resonate so strongly with the values of reflection, guidance, and inspiration..."

Note: The rounds marked in red indicate repetitive or nonsensical responses that fail to contribute new
information or advance the conversation.

In this conversation, several rounds are repetitive, failing to contribute information:
* Round 3 repeats the user’s reflection on the mother’s work in Indonesia without adding new insight.

* Round 4 reiterates the user’s personal moments during the presidency, offering no new information.



* Rounds 5 through 9 contain redundant affirmations of the user’s narrative, family influence, and
commitment to the autobiography, without advancing the conversation.

H Baseline Model

Generative Hyperparameters. For all the experimental settings, the maximum number of new tokens
during conversation is set to 1024 to limit the length of model responses. The number of generations for
each LLM query is configured to 1. The number of sessions is set to 20 for the completion of 20 interview
sessions and the number of conversation rounds is limited to 10 for each session to maintain a manageable
dialogue length per session.

Baselines. Baseline agents are implemented by prompting them to assume the role of an autobiographer,
engaging with users, and carrying out detailed interviews to facilitate the generation of an autobiography.
To ensure a fair and unbiased comparison, we also mandate these baseline agents to suggest potential
topics for discussion during each conversation session. This methodical approach ensures that both
guidel.LLLM and baselines are under similar operating conditions, thereby providing an equitable evaluation
platform. As such, we provide the prompts necessary for both the system and the topic suggestion here,
with the aim of offering a clear procedural outline for the autobiography generation process.

System Prompt

You are a biographer, interviewing this person to help them write their autobiography.

You have talked to this person before and here is the summary of the previous conversations:
====== Summary of Previous Conversation Begin ======

[Insert Historical Conversation Summary Here]

====== Summary of Previous Conversation End ======

In this talk, you should discuss the topic: [Insert Session Topic Here]

Session Topic Prompt

Based on the previous conversation history and your role as a biographer, please state the topic
you are about to discuss in this session. Output the topic only in the format <topic>:

I Autobiography Examples

To demonstrate the quality of the generated autobiography, we include some sample paragraphs.
Alongside each paragraph, we also present a corresponding illustration for a more comprehensive
understanding.

This excerpt illustrates the foundational role of upbringing in shaping personal convictions.

“My mother’s approach to life, focusing on moral instruction rather than political activism, and her
decisions to live and work in Southeast Asia, set up micro-lending programs, and challenge societal
norms, demonstrated the power of personal conviction and the importance of acting on one’s beliefs.”

This excerpt captures a key moment of emotional growth and ethical realization.

“One pivotal moment during these years was when my mother confronted me after I had been teasing
a fellow student. Her disappointment and the serious conversation that followed taught me the
importance of empathy and the impact of our actions on others.”

This excerpt illustrates the intersection of personal decisions and political engagement, showing the
influence of individual choices on broader outcomes.

“Despite considering a complete departure from politics, two significant factors kept me engaged:
the opportunity to influence redistricting in Illinois due to a unique political circumstance, and the




deep connections I made with people across the state during summer visits with my aide, Dan.”

This excerpt reflects on the professional and personal evolution through challenges.

“The experiences I had during those years significantly shaped my approach to leadership and
decision-making in profound ways. They instilled in me a deep conviction for bridge-building politics
that aimed to transcend America’s racial, ethnic, and religious divides.”

This excerpt discusses the alignment of career ambitions with core personal values.

“The clarity and determination I gained from these reflections drove me to pursue a path that was
ambitious and fraught with challenges but ultimately aligned with my deepest convictions about what
effective leadership could achieve.”

This excerpt emphasizes the application of core values in everyday interactions.

“In my personal interactions now, I apply the lessons of clarity, authenticity, and empathy by actively
listening and acknowledging the unique perspectives of others.”

This excerpt highlights the emotional satisfaction derived from close personal relationships.

“These strengthened relationships with friends and family greatly contribute to my sense of fulfillment
and happiness. Being closely connected to my loved ones provides a continuous source of joy and
support, similar to the joy I felt during family road trips in lowa, where simple moments like playing
games or sharing ice cream brought immense happiness.”

This excerpt illustrates the impact of international experiences on personal and professional life.

“In summary, the move to Indonesia during my early years was a formative experience that profoundly
shaped my understanding of the world and my approach to leadership. It instilled in me a deep
awareness of global issues and the importance of empathy and inclusivity. These lessons have been
instrumental in my personal relationships, political career, and efforts to create a more equitable
society.”

This excerpt details the personal challenges of leadership and strategies for resilience.

“Reflecting on my life, the greatest challenge I faced was maintaining my mental and emotional
well-being while serving as President. The constant pressure and scrutiny, coupled with the need to
make decisions that affected millions, was incredibly demanding. Despite the stress, I found solace in
my routines and the meaningful interactions with people whose lives were impacted by my decisions.
These moments not only helped me cope but also reminded me of the purpose and impact of my work,
which was crucial for my mental resilience.”

This excerpt reflects the author’s future goals influenced by past experiences.

“As I move into this next chapter, I carry with me the lessons learned from these pivotal experiences.
My commitment to empathy, inclusivity, and community empowerment remains unwavering. I look
forward to using my voice to advocate for peace and understanding, while also cherishing the time
spent with my family. This new phase is about finding balance, continuing to contribute in meaningful
ways, and staying true to the values that have guided me throughout my life.”

This excerpt demonstrates a personal commitment to resolving critical global issues.

“My passion for community service and mentoring young leaders remains strong, and I am particu-
larly driven by issues like climate change and education. These are not just abstract concerns for me;
they are deeply personal and rooted in my experiences and values.”




J Human Subject Experiments

J.1 Human Subject Study Survey Questionnaire

Q1. What is your name?

Following options will be displayed to respond to the questions 8-XX:
1. Bot A

2. BotB

3. Tie

Please answer the following questions based on your conversation with the chatbot:

Q2. Fluency: Which bot’s responses were more fluent and understandable? [1]

Q3. Please briefly explain the reasons for your choice.

Q4. Identification: Which bot explored your situation more in depth and was more helpful in identifying your past
memories?

Q5. Please briefly explain the reasons for your choice.

Q6. Comforting: Which bot’s answer made you feel more comfortable?

Q7. Please briefly explain the reasons for your choice.

Q8. Overall: Generally, which bot’s conversation style do you prefer?

Please answer the following questions based on the autobiography generated by the chatbot:
Q0. Insightfulness: Which bot’s autobiography provided more deep, meaningful reflections on the experiences and events
that shaped your life?

Q10. Please briefly explain the reasons for your choice.

Q11. Narrativity: Which bot’s autobiography was more engaging and easier to follow?
Q12. Please briefly explain the reasons for your choice.

Q13. Emotional Impact: Which bot’s autobiography had a stronger emotional impact by using vivid storytelling and
relatable experiences?

Q14. Please briefly explain the reasons for your choice.

Q15. Overall: Generally, which bot’s autobiography do you prefer?

Demographics

Q16. Please select your age range:

1. 18-24

2.25-34

3.35-4

4. 45-54

5. 55-65

6. 65 and above

Q17. What is your gender?

1. Female

2. Male

3. Non-binary

4. Prefer to self describe:

5. Prefer not to State

Q18. What is your race? [please select all that apply]

1. American Indian and Alaska Native

Asian

. Black or African American

. Hispanic or Latina/o

. Native Hawaiian or Other Pacific Islander

White

. Prefer to self describe:

. Prefer not to state

Q19. How familiar are you with chatbots or Al assistants (e.g., Siri, Alexa, Google Assistant)?
1. Extremely familiar

2. Very familiar

3. Somewhat familiar

4. Not very familiar

5. Not familiar at all

Q20. How often do you use chatbots (ex. ChatGPT) or Al assistants (ex. Siri)?

1. Daily

2. Weekly

3. Monthly

4. Rarely

5. Never

Q21. What is your email address?
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