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Abstract

Mixture of experts (MoE) has recently emerged as an effective framework to advance the
efficiency and scalability of machine learning models by softly dividing complex tasks among
multiple specialized sub-models termed experts. Central to the success of MoE is an adaptive
softmax gating mechanism which takes responsibility for determining the relevance of each
expert to a given input and then dynamically assigning experts their respective weights. Despite
its widespread use in practice, a comprehensive study on the effects of the softmax gating on
the MoE has been lacking in the literature. To bridge this gap in this paper, we perform a
convergence analysis of parameter estimation and expert estimation under the MoE equipped
with the standard softmax gating or its variants, including a dense-to-sparse gating and a
hierarchical softmax gating, respectively. Furthermore, our theories also provide useful insights
into the design of sample-efficient expert structures. In particular, we demonstrate that it requires
polynomially many data points to estimate experts satisfying our proposed strong identifiability
condition, namely a commonly used two-layer feed-forward network. In stark contrast, estimating
linear experts, which violate the strong identifiability condition, necessitates exponentially many
data points as a result of intrinsic parameter interactions expressed in the language of partial
differential equations. All the theoretical results are substantiated with a rigorous guarantee.

1 Introduction

Introduced by Jacob et al. [18], mixture of experts (MoE) has been known as a powerful statistical
machine learning framework that generalizes the concept of conventional mixture models [25] based
on the principle of divide and conquer. More specifically, it incorporates the power of multiple
sub-models referred to as experts through an adaptive gating mechanism. Here, each expert can
be a classifier [4, 31], a regression function [10] or a feed-forward network (FFN) that specializes
in some specific tasks [42, 9]. Meanwhile, a gating function is formulated as an FFN followed by a
softmax normalization, which we refer to as the softmax gating function throughout the paper. Its
responsibility is to dynamically assign a corresponding weight for each individual expert in a way
that experts which are more relevant to the input will have larger weights than others. Therefore,
the weight set of the MoE model varies with the input value rather than remains constant as that of
the traditional mixture model (see Figure 1a). This feature accounts for the flexibility and adaptivity
of the MoE, leading to a series of MoE applications in classification [46], multi-task learning [14, 12],
speech recognition [39, 47], and bioinformatics [40], etc.

In order to enhance the computational efficiency of the MoE, Shazeer et al. [42] has recently
developed a sparse variant of the softmax gating function known as the Top-K sparse softmax gating
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(a) Mixture of Experts. (b) Sparse Mixture of Experts.

Figure 1: Illustration of mixture of experts.

function. In particular, the gating network is trained to route each input to only the K most relevant
expert networks rather than all of them (see Figure 1b). This mechanism can be viewed as a form of
conditional computation [1, 6], and it allows the sparse MoE to reduce the computational overhead
significantly while maintaining or even improving the model performance. A typical application of
the sparse MoE is in the Transformer model [45], which has been the state-of-the-art architecture for
many natural language processing tasks. More concretely, the FFN in a transformer layer is often
replaced with a sparse mixture of smaller FFNs whose total number of parameters matches that
of the original FFN layer, which might contain up to billions of parameters [20, 9]. Since only a
few FFNs are activated per input, it is obvious that the computational cost decreases substantially.
Moreover, the usage of multiple FFNs might help learn domain-specific or task-specific tasks better
than using a single FFN. For example, when the dataset consists of diverse data modalities such as
texts, images, time series, etc., then each FFN can be trained to specialize in processing a specific
data modality to make the most out of the dataset [13, 49], thereby enhancing the model performance.
As a result, the sparse MoE has been widely utilized in several large-scale models, namely large
language models [26, 20, 11, 43], computer vision [41, 24, 3], domain generalization [23, 32], and
reinforcement learning [2, 7].

Despite its widespread use, there are two main disadvantages of the sparse gating function proposed
in [42]. First, fixing the number of activated experts per input not only hinders the expert exploration
but also makes the gating function discontinuous, probably causing some challenges in terms of
optimization. Second, since the gating network lacks the experience of expert selection in early
training, it may also exhibit undesirable instability. For those reasons, Nie et al. [37] propose
a dense-to-sparse gating function which involves a temperature parameter in the dense softmax
gating to control the weight distribution. In particular, when the temperature parameter tends to
infinity, the mixture weights are uniformly distributed, meaning that all the experts are activated
and assigned identical weights. On the other hand, when the temperature parameter approaches zero,
the weight distribution converges to a one-hot vector, indicating that only one expert is activated
per input. This strategy helps smooth the expert selection process as well as dynamically adjust the
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sparsity level of the MoE model. Therefore, the dense-to-sparse gating has been leveraged in several
works on MoE, namely [5, 30, 8].

In addition to the standard MoE and its sparse versions that we have discussed so far, we would
also like to bring attention to a hierarchical MoE (HMoE) model introduced by Jordan et al. [22] as
a tree-structured architecture for supervised learning. The HMoE encompasses multiple layers of
gating networks to organize the experts in a multi-level hierarchy as illustrated in Figure 2. Such
hierarchical design has been demonstrated to facilitate the expert specialization and enhance the
model generalization, particularly in the scenarios involving diverse data distributions [33, 17] or
complex decision-making tasks [19, 29].

Figure 2: Illustration of two-level hierarchical mixture of experts.

Related works. Given the success of applying the MoE and HMoE models in practice, it is natural
to ask about the theoretical attempts to understand those models. First, Zeevi et al. [50] established
the error of approximating a target function in the Sobolev class using a mixture of generalized linear
experts under the Lp norm. After that, Jiang et al. [21] proceeded to studied the approximation
power of the HMoE models where exponential family regression models with generalized linear
mean functions were aggregated. They demonstrated that such models were able to approximate
one-parameter exponential family densities with arbitrary smooth mean functions in a transformed
Sobolev space when the number of experts increased. Next, Mendes et al. [28] investigated the
convergence rate of the maximum likelihood estimator (MLE) under the MoE model where each
expert was formulated as a polynomial regression model. From the theoretical results, they provided
some implications for the optimal number of experts and the complexity of the expert models. The
convergence analysis of the MLE was then continued in [16] and [35] but under the Gaussian MoE
models. Those works pointed out that the parameter estimation rates were negatively affected by
some intrinsic interaction among the gating and expert parameters expressed in the language of
partial differential equations (PDEs). Unlike previous works where the MoE was associated with a
probability distribution, Nguyen et al. [34] considered a regression framework where the regression
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function took the form of a deterministic softmax gating MoE, and studied the problem of expert
estimation using the least square method. In particular, they derived a so-called strong identifiability
condition to characterize the types of experts that admitted faster convergence rates than others,
namely those formulated as two-layer FFNs with GELU or sigmoid activation function. In this work,
we will first revisit those results and then extend them to the settings where the regression function
admits the form of a dense-to-sparse gating MoE and a hierarchical MoE, respectively, which have
remained elusive in the literature. For the sake of presentation, let us introduce the formal problem
statement for the setting of the softmax gating MoE below and then defer those for their variants to
Section 3 and Section 4.

Problem setting. We assume that an i.i.d. sample of size n: (X1, Y1), (X2, Y2), . . . , (Xn, Yn) in
X × Y ⊆ Rd × R is generated according to the model

Yi = fG∗(Xi) + εi, i = 1, 2, . . . , n. (1)

Above, we assume that X1, X2, . . . , Xn are i.i.d. samples from some probability distribution µ. Mean-
while, ε1, ε2, . . . , εn are independent noise random variables such that their conditional probability
distributions given the input are Gaussian, that is, εi|Xi ∼ N (0, ν), for all 1 ≤ i ≤ n. We note in
passing that the Gaussian assumption is simply for the ease of proof arguments. Next, the regression
function fG∗(·) is assumed to take the form of the softmax gating mixture of k∗ experts, namely

fG∗(x) :=

k∗∑
i=1

Softmax((ω∗
i )

⊤x+ β∗
i ) · E(x, η∗i ), (2)

where (β∗
i , ω

∗
i , η

∗
i )

k∗
i=1 are true yet unknown parameters belonging to the parameter space Θ ⊆

R × Rd × Rq and G∗ :=
∑k∗

i=1 exp(β
∗
i )δ(ω∗

i ,η
∗
i )

denotes the associated mixing measure, that is, a
weighted sum of Dirac delta measures. The corresponding regression functions to the settings of
the dense-to-sparse gating MoE and the HMoE are given in equations (12) and (20), respectively.
Additionally, the terms E(x, η∗i ), for 1 ≤ i ≤ k∗, are referred to as experts.

It is worth noting that expert specialization is an essential problem in the literature of MoE models
[9, 38]. Therefore, our main objective is to learn how fast we can estimate the parametric ground-
truth experts E(x, η∗i ), which can be obtained by determining the convergence rate of parameter
estimation. Since the number of experts k∗ is unknown in practice, we over-specify the model in
equation (2) by a mixture of k experts, where k > k∗ is a given threshold. Then, we can estimate
the unknown parameters (β∗

i , ω
∗
i , η

∗
i )

k∗
i=1 via estimating the mixing measure G∗ using the least square

method as follows:

Ĝn := argmin
G∈Gk(Θ)

n∑
i=1

(
Yi − fG(Xi)

)2
, (3)

where Gk(Θ) := {G =
∑k′

i=1 exp(βi)δ(ωi,ηi) : 1 ≤ k′ ≤ k, (βi, ωi, ηi) ∈ Θ} stands for the set of all
mixing measures with no more than k atoms.

Contributions. In this paper, we analyze the convergence behavior of parameter estimation and
expert estimation under the (hierarchical) MoE with the softmax gating and the dense-to-sparse
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Table 1: Summary of estimation rates for strongly identifiable experts and linear experts.

Strongly Identifiable Experts Linear Experts Theorems

Softmax gating MoE OP ([log(n)/n]
1/4) OP (1/ log

λ(n)) Thm.1, Thm.2

Dense-to-sparse gating MoE with linear router OP (1/ log
λ(n)) OP (1/ log

λ(n)) Thm.3

Dense-to-sparse gating MoE with general router OP ([log(n)/n]
1/4) OP (1/ log

λ(n)) Thm.4

Hierarchical MoE OP ([log(n)/n]
1/4) OP (1/ log

λ(n)) Thm.5, Thm.6

gating. Our ultimate goal is to find the optimal expert structure for each MoE model to provide a
useful guide on the model design for its practical applications. Our contributions are three-fold and
can be summarized as follows (see also Table 1):

1. Softmax gating MoE: We re-state the strong identifiability condition in [34] for characterizing the
structure of experts admitting faster convergence rates than others. The main intuition behind that
condition is to eliminate interactions among parameters through some PDEs. Then, we demonstrate
that the rates for estimating strongly identifiable experts, including those formulated as FFNs with
GELU or sigmoid activation, are parametric on the sample size. On the other hand, linear experts,
which fail to satisfy the strong identifiability condition, are shown to have slower estimation rates
than any polynomial rates.

2. Dense-to-sparse gating MoE: Recall that we involve the temperature parameter in the dense-to-
sparse gating function to control the sparsity of the MoE model. However, our theory reveals that
the temperature has an undesirable interaction with the gating parameters expressed via a PDE,
leading to a substantial deceleration in the expert convergence regardless of the expert structure. In
response to this issue, we generalize the linear router inside the dense-to-sparse gating function to a
general router and then establish a condition to survey which combinations of the router and the
expert structure will accelerate the expert convergence.

3. Hierarchical MoE: For the softmax gating hierarchical MoE, we discover that experts satisfying
the aforementioned strong identifiability condition still enjoy a faster estimation rate than others. At
the same time, we show that the rates for estimating linear experts are slower than any polynomial
rates due to the interaction between gating parameters and expert parameters.

Organization. The paper proceeds as follows. In Section 2, we recall the convergence analysis
of the softmax gating MoE equipped with strongly identifiable experts and linear experts. Next,
we study the effects of involving the temperature parameter in the softmax gating function on the
convergence of expert estimation in Section 3. Subsequently, we generalize the results to the setting
of the HMoE model in Section 4 before providing an in-depth discussion on the theoretical results in
Section 5. Full proofs and additional results can be found in the Appendices.

Notations. For any n ∈ N, we denote [n] as the set = {1, 2, . . . , n}. Additionally, for any
set S, we refer to |S| as its cardinality. Next, for any vectors v := (v1, v2, . . . , vd) ∈ Rd and
α := (α1, α2, . . . , αd) ∈ Nd, we let vα = vα1

1 vα2
2 . . . vαd

d , |v| := v1+v2+. . .+vd and α! := α1!α2! . . . αd!,
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while ∥v∥ stands for its 2-norm value. Lastly, for any two positive sequences (an)n≥1 and (bn)n≥1,
we write an = O(bn) or an ≲ bn if an ≤ Cbn for all n ∈ N, where C > 0 is some universal constant.
The notation an = OP (bn) indicates that an/bn is stochastically bounded.

2 Softmax Gating MoE

In this section, we first establish the convergence rate of estimation for the regression function under
some mild assumptions. This lays the foundation for deriving a condition to capture the optimal
expert structure in terms of sample efficiency in Section 2.1. Next, we determine the convergence
behavior of estimation for linear experts, which fail to satisfy that condition, in Section 2.2.

Assumptions. To begin with, let us introduce the essential yet mild assumptions for our subsequent
convergence analysis.

(A.1) The parameter space Θ is a compact subset of R× Rd × Rq, and its dimension is fixed unless
stated otherwise. Meanwhile, the input space X is a bounded subset of R.

(A.2) The ground-truth expert parameters η∗1, η
∗
2, . . . , η

∗
k∗

are distinct. Furthermore, the expert
functions E(x, η) is bounded and Lipschitz continuous with respect to η for almost every x.

(A.3) The last pair of gating parameters are zero, that is, β∗
k∗

= 0 and ω∗
k∗

= 0d.

(A.4) At least one of the ground-truth gating parameters ω∗
1, ω

∗
2, . . . , ω

∗
k∗

is different from zero.

Above, the first assumption (A.1) is to ensure the convergence of least square estimators, whereas
the second (A.2) is necessary for the distinction among experts. Next, the third assumption (A.3)
helps prevent the invariance to translation of the softmax gating function, which negatively affects
the identifiability of the softmax gating MoE model. The last assumption (A.4) is to guarantee that
the gating value is input-dependent as in practice.

Given the above assumptions, we are ready to study the convergence behavior of regression estimation
in the following proposition.

Proposition 1. For a least square estimator Ĝn in equation (3), the convergence rate of regression
function f

Ĝn
is given by

∥f
Ĝn

− fG∗∥L2(µ) = OP ([log(n)/n]
1
2 ). (4)

The proof of Proposition 1 can be found in Appendix C.1. The bound in equation (4) indicates that the
least square estimator f

Ĝn
converges to its true regression function fG∗ under the L2(µ) norm at the

rate of order OP ([log(n)/n]
1
2 ), which is parametric on the sample size n. As a consequence, in order

to capture the convergence behavior of parameter estimation and expert estimation, it is sufficient to
build a loss function among parameters L(Ĝn, G∗) such that ∥f

Ĝn
− fG∗∥L2(µ) ≳ L(Ĝn, G∗), which

implies that L(Ĝn, G∗) = OP ([log(n)/n]
1
2 ). Given these results, we attempt to construct a condition

to characterize strongly identifiable expert functions that require fewer data points to estimate than
others.
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2.1 Strongly identifiable experts

Before presenting the condition for the strongly identifiable expert structure, let us highlight the
challenges of establishing the essential L2-lower bound ∥f

Ĝn
− fG∗∥L2(µ) ≳ L(G,G∗) to determine

the convergence rates of parameter estimation and expert estimation.

Challenges. In our proof, a key step to derive the aforementioned L2-lower bound is to decompose
the discrepancy between the estimation of the regression function and its true counterpart, that
is, f

Ĝn
(x) − fG∗(x), using Taylor expansions to the function x 7→ F (x;ω, η) := exp(ω⊤x)E(x, η)

staying implicit in the representation of regression function. Furthermore, it is necessary to guarantee
that the function F and its partial derivatives resulting from the Taylor expansions are linearly
independent so that when the regression discrepancy goes to zero as n → ∞, the coefficients of those
terms, which encompass the parameter discrepancies, also converge to zero. Therefore, we need to
establish a non-trivial algebraic independence condition on the expert function E(x, η) called strong
identifiability in Definition 1 to ensure such a linear independent property. This requires us to adopt
new techniques as previous works on the softmax gating MoE [35, 31] employ only linear experts.

Definition 1 (Strong Identifiability). An expert function x 7→ E(x, η) is said to be strongly identifiable
if it is twice differentiable with respect to its parameter η for almost every x, and the set of functions
in x {

xν · ∂
|ρ|E
∂ηρ

(x, ηj) : j ∈ [k], ν ∈ Nd, ρ ∈ Nq, 0 ≤ |ν|+ |ρ| ≤ 2
}

is linearly independent for almost every x for any k ≥ 1 and distinct parameters η1, η2 . . . , ηk.

Example. We can justify that several experts employed in practice, namely FFNs with activation
functions like GELU [15], sigmoid, tanh, and non-linear transformed input, satisfy the strong
identifiability condition. For instance, let us consider a two-layer FFN with normalized input, i.e.

E(x, (a, b, c)) = cσ
(
a

x

∥x∥
+ b
)
,

where σ is one among the activation functions GELU, sigmoid and tanh, and x, a ∈ Rd, b, c,∈ R. On
the other hand, the strong identifiability will be violated if the activation function σ is of polynomial
form, e.g., σ(z) = zp for all z ∈ R for some positive integer p ∈ N.

Intuitively, the linear independence of functions in Definition 3.1 helps eliminate potential interactions
among parameters expressed in the language of partial differential equations (see e.g., equation (10)
and equation (16) where gating parameters β1 interact with expert parameters a). Such interactions
are demonstrated to result in significantly slow expert estimation rates (see Theorem 4.4 and Theorem
4.6).

Now, it is necessary to construct a loss function among parameters to capture the convergence rate
of parameter estimation. In previous works, Nguyen et al. [36] utilized the generalized Wasserstein
divergence between mixing measures to determine parameter estimation rates under the setting
of classical mixture models. Then, this divergence was adopted again in [16] to establish the
convergence rates of parameter estimation in Gaussian mixture of experts. However, there is an
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inherent drawback of the generalized Wasserstein. In particular, this divergence implies estimation
rates for all individual parameters while these rates should vary with the number of fitted parameters.
In response to this issue, we propose using a loss function built based on the concept of Voronoi cells
[27] to accurately characterize parameter estimation rates.

1

2

6
3

5
4

Figure 3: Illustration of Voronoi cells generated by k∗ = 6 atoms of the ground-truth G∗ (red
triangles) and k = 10 fitted atoms of the estimator Ĝn (blue rounds). By definition, each Voronoi
cell is generated by one ground-truth atom, and its cardinality equals the number of corresponding
fitted atoms. For instance, the red triangle in cell 4 is fitted by three blue rounds, implying that the
cardinality of Voronoi cell 4 is three.

Voronoi loss function. For a mixing measure G with 1 ≤ k′ ≤ k atoms, we partition its atoms
into the set of Voronoi cells {Aj ≡ Aj(G) : j ∈ [k∗]} generated by the atoms of the ground-truth
mixing measure G∗ defined as

Aj :=
{
i ∈ [k′] : ∥θi − θ∗j∥ ≤ ∥θi − θ∗ℓ∥, ∀ℓ ̸= j

}
, (5)

with θi := (ωi, ηi) and θ∗j := (ω∗
j , η

∗
j ) for all j ∈ [k∗] (see Figure 3). Then, the Voronoi loss of interest

is given by

L1(G,G∗) :=

k∗∑
j=1

∣∣∣ ∑
i∈Aj

exp(βi)− exp(β∗
j )
∣∣∣+ ∑

j:|Aj |=1

∑
i∈Aj

exp(βi)
[
∥∆ωij∥+ ∥∆ηij∥

]
+

∑
j:|Aj |>1

∑
i∈Aj

exp(βi)
[
∥∆ωij∥2 + ∥∆ηij∥2

]
, (6)

where we denote ∆ωij := ωi − ωj and ∆ηij := ηi − η∗j . It is worth noting that the cardinality of a
Voronoi cell Aj is exactly the number of parameters approaching the ground-truth atom θ∗j for all
j ∈ [k∗]. By convention, if a Voronoi cell Aj is an empty set, then we set the respective summation to
zero. Regarding the Voronoi loss function, we notice that L1(G,G∗) = 0 holds if and only if G ≡ G∗.
This property indicates that when the Voronoi loss L1(G,G∗) becomes small enough, the parameter
discrepancies ∆ωij and ∆ηij are also small accordingly. Therefore, it is a suitable loss function for
the sake of capturing parameter estimation rates. Furthermore, the Voronoi loss L1(G,G∗) induces
more accurate convergence rates of individual parameter estimation than the generalized Wasserstein
divergence. In particular, suppose that there exist a sequence of mixing measures (Gn) such that
L1(Gn, G∗) converges to zero at a rate γn = o(1) as n → ∞, we deduce that the convergence rates
for estimating exactly-specified parameters θ∗j , whose Voronoi cells Aj have only one element, are
also γn. Meanwhile, over-specified parameters θ∗j , whose Voronoi cells have more than one element,
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admit the estimation rates of order γ
1
2
n . On the other hand, if we used the generalized Wasserstein

divergence, then the parameter estimation rates would be the same irrespective of the Voronoi cell
cardinality. However, as the Voronoi loss L1(G,G∗) is not symmetric, it is not a proper metric.

Given the above loss function, we provide the convergence rate of parameter estimation in Theorem 1.

Theorem 1. Suppose that the expert function x 7→ E(x, η) satisfies the strong identifiability condition
presented in Definition 1, then the lower bound ∥fG−fG∗∥L2(µ) ≳ L1(G,G∗) holds for all G ∈ Gk(Θ),
indicating that

L1(Ĝn, G∗) = OP ([log(n)/n]
1
2 ). (7)

The proof of Theorem 1 can be found in Appendix A. A few remarks regarding the result of this
theorem are in order.

(i) Parameter estimation rates: Putting the bound (7) and the definition of the Voronoi loss L1 in
equation (6) together, it follows that the rates for estimating exactly-specified parameters ω∗

j , η
∗
j are of

the order OP ([log(n)/n]
1
2 ), while over-specified parameters ω∗

j , η
∗
j admit slower estimation rates of the

order OP ([log(n)/n]
1
4 ). This highlights the benefit of the Voronoi loss function over the generalized

Wasserstein divergence as the former can distinguish the estimation rates of exactly-specified and over-
specified parameters while the latter induces identical convergence rates for all parameter estimations.

(ii) Expert estimation rates: By definition, since E(x, η) is a strongly identifiable expert function, it
is twice differentiable over a bounded domain, implying that it is also a Lipschitz function. Assume
that the least square estimator Ĝn is represented as Ĝn =

∑k̂n
i=1 exp(β̂i)δ(ω̂n

i ,η̂
n
i )

, then the following
inequality holds for all i ∈ Aj(Ĝn) and j ∈ [k∗]:

sup
x

|E(x, η̂ni )− E(x, η∗j )| ≲ ∥η̂ni − η∗j ∥. (8)

From this result, we deduce that the convergence rates of estimating experts E(x, η∗j ) are identical
to the rates for estimating parameters η∗j , which are of the order OP ([log(n)/n]

1
2 ) when |Aj | = 1

and become slower at the order OP ([log(n)/n]
1
4 ) when |Aj | > 1. These rates imply that to achieve

an approximation of the experts E(x, η∗j ) with a given error ϵ > 0, we need polynomially many data
points of order O(ϵ−2) or O(ϵ−4). To see the effects of the strong identifiability condition on the
parameter and expert estimation problem more clearly, we will demonstrate in the next section that
it requires a substantially larger sample size to estimate non-strongly identifiable experts.

2.2 Linear experts

Moving to this section, we complement our convergence analysis of parameter and expert estima-
tions under the softmax gating MoE by taking into account a class of linear experts of the form
E(x, (a, b)) = a⊤x + b for (a, b) ∈ Rd × R, which violate the strong identifiability condition in
Definition 1.

Parameter interaction. Let us recall that a key step in establishing the L2-lower bound in
Theorem 1 is to decompose the regression discrepancy f

Ĝn
(x)− fG∗(x) into a combination of linearly
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independent terms by applying Taylor expansions to the function x 7→ F (x;ω, η) = exp(ω⊤x)E(x, η).
since the strong identifiability condition is not satisifed under the scenario of linear experts
E(x, (a, b)) = a⊤x + b, there exist undesirable linear dependence among the function F and its
derivative with respect to parameters a, b, η expressed via the following partial differential equation
(PDE):

∂2F

∂ω∂b
(x;ω∗

i , a
∗
i , b

∗
i ) =

∂F

∂a
(x;ω∗

i , a
∗
i , b

∗
i ). (9)

We refer to the above PDE as an interaction between the gating parameters ω and the expert
parameters a, b. This interaction has been encountered in the setting of softmax gating Gaussian
mixture of linear experts [35]. More specifically, Nguyen et al. [35] showed that although parameter
estimation rates were still of polynomial orders given the aforementioned parameter interaction,
these rates were significantly slow, as they hinged upon the solvability of some intrinsic system
of polynomial equations. Subsequently, we will demonstrate in Theorem 2 that the parameter
estimation rates become significantly slower than polynomial orders under the deterministic softmax
gating MoE due to the parameter interaction in equation (9). For that purpose, let us define a
Voronoi loss function tailored to the setting of linear experts as follows:

L2,r(G,G∗) :=

k∗∑
j=1

∣∣∣ ∑
i∈Aj

exp(βi)− exp(β∗
j )
∣∣∣+ k∗∑

j=1

∑
i∈Aj

exp(βi)
[
∥∆ωij∥r + ∥∆aij∥r + ∥∆bij∥r

]
,

(10)

for any r ≥ 1, where we denote ∆aij := ai − a∗j and ∆bij := bi − b∗j .

Theorem 2. Assume that the experts take the linear form a⊤x + b, then the following minimax
lower bound of estimating G∗ holds true for any r ≥ 1:

inf
Gn∈Gk(Θ)

sup
G∈Gk(Θ)\Gk∗−1(Θ)

EfG [L2,r(Gn, G)] ≳ n−1/2, (11)

where EfG indicates the expectation taken with respect to the product measure with fn
G and the

infimum is over all estimators taking values in Gk(Θ).

The proof of Theorem 2 is in Appendix B.1. The bound in equation (11) reveals that the convergence
rates of estimating ground-truth parameters ω∗

j , a∗j , and b∗j are slower than polynomial rates
OP (n

−1/2r) for any r ≥ 1. Therefore, these rates can become as slow as OP (1/ log
λ(n)) for some

positive constant λ. Regarding the expert estimation, it is worth noting that

sup
x

∣∣∣((âni )⊤x+ b̂ni )− ((a∗j )
⊤x+ b∗j )

∣∣∣ ≤ sup
x

∥âni − a∗j∥ · ∥x∥+ |̂bni − b∗j |.

Recall from Assumption (A.1) that the input space X is bounded. Thus, the above inequality implies
that the rates for estimating experts (a∗j )

⊤x+ b∗j are also slower than any polynomial rates and could
be of the order OP (1/ log

λ(n)). In that case, it requires exponentially many data points of order
O(exp(ϵ−1/λ)) to obtain an expert approximation with a predetermined error ϵ. Compared to the
results in Theorem 1, we see that using strongly identifiable experts is more sample efficient as we
need only a polynomial number of data points to estimate them.
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3 Dense-to-sparse Gating MoE

In this section, we investigate the convergence analysis of parameter estimation and expert estimation
under the dense-to-sparse gating MoE. We begin our analysis with a linear router inside the dense-
to-sparse gating in Section 3.1, and then extend to the setting of a class of general routers, which
are optimal for the parameter and expert convergence, in Section 3.2.

3.1 Linear Router

Firstly, we will exhibit the problem setup for analyzing the convergence of dense-to-sparse gating
MoE with a linear router.

Problem setting. We assume that an i.i.d. sample (X1, Y1), (X2, Y2), . . . , (Xn, Yn) in X × Y ⊆
Rd × R is also generated according to a regression framework as in equation (1) but with another
MoE-based regression function as Yi = gG∗(Xi) + εi for all i ∈ [k∗], where the regression function
gG∗(·) is defined as

gG∗(x) :=

k∗∑
i=1

Softmax
((ω∗

i )
⊤x+ β∗

i

τ∗

)
· E(x, η∗i ). (12)

Here, we keep the definitions and assumptions of the input Xi and the noise variable εi unchanged
for all i ∈ [k∗]. Recall that the temperature τ∗ is involved to control the sparsity level of the MoE
model, making the expert selection process smooth and stable. In particular, when the temperature
parameter goes to infinity, the weight distribution becomes roughly uniform, implying that all the
experts are activated. In contrast, when the temperature parameter tends to zero, the mixture
weights behave as a one-hot vector, meaning that only one expert is activated. Additionally, by
abuse of notation, we still denote G∗ :=

∑k∗
i=1 exp(β

∗
i )δ(ω∗

i ,τ
∗,η∗i )

as a mixing measure associated
with unknown parameters (β∗

i , ω
∗
i , τ

∗, η∗i )
k∗
i=1 ∈ Θ ⊆ R× Rd × R+ × Rq although this formulation is

different from that in the setting of softmax gating MoE due to the appearance of the temperature
parameter τ∗. Then, the least square estimator of the ground-truth mixing measure G∗ is now given
by:

G̃n := argmin
G∈Gk(Θ)

n∑
i=1

(
Yi − gG(Xi)

)2
, (13)

where Gk(Θ) := {G =
∑k′

i=1 exp(βi)δ(ωi,τ,ηi) : 1 ≤ k′ ≤ k, (βi, ωi, τ, ηi) ∈ Θ} denotes the set of all
mixing measures with no more than k atoms. Analogously to Section 2, we provide in the following
proposition the convergence rate of estimating the ground-truth regression function gG∗(x).

Proposition 2. For a least square estimator G̃n in equation (13), the convergence rate of regression
function g

G̃n
is given by

∥g
G̃n

− gG∗∥L2(µ) = OP ([log(n)/n]
1
2 ). (14)

Since this proposition can be proved in a similar fashion to Proposition 1, its proof is omitted.
The above result reveals that the regression function estimation g

G̃n
converges to its ground-truth
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version gG∗ at the parametric rate on the sample size, that is, OP ([log(n)/n]
1
2 ). Next, we proceed

to determine the convergence rates of parameter and expert estimations based on this result. It
comes to our attention that although the temperature helps stabilize and smooth the expert selection
process, it induces an intrinsic interaction with gating parameters which might harm the parameter
and expert convergence.

Interaction between the temperature and gating parameters. Given the bound in equa-
tion (14), we continue to leverage the same strategy to determine parameter and expert estimation
rates as in Section 2, that is, to derive the L2 lower bound ∥g

G̃n
− gG∗∥L2(µ) ≳ L(G̃n, G∗) for

some loss function L that will be defined later. However, an obstacle arises when decomposing
the discrepancy ∥g

G̃n
− gG∗∥L2(µ) into a combination of linearly independent terms, which is a key

step in the strategy. In particular, we observe that there is an interaction between the temperature
parameter τ and the gating parameter ω via the following PDE:

∂F

∂τ
(x;ω∗

i , τ
∗, η∗i ) = − 1

τ∗
(ω∗

i )
⊤∂F

∂ω
(x;ω∗

i , τ
∗, η∗i ), (15)

where we define F (x;ω, τ, η) := exp
(
ω⊤x
τ

)
E(x, η) by abuse of notation. Unlike the interaction in

equation (9) which occurs when the expert function takes a linear form, the above interaction holds
true irrespective of the expert structure. As a result, we will illustrate in Theorem 3 that the
parameter interaction (15) negatively affects the convergence of parameter and expert estimations
under the dense-to-sparse gating MoE by involving the following Voronoi loss function:

L3,r(G,G∗) :=

k∗∑
j=1

∣∣∣ ∑
i∈Aj

exp
(β0i

τ

)
− exp

(β∗
0j

τ∗

)∣∣∣+ k∗∑
j=1

∑
i∈Aj

exp
(β0i

τ

)
[∥∆ωij∥r + ∥∆τ∥r + ∥∆ηij∥r],

(16)

for any r ≥ 1, where we denote ∆τ := τ − τ∗.

Theorem 3. The following minimax lower bound of estimating G∗ holds true for any r ≥ 1:

inf
Gn∈Gk(Θ)

sup
G∈Gk(Θ)\Gk∗−1(Θ)

EgG [L3,r(Gn, G)] ≳ n−1/2.

Here, the notation EgG indicates the expectation taken with respect to the product measure with
mixture density gnG.

The proof of this theorem is deferred to Appendix B.2. Similarly to Theorem 2, the result of
Theorem 3 indicates that the rates for estimating parameters ω∗

j , τ∗, and η∗j are slower than
polynomial rates of order OP (n

−1/2r) for any r ≥ 1. Furthermore, it follows from the inequality (8)
that the expert estimation shares the same convergence behavior. Thus, both the parameter and
expert estimation rates could be as slow as OP (1/ log

λ(n)) for some constant λ > 0. It should be
noted that this slow estimation rate applies for any expert function employed in the dense-to-sparse
gating MoE model with the linear router (12). This situation necessitates a new router formulation
to avoid the parameter interaction (15), thereby improving the parameter and expert estimation
rates. We will address this issue in the next section.

12



3.2 General Router

In this section, we aim to explore a class of new router structures such that the interaction between
the temperature and gating parameters via the PDE (15), which induces slow expert estimation
rates, no longer exists. For that purpose, we first generalize the ground-truth regression function
gG∗(x) in equation (12) by replacing a linear router (ω∗

j )
⊤x with a general router π(x, ω∗

j ) as follows:

gG∗(x) :=

k∗∑
i=1

Softmax
(π(x, ω∗

i ) + β∗
i

τ∗

)
· E(x, η∗i ). (17)

Here, we will keep all the assumptions imposed on the setting of linear router unchanged throughout
this section unless stating otherwise. Next, we introduce a so-called algebraic independence condition
on the router function x 7→ π(x, ω) and the expert function E(x, η) in Definition 2 to prevent any
interaction among the temperature, gating and expert parameters expressed in the language of PDEs
such as those in equation (15) from happening.

Definition 2 (Algebraic Independence). We say that a router function x 7→ π(x, ω) and an
expert function x 7→ E(x, η) are algebraically independent if they are twice differentiable w.r.t their
parameters ω and η, and the set of functions in x{

E(x, ηj), π(x, ωj)E(x, ηj),
∂π

∂ω(u)
(x, ωj)E(x, ηj),

∂π

∂ω(u)
(x, ωj)

∂π

∂ω(v)
(x, ωj)E(x, ηj),

∂2π

∂ω(u)∂ω(v)
(x, ωj)E(x, ηj), π(x, ωj)

∂π

∂ω(u)
(x, ωj)E(x, ηj),

∂E
∂η(u)

(x, ηj), π(x, ωj)
∂E

∂η(u′)
(x, ηj),

∂π

∂ω(u)
(x, ωj)

∂E
∂η(u′)

(x, ηj),
∂2E

∂η(u′)∂η(v′)
(x, ηj) : j ∈ [k], 1 ≤ u, v ≤ d, 1 ≤ u′, v′ ≤ q

}
.

is linearly independent for almost every x for any k ≥ 1, distinct gating parameters ω1, ω2, . . . , ωk

and distinct expert parameters η1, η2, . . . , ηk.

Example. It can be validated that the router function π(x, ω) = σ1(ω
⊤x) and the expert function

E(x, η) = cσ2

(
a x
∥x∥ + b

)
are algebraically independent, where σ1, σ2 are two different activation

functions among the functions GELU, sigmoid and tanh, and ω ∈ Rq, x, a ∈ Rd, b, c,∈ R. However,
if the activation functions σ1 and σ2 take polynomial forms z ∈ R 7→ zp, for some p ∈ N, then
the previous pair of router function and expert function violates the algebraic independence condition.

Given the algebraic independence condition on the router function and the expert function, we are
now ready to analyze the convergence of parameter and expert estimations under the dense-to-sparse
gating MoE in Theorem 4, which involves the following Voronoi loss function:

L4(G,G∗) :=

k∗∑
j=1

∣∣∣ ∑
i∈Aj

exp
(β0i

τ

)
− exp

(β∗
0j

τ∗

)∣∣∣+ ∑
j:|Aj |=1

∑
i∈Aj

exp
(β0i

τ

)
[∥∆ωij∥+ ∥∆τ∥+ ∥∆ηij∥]

+

k∗∑
j=1

∑
i∈Aj

exp
(β0i

τ

)
[∥∆ωij∥2 + ∥∆τ∥2 + ∥∆ηij∥2].

(18)
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Theorem 4. Suppose that the router function x 7→ π(x, ω) and the expert function x 7→ E(x, η) are
algebraically independent, then the lower bound ∥gG−gG∗∥L2(µ) ≳ L4(G,G∗) holds for all G ∈ Gk(Θ),
indicating that

L4(G̃n, G∗) = OP ([log(n)/n]
1
2 ). (19)

The proof of Theorem 4 is in Appendix B.3.

(i) Parameter estimation rates: From the bound (19) and the formulation of the Voronoi loss L4, we de-
duce that exactly-specified parameters ω∗

j , τ
∗, η∗j enjoy estimation rates of the order OP ([log(n)/n]

1
2 ),

whereas those for their over-specified counterparts are of the order OP ([log(n)/n]
1
4 ). Compared to

the linear router scenario in Theorem 3, we see that the convergence rates of parameter estimation are
significantly improved when the router function and the expert function are algebraically independent.

(ii) Expert estimation rates: By employing the inequality (8), we notice that the convergence rates
of expert estimation also benefit from the enhancement of parameter estimation rates. In particular,
ground-truth experts E(x, η∗j ) admit estimation rates of the order OP ([log(n)/n]

1
2 ) when they are

exactly-specified, and of the order OP ([log(n)/n]
1
4 ) when they are over-specified. As a consequence,

only polynomially many data points of order O(ϵ−2) or O(ϵ−4) are required to obtain the expert
approximation with the error ϵ, which are substantially improved in comparison with exponentially
many data points required in the linear router scenario. This result indicates that the algebraic
independence between the router function and the expert function helps increase the model sample
efficiency.

4 Hierarchical Softmax Gating MoE

In this section, we extend our previous convergence analysis of parameter estimation and expert
estimation to the setting of hierarchical MoE (HMoE) model. For simplicity, we will consider only
the two-level structure of the HMoE with a note that higher-level HMoE models can be analyzed in
a similar fashion.

Problem setting. Here, we continue to assume that (X1, Y1), (X2, Y2), . . . , (Xn, Yn) in X × Y ⊆
Rd×R is drawn from a regression framework Yi = hG∗(Xi)+εi for all i ∈ [k∗], with the HMoE-based
regression function hG∗(·) given by

hG∗(x) :=

k∗1∑
i1=1

Softmax((ω∗
i1)

⊤x+ β∗
i1)

k∗2∑
i2=1

Softmax((κ∗i2|i1)
⊤x+ ν∗i2|i1) · E(x, η

∗
i1i2). (20)

Note that all the definitions and assumptions of the input Xi and the noise variable εi from previous
sections will still be applied in this setting. Meanwhile, the ground-truth mixing measure G∗ inherits
the hierarchical structure of the HMoE and is formulated as G∗ :=

∑k∗1
i1=1 exp(β

∗
i1
)
∑k∗2

i2=1 exp(ν
∗
i2|i1)δ(ω∗

i1
,κ∗

i2|i1
,η∗i1i2

),

where (β∗
i1
, ω∗

i1
, ν∗i2|i1 , κ

∗
i2|i1 , η

∗
i1i2

)i1∈[k∗1 ],i2∈[k∗2 ] denotes true yet unknown parameters in the compact
space Θ ⊆ R× Rd × R× Rd × Rq. Throughout this work, we refer to k∗1 as the number of expert
groups, while k∗2 represents the number of experts in each group. As the convergence analysis would
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become needlessly complicated if the number of expert groups k∗1 was unknown, we assume that its
value is known for ease of presentation. Nevertheless, the number of experts in each group k∗2 still
remains unknown. Under these assumptions, we over-specify the ground-truth model (20) by taking
into account a least square estimator within a class of HMoE models with k∗1 expert groups, each of
which has at most k2 > k∗2 experts, as follows:

Ǧn := argmin
G∈Gk∗1k2

(Θ)

n∑
i=1

(
Yi − hG(Xi)

)2
, (21)

with

Gk∗1k2
(Θ) := {G =

k∗1∑
i1=1

exp(βi1)

k′2∑
i2=1

exp(νi2|i1)δ(ωi1
,κi2|i1 ,ηi2|i1 )

: 1 ≤ k′2 ≤ k2,

(βi1 , ωi1 , νi2|i1 , κi2|i1 , ηi1i2) ∈ Θ}

standing for the set of all feasible mixing measures. Given the above estimator, we will demonstrate
that the corresponding regression function estimation hǦn

(x) converges to the ground-truth regression
function hG∗(x) at the parametric rate on the sample size in Proposition 3 whose proof is left in
Appendix C.2.

Proposition 3. For a least square estimator Ǧn in equation (21), the convergence rate of regression
function hǦn

is given by

∥hǦn
− hG∗∥L2(µ) = OP ([log(n)/n]

1
2 ). (22)

Toward the goal of analyzing the convergence behavior of parameter and expert estimations in the
HMoE, we also need to decompose the difference of regression functions hǦn

(x) − hG∗(x) into a
combination of linearly independent terms. However, due to the hierarchical structure of the HMoE,
this decomposition will be achieved by applying Taylor expansions to the function x 7→ F̌ (x;ω, κ, η) :=
exp(ω⊤x) exp(κ⊤x)E(x, η) rather than the function x 7→ F (x;ω, η) := exp(ω⊤x)E(x, η) as in the
MoE setting. Recall that, the function F̌ and its partial derivatives from the Taylor expansions
are forced to be linearly independent so that when the previous regression difference approaches
zero as n → ∞, the coefficients of those terms, which contain parameter discrepancies, also go to
zero, ensuring the convergence of parameter estimation. Notably, we will show in Section 4.1 that
if the expert function E(x, η) meets the strong identifiability condition in Definition 1, then the
aforementioned linear independence condition is secured and, therefore, ground-truth parameters and
experts admit estimation rates of polynomial orders. On the other hand, if the expert function takes
a linear form E(x, (a, b)) = a⊤x+ b, then it is not strongly identifiable, leading to slow parameter
and expert estimation rates exhibited in Section 4.2.

4.1 Strongly identifiable experts

Before presenting the result statement, it is necessary to construct a Voronoi loss function tailored
to the HMoE setting.

Voronoi loss function. Due to the two-level hierarchical structure of the HMoE, we need to
employ distinct sets of Voronoi cells to capture the convergence of parameter estimations in each
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level. In particular, given an arbitrary mixing measure G ∈ Gk∗1k2
(Θ), we partition its atoms into

the Voronoi cells {Aj1(G) : j1 ∈ [k∗1]} and {Aj2|j1(G) : j1 ∈ [k∗1], j2 ∈ [k∗2]} generated by the atoms
of the ground-truth mixing measure G∗ (see Figure 4), where

Aj1 ≡ Aj1(G) := {i1 ∈ [k∗1] : ∥ωi1 − ω∗
j1∥ ≤ ∥ωi1 − ω∗

ℓ1∥, ∀ℓ1 ̸= j1}, (23)

Aj2|j1 ≡ Aj2|j1(G) := {i2 ∈ [k2] : ∥θi2|j1 − θ∗j2|j1∥ ≤ ∥θi2|j1 − θ∗ℓ2|j1∥, ∀ℓ2 ̸= j2}, (24)

with θi2|j1 := (κi2|j1 , ηj1i2) and θ∗j2|j1 := (κ∗j2|j1 , η
∗
j1j2

). Then, the Voronoi loss function of interest is
defined as

L5(G,G∗) :=

k∗1∑
j1=1

∣∣∣ ∑
i1∈Aj1

exp(βi1)− exp(β∗
j1)
∣∣∣+ k∗1∑

j1=1

∑
i1∈Aj1

exp(βi1)∥ωi1 − ω∗
j1∥

+

k∗1∑
j1=1

∑
i1∈Aj1

exp(βi1)

[ ∑
j2:|Aj2|j1 |=1

∑
i2∈Aj2|j1

exp(νi2|i1)(∥κi2|i1 − κ∗j2|j1∥+ ∥ηi1i2 − η∗j1j2∥)

+
∑

j2:|Aj2|j1 |>1

∑
i2∈Aj2|j1

exp(νi2|i1)(∥κi2|i1 − κ∗j2|j1∥
2 + ∥ηi1i2 − η∗j1j2∥

2)

]

+

k∗1∑
j1=1

∑
i1∈Aj1

exp(βi1)

k∗2∑
j2=1

∣∣∣ ∑
i2∈Aj2|j1

exp(νi2|i1)− exp(ν∗j2|j1)
∣∣∣. (25)

Equipped with the Voronoi loss L5, we will illustrate that strongly identifiable experts in the HMoE
model admit estimation rates of polynomial orders in Theorem 5 whose proof is left in Appendix B.4.

Theorem 5. Suppose that the expert function x 7→ E(x, η) satisfies the strong identifiability condition
presented in Definition 1, then the lower bound ∥hG − hG∗∥L2(µ) ≳ L5(G,G∗) holds for all G ∈
Gk∗1k2

(Θ), indicating that

L5(Ǧn, G∗) = OP ([log(n)/n]
1
2 ). (26)

We provide below some implications on the parameter and expert estimation rates from the above
results.

(i) Parameter estimation rates: It follows from the formulation of the Voronoi loss L5 and the
bound (26) that all the first-level parameters ω∗

j1
share the same estimation rate of the order

OP ([log(n)/n]
1
2 ). Regarding the second-level parameters κ∗j2|j1 and η∗j1j1 , the rates for estimating

them are of the order OP ([log(n)/n]
1
2 ) if they are exactly-specified, that is, |Aj2|j1 | = 1. However,

if they are over-specified, that is, |Aj2|j1 | > 1, their estimation rates become slower of the order
OP ([log(n)/n]

1
4 ).

(ii) Expert estimation rates: Recall that a strongly identifiable expert function is twice differentiable
over a bounded domain, so it is also a Lipschitz function, which implies that

sup
x

|E(x, η̌ni1i2)− E(x, η∗j1j2)| ≲ ∥η̌ni1i2 − η∗j1j2∥. (27)
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Figure 4: Illustration of Voronoi cells given in equations (23) and (24). Above, Voronoi cells
A1,A2, . . . ,Ak∗1

in the first level are generated by ground-truth parameters ω∗
1, ω

∗
2, . . . , ω

∗
k∗1

(red
triangles), respectively. As the number of expert groups k∗1 is known, each Voronoi cell Aj1 contains
one fitted parameter ωi1 (blue round). In the second level, each rectangle represent a set of k∗2 = 3
Voronoi cells {Aj2|j1 : j2 ∈ [k∗2]} generated by ground-truth parameters θ∗j2|j1 := (κ∗j2|j1 , η

∗
j1j2

)(red
squares), for j1 ∈ [k∗1], each of which contains a total of k2 = 5 fitted parameters θi2|j1 := (κi2|j1 , ηi2j1)
(blue stars).

Together with the above parameter estimation rates, this inequality indicates that exactly-specified
expert E(x, η∗j1j2) admit the estimation rates of the order OP ([log(n)/n]

1
2 ), while those for their

over-specified counterparts are slower of the order OP ([log(n)/n]
1
4 ). As a consequence, we need

polynomially many data points of the order O(ϵ−2) and O(ϵ−4) to approximate these experts with
a given error ϵ. It can be seen that the expert convergence behavior under the two-level HMoE is
similar to that under the MoE considered in Section 2.

4.2 Linear experts

In this section, we draw our attention to the convergence analysis for the hierarchical mixture of
linear experts taking the form E(x, (a, b)) = a⊤x + b for (a, b) ∈ Rd × R, which fail to meet the
strong identifiability condition in Definition 1.

Parameter interaction. In order to obtain an L2-lower bound as in Theorem 5, a crucial step is
to apply Taylor expansions to the function x 7→ F̌ (x;ω, κ, a, b) = exp(ω⊤x) exp(κ⊤x)(a⊤x+ b) to
decompose the regression discrepancy hǦn

(x)− hG∗(x) into a combination of linearly independent
terms. Nevertheless, we discover that this step is hindered by interactions among parameters ω, κ, a, b
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from both levels of the HMoE model via the following PDEs:

∂2F̌

∂ω∂b
(x;ω∗

j1 , κ
∗
j2|j1 , a

∗
j1j2 , b

∗
j1j2) =

∂2F̌

∂κ∂b
(x;ω∗

j1 , κ
∗
j2|j1 , a

∗
j1j2 , b

∗
j1j2) =

∂F̌

∂a
(x;ω∗

j1 , κ
∗
j2|j1 , a

∗
j1j2 , b

∗
j1j2).

(28)

As a result of the above parameter interactions, we will exhibit in Theorem 6 that the convergence
rates of parameter and expert estimations in the HMoE are negatively affected to be slower than
polynomial orders. It is worth noting that since the number of expert groups k∗1 is known, the
first-level parameters ω∗

j1
are exactly-specified and, thus, should have estimation rates of polynomial

orders as in Theorem 5. Nevertheless, due to their interactions with second-level parameters κ∗j2|j1
and a∗j1j2 , b

∗
j1j2

in equation (28), the rates for estimating them will also be decelerated. To capture
such convergence behavior, we will employ the following Voronoi loss function for our analysis:

L6,r(G,G∗) :=

k∗1∑
j1=1

∣∣∣ ∑
i1∈Aj1

exp(βi1)− exp(β∗
j1)
∣∣∣+ k∗1∑

j1=1

∑
i1∈Aj1

exp(βi1)∥ωi1 − ω∗
j1∥

r

+

k∗1∑
j1=1

∑
i1∈Aj1

exp(βi1)

k∗2∑
j2=1

∑
i2∈Aj2|j1

exp(νi2|i1)(∥κi2|i1 − κ∗j2|j1∥
r + ∥ai1i2 − a∗j1j2∥

r + |bi1i2 − b∗j1j2 |
r)

+

k∗1∑
j1=1

∑
i1∈Aj1

exp(βi1)

k∗2∑
j2=1

∣∣∣ ∑
i2∈Aj2|j1

exp(νi2|i1)− exp(ν∗j2|j1)
∣∣∣, (29)

for any r ≥ 1. Now, we are ready to present the main result of this section.

Theorem 6. Assume that the experts take the linear form a⊤x + b, then the following minimax
lower bound of estimating G∗ holds true for any r ≥ 1:

inf
Gn∈Gk∗1k2

(Θ)
sup

G∈Gk∗1k2
(Θ)\Gk∗1(k

∗
2−1)(Θ)

EhG
[L6,r(Gn, G)] ≳ n−1/2, (30)

where EhG
indicates the expectation taken with respect to the product measure with hnG and the

infimum is over all estimators taking values in Gk∗1k2
(Θ).

The proof of Theorem 6 is in Appendix B.5. Putting the above result and the formulation of the
Voronoi loss L6,r together, it follows that the estimation rates for the parameters ω∗

j1
, κ∗j2|j1 , a

∗
j1j2

, b∗j1j2 ,
which are involved in the interactions (28), are slower than polynomial orders OP (n

−1/2r) for any
r ≥ 1. Thus, these parameter estimation rates can become as slow as OP (1/ log

λ(n)) for some
constant λ > 0. Furthermore, expert estimation rates are also affected by slow estimation rates of
the expert parameters a∗j1j2 , b

∗
j1j2

via the following inequality:

sup
x

∣∣∣((ǎni1i2)⊤x+ b̌ni1i2)− ((a∗j1j2)
⊤x+ b∗j1j2)

∣∣∣ ≤ sup
x

∥ǎni1i2 − a∗j1j2∥ · ∥x∥+ |b̌ni1i2 − b∗j1j2 |.

In particular, since the input space X is assumed to be bounded, then the estimation rates for the
experts (a∗j1j2)

⊤x+ b∗j1j2 are slower than any polynomial order and, therefore, could be as slow as
OP (1/ log

λ(n)). Consequently, we would need exponentially many data points of order O(exp(ϵ−1/λ))
to approximate them with a predetermined error ϵ, which is significantly larger than a polynomial
number of data points needed for strongly identifiable experts. Hence, the claim that using strongly
identifiable experts is more sample efficient than employing linear experts still holds under the HMoE
setting.
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5 Discussion

In this paper, we aim to investigate the impacts of the softmax gating and its variants, namely the
dense-to-sparse gating and the hierarchical softmax gating, on the convergence behavior of parameter
estimation and expert estimation in the mixture of experts (MoE). We show that the convergence
rates of expert estimation are of polynomial orders when the expert function meets the strong
identifiability condition. However, when using the dense-to-sparse gating with a linear router, the
expert estimation rates become slower than any polynomial rates regardless of the expert structure.
In response to this issue, we establish the algebraic independence condition to characterize the pairs
of a router function and an expert function that lead to improved parameter and expert estimation
rates of polynomial orders. On the other hand, our findings reveal that the convergence rates of
estimating linear experts are always slower than polynomial rates irrespective of the gating choice.
In conclusion, our convergence analysis provide two following important practical implications for
the design of expert and gating structures:

(i) Expert design: Using strongly identifiable experts, namely experts formulated as two-layer
feed-forward networks, is more sample-efficient than employing linear experts.

(ii) Gating design: When incorporating the temperature parameter into the MoE to smoothly adjust
the model sparsity, it is necessary to replace a linear router with a general router that is algebraically
independent of the expert function. For example, when experts are two-layer feed-forward networks,
the router should take the form of a multi-layer perceptron following by a non-linear activation
function.

At the same time, there are two inherent limitations in the analysis. Firstly, we assume that the
data are generated from an MoE-based regression framework, which could not be satisfied in the
real-world scenario where the regression function s(·) takes an arbitrary form. In that case, the
least square estimator Ĝn converges to the set of mixing measures G ∈ Gk(Θ) which minimizes
the distance ∥fG − s∥L2(µ). Note that the current techniques of analyzing the convergence of least
square estimation are tailored to the scenario when the function space is convex [44]. Since the
space Gk(Θ) is non-convex, it is necessary to develop further techniques to handle this real-world
setting. Secondly, for the sake of theory, we consider only a single MoE layer, while practitioners
often employ multiple MoE layers in practice [9, 20]. As these two potential directions stay beyond
the scope of our work, we leave them for future development.

Supplement to
“Convergence Rates for Softmax Gating Mixture of Experts”

A Proof of Theorem 1

Proof overview. In this proof, we focus on establishing the following inequality:

inf
G∈Gk(Θ)

∥fG − fG∗∥L2(µ)/L1(G,G∗) > 0 (31)

For this sake, we first derive the local part of the inequality (31), which is given by

lim
ε→0

inf
G∈Gk(Θ):L1(G,G∗)≤ε

∥fG − fG∗∥L2(µ)/L1(G,G∗) > 0. (32)
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We will prove the local part by contradiction. In particular, assume that it does not hold, then there ex-
ists a mixing measure sequence (Gn) such that L1(Gn, G∗) → 0 and ∥fGn−fG∗∥L2(µ)/L1(Gn, G∗) → 0
as n → ∞. Then, we divide the proof into three main stages.

Step 1 - Decompose the difference between regression functions. Firstly, we aim to decompose the
regression discrepancy fGn(x)− fG∗(x) using Taylor expansions.

Step 2 - Non-vanishing coefficients. Secondly, we show that not all the coefficients in the decomposition
of [fGn(x)− fG∗(x)]/L1(Gn, G∗) in Step 1 converge to zero.

Step 3 - Applications of the Fatou’s lemma. Finally, we show a contradiction to the result in Step
2. Indeed, by means of the Fatou’s lemma, since the term ∥fGn − fG∗∥L2(µ)/L1(Gn, G∗) → 0 as
n → ∞, we deduce |fGn − fG∗ |/L1(Gn, G∗) → 0. Furthermore, as the expert function satisfies the
strong identifiability condition in Definition 1, that is, the expert function and its derivatives are
linearly independent, then all the coefficients in the representation of [fGn(x)− fG∗(x)]/L1(Gn, G∗)
go to zero, contradicting to the result of Step 2. Hence, we obtain the local part (32).

As a consequence, we can find a positive constant ε′ such that

inf
G∈Gk(Θ):L1(G,G∗)≤ε′

∥fG − fG∗∥L2(µ)/L1(G,G∗) > 0.

Therefore, it suffices to prove the inequality

inf
G∈Gk(Θ):L1(G,G∗)>ε′

∥fG − fG∗∥L2(µ)/L1(G,G∗) > 0, (33)

which we refer to as the global part of the inequality (31). Putting the local part (32) and the global
part (33) together, we achieve our desired inequality in equation (31).

In the sequel, we will streamline the detailed proofs of the local part and the global part, respectively.

Proof of the local part (32). Suppose that the local part (32) does not hold, then we can find a
sequence of mixing measures Gn =

∑k∗
i=1 exp(β

n
i )δ(ωn

i ,η
n
i )

in Gk(Θ) satisfying L1n := L1(Gn, G∗) → 0
and

∥fGn − fG∗∥L2(µ)/L1n → 0, (34)

as n → ∞. For ease of presentation, we denote An
j := Aj(Gn) as a Voronoi cell of Gn generated by

the j-th atom of G∗, for all j ∈ [k∗]. As we use asymptotic arguments throughout this proof, these
Voronoi cells can be assumed to be independent of the sample size n, that is, Aj = An

j . Then, we
can rewrite the Voronoi loss L1n as

L1n :=

k∗∑
j=1

∣∣∣ ∑
i∈Aj

exp(βn
i )− exp(β∗

j )
∣∣∣+ ∑

j:|Aj |>1

∑
i∈Aj

exp(βn
i )
[
∥∆ωn

ij∥2 + ∥∆ηnij∥2
]

+
∑

j:|Aj |=1

∑
i∈Aj

exp(βn
i )
[
∥∆ωn

ij∥+ ∥∆ηnij∥
]
, (35)

where we denote ∆ωn
ij := ωn

i − ω∗
j and ∆ηnij := ηni − η∗j .

Recall that L1n → 0 as n → ∞, then we have that (ωn
i , η

n
i ) → (ω∗

j , η
∗
j ) and

∑
i∈Aj

exp(βn
i ) → exp(β∗

j )

for any i ∈ Aj and j ∈ [k∗]. Subsequently, we divide the proof of local part into three main steps. In
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the first step, we attempt to decompose the difference fGn(x)− fG∗(x) into a combination of linearly
independent terms using Taylor expansions. Then, we demonstrate that not all the coefficients in
the representation of [fGn(x)− fG∗(x)]/L1n converge to zero as n → ∞ in the second step. In the
final step, we employ the Fatou’s lemma to show a contradiction that all the previous coefficients
necessarily go to zero and, thus, complete the proof of the local part.

Step 1 - Decompose the difference between regression functions. To begin with, we use
Taylor expansions to decompose the quantity Qn(x) := [

∑k∗
j=1 exp((ω

∗
j )

⊤x+β∗
j )]·[fGn(x)−fG∗(x)] into

a combination of linearly independent terms. For this sake, we denote F (x;ω, η) := exp(ω⊤x)E(x, η)
and H(x;ω) = exp(ω⊤x)fGn(x). Then, Qn(x) can be decomposed as

Qn(x) =

k∗∑
j=1

∑
i∈Aj

exp(βn
i )
[
F (x;ωn

i , η
n
i )− F (x;ω∗

j , η
∗
j )
]

−
k∗∑
j=1

∑
i∈Aj

exp(βn
i )
[
H(x;ωn

i )−H(x;ω∗
j )
]

+

k∗∑
j=1

( ∑
i∈Aj

exp(βn
i )− exp(β∗

j )
)[

F (x;ω∗
j , η

∗
j )−H(x;ω∗

j )
]

:= An(x)−Bn(x) + Cn(x). (36)

Next, we will decompose the terms An(x) and Bn(x), respectively.

Step 1A - Decompose An(x). We can represent An(x) as

An(x) :=
∑

j:|Aj |=1

∑
i∈Aj

exp(βn
i )
[
F (x;ωn

i , η
n
i )− F (x;ω∗

j , η
∗
j )
]

+
∑

j:|Aj |>1

∑
i∈Aj

exp(βn
i )
[
F (x;ωn

i , η
n
i )− F (x;ω∗

j , η
∗
j )
]

:= An,1(x) + An,2(x).

Regarding the term An,1(x), by applying the first-order Taylor expansion to the function F (x;ωn
i , η

n
i )

around the point (ω∗
j , η

∗
j ), we have

An,1(x) =
∑

j:|Aj |=1

∑
i∈Aj

exp(βn
i )
∑
|α|=1

(∆ωn
ij)

α1(∆ηnij)
α2 · ∂F

∂ωα1∂ηα2
(x;ω∗

j , η
∗
j ) +R1(x),

where R1(x) is a Taylor remainder such that R1(x)/L1n → 0 as n → ∞. Note that the first
derivatives of F w.r.t its parameters ωand η are given by

∂F

∂ω
(x;ω∗

j , η
∗
j ) = x exp((ω∗

j )
⊤x)E(x, η∗j ) = x · F (x;ω∗

j , η
∗
j ),

∂F

∂η
(x;ω∗

j , η
∗
j ) = exp((ω∗

j )
⊤x) · ∂E

∂η
(x, η∗j ) := F1(x;ω

∗
j , η

∗
j ).

Then, An,1(x) can be rewritten as

An,1(x) =
∑

j:|Aj |=1

En,1,j(x) +R1(x), (37)
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in which En,1,j(x) =
∑

i∈Aj
exp(βn

i )
[
(∆ωn

ij)
⊤x · F (x;ω∗

j , η
∗
j ) + (∆ηnij)

⊤F1(x;ω
∗
j , η

∗
j )
]
.

Analogously, by means of the second-order Taylor expansion, we can decompose An,2(x) as

An,2(x) =
∑

j:|Aj |>1

∑
i∈Aj

exp(βn
i )

2∑
|α|=1

1

α!
(∆ωn

ij)
α1(∆ηnij)

α2 · ∂
|α1|+|α2|F

∂ωα1∂ηα2
(x;ω∗

j , η
∗
j ) +R2(x),

where R2(x) is a Taylor remainder such that R2(x)/L1n → 0 as n → ∞. By taking the second
derivatives of F w.r.t its parameters, we have

∂2F

∂ω∂ω⊤ (x;ω∗
j , η

∗
j ) = xx⊤ · F (x;ω∗

j , η
∗
j ),

∂2F

∂ω∂η⊤
(x;ω∗

j , η
∗
j ) = x · [F1(x;ω

∗
j , η

∗
j )]

⊤,

∂2F

∂η∂η⊤
(x;ω∗

j , η
∗
j ) = exp((ω∗

j )
⊤x) · ∂2E

∂η∂η⊤
:= F2(x;ω

∗
j , η

∗
j )

Then, we can represent An,2(x) as

An,2(x) =
∑

j:|Aj |>1

[En,1,j(x) + En,2,j(x)] +R2(x), (38)

where

En,2,j(x) :=
∑
i∈Aj

exp(βn
i )

{[
x⊤
(
Md ⊙ (∆ωn

ij)(∆ωn
ij)

⊤
)
x
]
· F (x;ω∗

j , a
∗
j , b

∗
j )

+
[
x⊤(∆ωn

ij)(∆ηnij)
⊤F1(x;ω

∗
j , η

∗
j )
]
+
[
(∆ηnij)

⊤
(
Md ⊙ F2(x;ω

∗
j , η

∗
j )
)
(∆ηnij)

]}
,

with Md being an d× d matrix whose diagonal entries are 1
2 while other entries are 1.

Step 1B - Decompose Bn(x). Next, we apply the same strategy of decomposing An(x) for
partitioning the term Bn(x). In particular, we first have

Bn(x) =
∑

j:|Aj |=1

∑
i∈Aj

exp(βn
i )
[
H(x;ωn

i )−H(x;ω∗
j )
]

+
∑

j:|Aj |>1

∑
i∈Aj

exp(βn
i )
[
H(x;ωn

i )−H(x;ω∗
j )
]

:= Bn,1(x) +Bn,2(x).

Regarding the term Bn,1(x), by employing the first-order Taylor expansion to the function H(x;ωn
i )

around the point ω∗
j , we have

Bn,1(x) =
∑

j:|Aj |=1

∑
i∈Aj

exp(βn
i )(∆ωn

ij)
⊤x ·H(x;ω∗

j ) +R3(x), (39)

where R3(x) is a Taylor remainder such that R3(x)/L1n → 0 as n → ∞. Similarly, by means of the
second-order Taylor expansion, we get

Bn,2(x) =
∑

j:|Aj |>1

∑
i∈Aj

exp(βn
i )
[
(∆ωn

ij)
⊤x+ (∆ωn

ij)
⊤
(
Md ⊙ xx⊤

)
(∆ωn

ij)
]
·H(x;ω∗

j ) +R4(x), (40)
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where R4(x) is a Taylor remainder such that R4(x)/L1n → 0 as n → ∞.

Putting the above results together, we see that [An(x) − R1(x) − R2(x)]/L1n, [Bn(x) − R3(x) −
R4(x)]/L1n and Cn(x)/L1n can be written as a combination of elements from the following set{

F (x;ω∗
j , η

∗
j ), x(u)F (x;ω∗

j , η
∗
j ), x(u)x(v)F (x;ω∗

j , η
∗
j ) : u, v ∈ [d], j ∈ [k∗]

}
,

∪
{
[F1(x;ω

∗
j , η

∗
j )]

(u), x(u)[F1(x;ω
∗
j , η

∗
j )]

(v) : u, v ∈ [d], j ∈ [k∗]
}
,

∪
{
[F2(x;ω

∗
j , η

∗
j )]

(uv) : u, v ∈ [d], j ∈ [k∗]
}
,

∪
{
H(x;ω∗

j ), x(u)H(x;ω∗
j ), x(u)x(v)H(x;ω∗

j ) : u, v ∈ [d], j ∈ [k∗]
}
.

Step 2 - Non-vanishing coefficients. Moving to this step, we utilize the proof by contradiction
method to show that not all coefficients in the representations of [An − R1(x) − R2(x)]/L1n,
[Bn −R3(x)−R4(x)]/L1n and Cn(x)/L1n converge to zero as n → ∞. Indeed, assume by contrary
that all of them go to zero and consider the coefficients of the term

• F (x;ω∗
j , η

∗
j ) for j ∈ [k∗], we have

1

L1n
·

k∗∑
j=1

∣∣∣ ∑
i∈Aj

exp(βn
i )− exp(β∗

j )
∣∣∣→ 0;

• x(u)F (x;ω∗
j , η

∗
j ) for u ∈ [d] and j : |Aj | = 1, we have

1

L1n
·
∑

j:|Aj |=1

∑
i∈Aj

exp(βn
i )∥∆ωn

ij∥1 → 0.

Since the ℓ1-norm is equivalent to the ℓ2-norm, we deduce

1

L1n
·
∑

j:|Aj |=1

∑
i∈Aj

exp(βn
i )∥∆ωn

ij∥ → 0;

• [F1(x;ω
∗
j , η

∗
j )]

(u) for u ∈ [d] and j : |Aj | = 1, we have

1

L1n
·
∑

j:|Aj |=1

∑
i∈Aj

exp(βn
i )∥∆ηnij∥ → 0;

• [x(u)]2F (x;ω∗
j , η

∗
j ) for u ∈ [d] and j : |Aj | > 1, we have

1

L1n
·
∑

j:|Aj |>1

∑
i∈Aj

exp(βn
i )∥∆ωn

ij∥2 → 0 :

• [F2(x;ω
∗
j , η

∗
j )]

(uu) for u ∈ [d] and j : |Aj | > 1, we have

1

L1n
·
∑

j:|Aj |>1

∑
i∈Aj

exp(βn
i )∥∆ηnij∥2 → 0;
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Combine all the above limits, we arrive at 1 = L1n/L1n → 0 as n → ∞, which is a contradiction. Thus,
it follows that at least one among the coefficients in the representations of [An(x)−R1(x)−R2(x)]/L1n,
[Bn(x)−R3(x)−R4(x)]/L1n and Cn(x)/L1n does not converge to zero.

Step 3 - Application of the Fatou’s lemma. Now, we attempt to exhibit a contradiction to
the conclusion of Step 2. Let mn be the maximum of the absolute values of the coefficients in the
representations of [An(x)−R1(x)−R2(x)]/L1n, [Bn(x)−R3(x)−R4(x)]/L1n and Cn(x)/L1n. As
at least one among those coefficients does not go zero, we have 1/mn ̸→ ∞.

Recall from the hypothesis in equation (34) that we have ∥fGn − fG∗∥L2(µ)/L1n → 0 as n → ∞.
This result also implies that ∥fGn − fG∗∥L1(µ)/L1n → 0. Then, by applying the Fatou’s lemma, we
get

0 = lim
n→∞

∥fGn − fG∗∥L1(µ)

mnL1n
≥
∫

lim inf
n→∞

|fGn(x)− fG∗(x)|
mnL1n

dµ(x) ≥ 0.

As a result, we have [fGn(x)− fG∗(x)]/[mnL1n] → 0 for almost every x. Since the parameter Θ is
compact, the term

∑k∗
j=1 exp((ω

∗
j )

⊤x+ β∗
j ) is bounded. Thus, it follows that Qn(x)/[mnL1n] → 0 as

n → ∞, or equivalently,

1

mnL1n
·
[
(An,1(x)−R1(x) + An,2(x)−R2(x))− (Bn,1(x)−R3(x)+Bn,2(x)−R4(x)) + Cn(x)

]
→ 0.

(41)

For ease of presentation, we denote

1

mnL1n
·
∑
i∈Aj

exp(βn
i )(∆ωn

ij) → ϕ1,j ,
1

mnL1n
·
∑
i∈Aj

exp(βn
i )(∆ωn

ij)(∆ωn
ij)

⊤ → ϕ2,j ,

1

mnL1n
·
∑
i∈Aj

exp(βn
i )(∆ηnij) → φ1,j ,

1

mnL1n
·
∑
i∈Aj

exp(βn
i )(∆ηnij)(∆ηnij)

⊤ → φ2,j ,

1

mnL1n
·
∑
i∈Aj

exp(βn
i )(∆ωn

ij)(∆ηnij)
⊤ → ζj ,

1

mnL1n
·
( ∑

i∈Aj

exp(βn
i )− exp(β∗

j )
)
→ ξj ,

Fρj := Fρ(x;ω
∗
j , η

∗
j ), Hj = H(x;ω∗

j ).

Above, at least one among the limits ϕ
(u)
1,j , ϕ

(uu)
2,j , φ(u)

1,j , φ
(uu)
2,j and ξj , for j ∈ [k∗], is non-zero as a

result of the conclusion in Step 2. From the formulation of

• An,1(x) in equation (37), we have

An,1(x)−R1(x)

mnL1n
→

∑
j:|Aj |=1

[
ϕ⊤
1,jx · Fj + φ⊤

1,jF1j

]
. (42)

• An,2(x) in equation (38), we have

An,2(x)−R2(x)

mnL2n
→

∑
j:|Aj |>1

{[
ϕ⊤
1,jx+ x⊤

(
Md ⊙ ϕ2,j

)
x
]
· Fj + [φ⊤

1,j + x⊤ζj ] · F1j

+
[
Md ⊙ φ2,j

]
⊙ F2j

}
. (43)
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• Bn,1(x) in equation (39), we have

Bn,1(x)−R3(x)

mnL2n
→

∑
j:|Aj |=1

[ϕ⊤
1,jx ·Hj ]. (44)

• Bn,2(x) in equation (40), we have

Bn,2(x)−R4(x)

mnL2n
→

∑
j:|Aj |>1

[
ϕ⊤
1,jx+ x⊤

(
Md ⊙ ϕ2,j

)
x
]
·Hj . (45)

• Cn(x) in equation (36), we have

Cn(x)

mnL2n
→

k∗∑
j=1

ξj [Fj −Hj ]. (46)

Note that from equation (41), it follows that the sum of the limits in equations (42), (43), (44), (45)
and (46) is equal to zero, that is,

∑
j:|Aj |=1

[
ϕ⊤
1,jx · Fj + φ⊤

1,jF1j

]
+

∑
j:|Aj |>1

{[
ϕ⊤
1,jx+ x⊤

(
Md ⊙ ϕ2,j

)
x
]
· Fj + [φ⊤

1,j + x⊤ζj ] · F1j

+
[
Md ⊙ φ2,j

]
⊙ F2j

}
−

∑
j:|Aj |=1

[ϕ⊤
1,jx ·Hj ]−

∑
j:|Aj |>1

[
ϕ⊤
1,jx+ x⊤

(
Md ⊙ ϕ2,j

)
x
]
·Hj

+

k∗∑
j=1

ξj [Fj −Hj ] = 0. (47)

Subsequently, we aim to demonstrate that the values of ϕ(u)
1,j , ϕ

(uu)
2,j , φ(u)

1,j , φ
(uu)
2,j and ξj are all zero for

all j ∈ [k∗]. Indeed, let P1, P2, . . . , Pℓ be the partition of the set {exp((ω∗
j )

⊤x) : j ∈ [k∗]}, for some
ℓ ∈ [k∗], such that

(i) ω∗
j = ω∗

j′ for any j, j′ ∈ Pi and i ∈ [ℓ];

(ii) ω∗
j ̸= ω∗

j′ when j and j′ do not belong to the same set Pi for any i ∈ [ℓ].

Then, the set {exp((ω∗
j1
)⊤x), . . . , exp((ω∗

jℓ
)⊤x)}, where ji ∈ Pi, is linearly independent. This result

together with equation (47) implies that for any i ∈ [ℓ], we have

∑
j∈Pi:|Aj |=1

[
(ξj + ϕ⊤

1,jx) · Ej + φ⊤
1,jE1j

]
+

∑
j∈Pi:|Aj |>1

{[
ϕ⊤
1,jx+ x⊤

(
Md ⊙ ϕ2,j

)
x
]
· Ej

+ [φ⊤
1,j + x⊤ζj ] · E1j +

[
Md ⊙ φ2,j

]
⊙ E2j

}
−

∑
j∈Pi:|Aj |=1

[(ϕ⊤
1,jx+ ξj) · fG∗(x)]

−
∑

j∈Pi:|Aj |>1

[
ξj + ϕ⊤

1,jx+ x⊤
(
Md ⊙ ϕ2,j

)
x
]
· fG∗(x) = 0,
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where we denote Ej := E(x, η∗j ), E1j := ∂E
∂η (x, η

∗
j ) and E2j := ∂2E

∂η∂η⊤
(x, η∗j ). Furthermore, since the

expert function x 7→ E(x, η) satisfies the strong identifiability condition in Definition 1, then the set{
xν · ∂

|ρ|E
∂ηρ

(x, η∗j ) : j ∈ [k∗], ν ∈ Nd, ρ ∈ Nq, 0 ≤ |ν|+ |ρ| ≤ 2
}

is linearly independent for almost every x. Thus, it follows that ξj = 0, ϕ1,j = φ1,j = 0d and
ϕ2,j = φ2,j = ζj = 0d×d for any j ∈ Pi and i ∈ [ℓ]. This contradicts the fact that not all the values of
ϕ
(u)
1,j , ϕ

(uu)
2,j , φ(u)

1,j , φ
(uu)
2,j and ξj , for j ∈ [k∗], are zero. Therefore, we obtain the local part (32), that is,

lim
ε→0

inf
G∈Gk(Θ):L1(G,G∗)≤ε

∥fG − fG∗∥L2(µ)/L1(G,G∗) > 0.

Consequently, we can find a positive constant ε′ such that

inf
G∈Gk(Θ):L1(G,G∗)≤ε′

∥fG − fG∗∥L2(µ)/L1(G,G∗) > 0.

Proof of the global part (33): Given the above result, it is sufficient to prove that

inf
G∈Gk(Θ):L1(G,G∗)>ε′

∥fG − fG∗∥L2(µ)/L1(G,G∗) > 0.

Suppose that the global part does not hold, then there exists a sequence of mixing measures
G′

n ∈ Gk(Θ) satisfying L1(G
′
n, G∗) > ε′ and

lim
n→∞

∥fG′
n
− fG∗∥L2(µ)

L1(G′
n, G∗)

= 0,

indicating that ∥fG′
n
− fG∗∥L2(µ) → 0 as n → ∞. Since the parameter space Θ is compact, we can

substitute the sequence (G′
n) with one of its subsequences that converges to G′ ∈ Gk(Θ). In addition,

as we have L1(G
′
n, G∗) > ε′, it follows that L1(G

′, G∗) > ε′. Now, by applying the Fatou’s lemma,
we get

0 = lim
n→∞

∥fG′
n
− fG∗∥2L2(µ) ≥

∫
lim inf
n→∞

∣∣∣fG′
n
(x)− fG∗(x)

∣∣∣2 dµ(x).

The above result implies that fG′(x) = fG∗(x) for almost every x. From Proposition 4 in Ap-
pendix C.3, we obtain G′ ≡ G∗. As a consequence, we have L1(G

′, G∗) = 0, which contradicts
the fact that L1(G

′, G∗) > ε′ > 0. Hence, we achieve the global part and complete the proof of
Theorem 1.

B Proofs of other Theorems

B.1 Proof of Theorem 2

Proof overview. In this proof, we first demonstrate that the limit

lim
ε→0

inf
G∈Gk(Θ):L2,r(G,G∗)≤ε

∥fG − fG∗∥L2(µ)/L2,r(G,G∗) = 0 (48)
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holds for any r ≥ 1. Given the above result, we proceed to derive the minimax lower bound in
Theorem 2:

inf
Gn∈Gk(Θ)

sup
G∈Gk(Θ)\Gk∗−1(Θ)

EfG [L2,r(Gn, G)] ≳ n−1/2. (49)

Proof of equation (48): It suffices to construct a mixing measure sequence (Gn) satisfying
L2,r(Gn, G∗) → 0 and

∥fGn − fG∗∥L2(µ)/L2,r(Gn, G∗) → 0, (50)

as n → ∞. Now, let us take into account the sequence (Gn) defined as Gn :=
∑k∗+1

i=1 exp(βn
i )δ(ωn

i ,a
n
i ,b

n
i )

,
where we set

exp(βn
1 ) = exp(βn

2 ) =
1
2 exp(β

∗
1) +

1
2nr+1 and exp(βn

i ) = exp(βn
(i−1)) for any 3 ≤ i ≤ k∗ + 1;

ωn
1 = ωn

2 = ω∗
1 and ωn

i = ωn
(i−1) for any 3 ≤ i ≤ k∗ + 1;

an1 = an2 = a∗1 and ani = ani−1 for any 3 ≤ i ≤ k∗ + 1;

bn1 = b∗1 +
1
n , bn2 = b∗1 − 1

n and bni = b∗i−1 for any 3 ≤ i ≤ k∗ + 1.

Then, the Voronoi loss L2,r(Gn, G∗) can be rewritten as

L2,r(Gn, G∗) =
1

nr+1
+
[
exp(β∗

1) +
1

nr+1

]
· 1

nr
= O(n−r). (51)

The above formulation implies that L2,r(Gn, G∗) → 0 as n → ∞. Thus, it suffices to derive
equation (50). To this end, we decompose the quantity Qn(x) := [

∑k∗
j=1 exp((ω

∗
j )

⊤x+β∗
j )] · [fGn(x)−

fG∗(x)] as

Qn(x) =

k∗∑
j=1

∑
i∈Aj

exp(βn
i )
[
exp((ωn

i )
⊤x)((ani )

⊤x+ bni )− exp((ω∗
j )

⊤x)((a∗j )
⊤x+ b∗j )

]

−
k∗∑
j=1

∑
i∈Aj

exp(βn
i )
[
exp((ωn

i )
⊤x)− exp((ω∗

j )
⊤x)

]
fGn(x)

+

k∗∑
j=1

( ∑
i∈Aj

exp(βn
i )− exp(β∗

j )
)[

exp((ω∗
j )

⊤x)((a∗j )
⊤x+ b∗j )− exp((ω∗

j )
⊤x)fGn(x)

]
:= An(x)−Bn(x) + Cn(x).

By plugging the values of exp(βn
i ), ω

n
i , a

n
i and bni into the terms An(x), Bn(x) and Cn(x), we have

An(x) =
2∑

i=1

exp(βn
i ) exp((ω

∗
1)

⊤x)(bni − b∗1) =
1

2

[
exp(β∗

1) +
1

nr+1

]
exp((ω∗

1)
⊤x)[(bn1 − b∗1) + (bn2 − b∗1)] = 0,

Bn(x) =
2∑

i=1

exp(βn
i )[exp((ω

n
i )

⊤x)− exp((ω∗
1)

⊤x)]fGn(x) = 0,

Cn(x) =
( 2∑

i=1

exp(βn
i )− exp(β∗

1)
)[

exp((β∗
1)

⊤x)((a∗1)
⊤x+ b∗1)− exp((β∗

1)
⊤x)fGn(x)

]
= O(n−(r+1))
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Since L2,r(Gn, G∗) = O(n−r), we can justify that Cn(x)/L2,r(Gn, G∗) → 0, thereby leading to
Qn(x)/L2,r(Gn, G∗) → 0 as n → ∞ for almost every x. Note that the term

∑k∗
j=1 exp((ω

∗
j )

⊤x+ β∗
j )

is bounded, then we also have that [fGn(x) − fG∗(x)]/L2,r → 0 for almost every x. As a conse-
quence, we obtain ∥fGn −fG∗∥L2(µ)/L2,r → 0 as n → ∞. Hence, the proof of claim (48) is completed.

Proof of equation (49): Since the noise variables εi given the input Xi follows Gaussian distributions,
we have Yi|Xi ∼ N (fG∗(xi), ν) for all i ∈ [n]. Next, it follows from equation (48) that for a small
enough constant ε > 0 and a fixed constant c > 0 that will be determined later, there exists a mixing
measure G′

∗ ∈ Gk(Θ) satisfying L2,r(G
′
∗, G∗) = 2ε and ∥fG′

∗ − fG∗∥L2(µ) ≤ c · ε. According to Le
Cam’s lemma [48], since the Voronoi loss L2,r satisfies the weak triangle inequality, we have

inf
Gn∈Gk(Θ)

sup
G∈Gk(Θ)\Gk∗−1(Θ)

EfG [L2,r(Gn, G)]

≳
L2,r(G

′
∗, G∗)

8
exp(−nEX∼µ[KL(N (fG′

∗(x), ν),N (fG∗(x), ν))])

≳ ε · exp(−n∥fG′
∗ − fG∗∥2L2(µ))

≳ ε · exp(−cnε2), (52)

where the second inequality is due to the fact that KL(N (fG′
∗(x), ν),N (fG∗(x), ν)) =

[fG′∗
(x)−fG∗ (x)]

2

2ν .

By setting ε = n−1/2, we get ε · exp(−cnε2) = n−1/2 exp(−c). Hence, we obtain the desired minimax
lower bound in equation (49) and complete the proof.

B.2 Proof of Theorem 3

In this proof, we will focus on showing that the limit

lim
ε→0

inf
G∈Gk(Θ):L3,r(G,G∗)≤ε

∥gG − gG∗∥L2(µ)

L3,r(G,G∗)
= 0, (53)

holds for any r ≥ 1. Then, by employing the arguments for proving equation (49) in Appendix B.1,
we achieve the minimax lower bound in Theorem 3, that is,

inf
Gn∈Gk(Θ)

sup
G∈Gk(Θ)\Gk∗−1(Θ)

EgG [L3,r(Gn, G)] ≳ n−1/2.

Proof of equation (53): It is sufficient to build a mixing measure sequence (Gn) that satisfies
L3,r(Gn, G∗) → 0 and

∥gG − gG∗∥L2(µ)/L3,r(Gn, G∗) → 0, (54)

as n → ∞. For this sake, let us consider the sequence defined as Gn :=
∑k∗

i=1 exp
(
βn
i

τn

)
δ(ωn

i ,τ
n,ηni )

,
where we define for any j ∈ [k∗] that

ηni = η∗j , for any i ∈ Aj ;

ωn
i = ω∗

j + sn,j , for any i ∈ Aj ;

τn = τ∗ + tn;
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βn
i = τn ·

[
β∗
j

τ∗ − log(|Aj |)
]
, which implies that

∑
i∈Aj

exp
(
βn
i

τn

)
= exp

(
β∗
j

τ∗

)
, for any i ∈ Aj ,

where sn,j := (s
(1)
n,j , . . . , s

(d)
n,j) ∈ Rd and tn ∈ R will be determined later such that s(u)n,j → 0 and tn → 0

as n → ∞ for any u ∈ [d] and j ∈ [k∗]. Then, we can represent the Voronoi loss L3,r(Gn, G∗) as

L3,r(Gn, G∗) =

k∗∑
j=1

|Aj | · exp
(β∗

j

τ∗

)
(∥sn,j∥r + trn).

Due to the aforementioned properties of sequences (sn,j) and (tn), it follows that L3,r(Gn, G∗) → 0
as n → ∞. Thus, we can complete the proof by deriving equation (54).

To achieve this goal, we take into account the quantity Qn(x) :=
[∑k∗

j=1 exp
((ω∗

i )
⊤x+ β∗

i

τ∗

)]
·[

gGn(x)− gG∗(x)
]
, which can be decomposed as

Qn(x) =

k∗∑
j=1

∑
i∈Aj

exp
(βn

i

τn

)[
exp

((ωn
i )

⊤x

τn

)
E(x, ηni )− exp

((ω∗
j )

⊤x

τ∗

)
E(x, η∗j )

]

−
k∗∑
j=1

∑
i∈Aj

exp
(βn

i

τn

)[
exp

((ωn
i )

⊤x

τn

)
gGn(x)− exp

((ω∗
j )

⊤x

τ∗

)
gGn(x)

]

+

k∗∑
j=1

[ ∑
i∈Aj

exp
(βn

i

τn

)
− exp

(β∗
j

τ∗

)][
exp

((ω∗
j )

⊤x

τ∗

)
E(x, η∗j )− exp

((ω∗
j )

⊤x

τ∗

)
gGn(x)

]
:= An(x)−Bn(x) + Cn(x).

By plugging in the values of ηni , ωn
i , τn and βn

i , the term An(x) becomes

An(x) =

k∗∑
i=1

∑
i∈Aj

exp
(βn

i

τn

)[
exp

((ωn
i )

⊤x

τn

)
− exp

((ω∗
j )

⊤x

τ∗

)]
E(x, η∗j ).

By applying the first-order Taylor expansions to the function exp
(
(ωn

i )
⊤x

τn

)
around the point (ω∗

j , τ
∗),

we have

An(x) =

k∗∑
j=1

∑
i∈Aj

d∑
u=1

exp
(βn

i

τn

)[s(u)n,j

τ∗
−

tn(ω
∗
j )

(u)

(τ∗)2

]
· x(u) exp

((ω∗
j )

⊤x

τ∗

)
E(x, η∗j ) +R1(x),

where R1(x) is a Taylor remainder such that R1(x)/L3,r(Gn, G∗) → 0 as n → ∞. Then, by setting

tn =
1

n
; s

(u)
n,j =

tn(ω
∗
j )

(u)

τ∗
=

(ω∗
j )

(u)

nτ∗
,

we get An(x)/L3,r(Gn, G∗) → 0 as n → ∞.

Analogously, we also have Bn(x)/L3,r(Gn, G∗) → 0 as n → ∞. Furthermore, since it can be
checked that Cn(x) = 0, we deduce Qn(x)/L3,r(Gn, G∗) → 0 as n → ∞. Note that the term[∑k∗

j=1 exp
((ω∗

j )
⊤x+ β∗

j

τ∗

)]
is bounded, then it follows that

|gGn(x)− gG∗(x)|/L3,r(Gn, G∗) → 0
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as n → ∞ for almost every x. The above result directly leads to equation (54). Hence, the proof is
completed.

B.3 Proof of Theorem 4

In this proof, we aim to establish the following inequality:

inf
G∈Gk(Θ)

∥gG − gG∗∥L2(µ)/L4(G,G∗) > 0. (55)

By employing the proof framework of Theorem 1 in Appendix A, we will first derive the local part
of equation (55), which is given by

lim
ε→0

inf
G∈Gk(Θ):L4(G,G∗)≤ε

∥gG − gG∗∥L2(µ)/L4(G,G∗) > 0. (56)

As a consequence, there exists some ε′ > 0 such that

inf
G∈Gk(Θ):L4(G,G∗)≤ε′

∥gG − gG∗∥L2(µ)/L4(G,G∗) > 0.

Thus, it is sufficient to prove the global part of equation (55), that is,

inf
G∈Gk(Θ):L4(G,G∗)>ε′

∥gG − gG∗∥L2(µ)/L4(G,G∗) > 0.

Notably, since the global part can be argued in a similar fashion to that in Appendix A, it is omitted
here. In other words, we will provide only the proof of local part here.

Proof of the local part (56): Assume by contrary that the above inequality does not hold true,
then there exists a sequence of mixing measures Gn =

∑k∗
i=1 exp(β

n
i )δ(ωn

i ,τ
n,ηni )

in Gk(Θ) such that
L4n := L4(Gn, G∗) → 0 and

∥gGn − gG∗∥L2(µ)/L4n → 0, (57)

as n → ∞. Let us denote by An
j := Aj(Gn) a Voronoi cell of Gn generated by the j-th components

of G∗. Since our arguments are asymptotic, we may assume that those Voronoi cells do not depend
on the sample size, i.e. Aj = An

j . Thus, the Voronoi loss L4n can be represented as

L4n :=

k∗∑
j=1

∣∣∣ ∑
i∈Aj

exp
(βn

i

τn

)
− exp

(β∗
j

τ∗

)∣∣∣+ ∑
j:|Aj |=1

∑
i∈Aj

exp
(βn

i

τn

)[
∥∆ωn

ij∥+ |∆τn|+ ∥∆ηnij∥
]

+
∑

j:|Aj |>1

∑
i∈Aj

exp
(βn

i

τn

)[
∥∆ωn

ij∥2 + |∆τn|2 + ∥∆ηnij∥2
]
, (58)

where we denote ∆ωn
ij := ωn

i − ω∗
j , ∆τn := τn − τ∗, and ∆ηnij := ηni − η∗j .

Since L4n → 0, we get that (ωn
i , τ

n, ηni ) → (ω∗
j , τ

∗, η∗j ) and
∑

i∈Aj
exp

(
βn
i

τn

)
→ exp

(
β∗
j

τ∗

)
as n → ∞

for any i ∈ Aj and j ∈ [k∗]. Now, we divide the proof of local part into three steps as follows:
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Step 1 - Decompose the difference between regression functions. To begin with, we
use Taylor expansions to decompose the quantity Qn(x) :=

[∑k∗
j=1 exp

(
π(x,ω∗

j )+β∗
j

τ∗

)]
· [gGn(x) −

gG∗(x)] into a combination of linearly independent terms. For this sake, we denote F (x;ω, τ, η) :=

exp
(
π(x,ω)

τ

)
E(x, η) and H(x;ω, τ) = exp

(
π(x,ω)

τ

)
gGn(x). Then, Qn(x) can be decomposed as

Qn(x) =

k∗∑
j=1

∑
i∈Aj

exp
(βn

i

τn

)[
F (x;ωn

i , τ
n, ηni )− F (x;ω∗

j , τ
∗, η∗j )

]

−
k∗∑
j=1

∑
i∈Aj

exp
(βn

i

τn

)[
H(x;ωn

i , τ
n)−H(x;ω∗

j , τ
∗)
]

+

k∗∑
j=1

( ∑
i∈Aj

exp
(βn

i

τn

)
− exp

(β∗
j

τ∗

))[
F (x;ω∗

j , τ
∗, η∗j )−H(x;ω∗

j , τ
∗)
]

:= An(x)−Bn(x) + Cn(x). (59)

Next, we will decompose the terms An(x) and Bn(x), respectively.

Step 1A- Decompose An(x). We can represent An(x) as

An(x) :=
∑

j:|Aj |=1

∑
i∈Aj

exp
(βn

i

τn

)[
F (x;ωn

i , τ
n, ηni )− F (x;ω∗

j , τ
∗, η∗j )

]
+

∑
j:|Aj |>1

∑
i∈Aj

exp
(βn

i

τn

)[
F (x;ωn

i , τ
n, ηni )− F (x;ω∗

j , τ
∗, η∗j )

]
:= An,1(x) + An,2(x).

By applying the first-order Taylor expansion, we have

An,1(x) =
∑

j:|Aj |=1

∑
i∈Aj

exp
(βn

i

τn

) ∑
|α|=1

(∆ωn
ij)

α1(∆τn)α2(∆ηnij)
α3 · ∂F

∂ωα1∂τα2∂ηα3
(x;ω∗

j , τ
∗, η∗j )

+R1(x),

where R1(x) is a Taylor remainder such that R1(x)/L4n → 0 as n → ∞. Note that the first
derivatives of F w.r.t its parameters are given by

∂F

∂ω
(x;ω∗

j , τ
∗, η∗j ) =

1

τ∗
· ∂π
∂ω

(x, ω∗
j ) exp

(π(x, ω∗
j )

τ∗

)
E(x, η∗j ) =

1

τ∗
· ∂π
∂ω

(x, ω∗
j )F (x;ω∗

j , τ
∗, η∗j ),

∂F

∂τ
(x;ω∗

j , τ
∗, η∗j ) = −

π(x, ω∗
j )

(τ∗)2
exp

(π(x, ω∗
j )

τ∗

)
E(x, η∗j ) = −

π(x, ω∗
j )

(τ∗)2
F (x;ω∗

j , τ
∗, η∗j ),

∂F

∂η
(x;ω∗

j , τ
∗, η∗j ) = exp

(π(x, ω∗
j )

τ∗

)∂E
∂η

(x, η∗j ) := F1(x;ω
∗
j , τ

∗, η∗j ).

Then, An,1(x) can be rewritten as

An,1(x) =
∑

j:|Aj |=1

An,1,j(x) +R1(x), (60)
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where

An,1,j(x) :=
∑
i∈Aj

exp
(βn

i

τn

)[( 1

τ∗
(∆ωn

ij)
⊤ ∂π

∂ω
(x, ω∗

j )− (∆τn) ·
π(x, ω∗

j )

(τ∗)2

)
· F (x;ω∗

j , τ
∗, η∗j )+

(∆ηnij)
⊤F1(x;ω

∗
j , τ

∗, η∗j )
]
.

Next, by means of the second-order Taylor expansion, we can decompose An,2(x) as

An,2(x) =
∑

j:|Aj |>1

∑
i∈Aj

exp
(βn

i

τn

) 2∑
|α|=1

1

α!
(∆ωn

ij)
α1(∆τn)α2(∆ηnij)

α3 · ∂
|α1|+α2+|α3|F

∂ωα1∂τα2∂ηα3
(x;ω∗

j , τ
∗, η∗j ) +R2(x),

where R2(x) is a Taylor remainder such that R2(x)/L4n → 0 as n → ∞. By taking the second
derivatives of F w.r.t its parameters, we have

∂2F

∂ω∂ω⊤ (x;ω∗
j , τ

∗, η∗j ) =
[ 1

τ∗
∂2π

∂ω∂ω⊤ (x, ω∗
j ) +

1

(τ∗)2
∂π

∂ω
(x, ω∗

j ) ·
∂π

∂ω⊤ (x, ω∗
j )
]
F (x;ω∗

j , τ
∗, η∗j ),

∂2F

∂τ2
(x;ω∗

j , τ
∗, η∗j ) =

[
2
π(x, ω∗

j )

(τ∗)3
+

π2(x, ω∗
j )

(τ∗)4

]
F (x;ω∗

j , η
∗
j , τ

∗),

∂2F

∂η∂η⊤
(x;ω∗

j , τ
∗, η∗j ) = exp

(π(x, ω∗
j )

τ∗

)
E(x, η∗j ) := F2(x;ω

∗
j , τ

∗, η∗j ),

∂2F

∂ω∂τ
(x;ω∗

j , τ
∗, η∗j ) =

[
− 1

(τ∗)2
∂π

∂ω
(x, ω∗

j )−
π(x, ω∗

j )

(τ∗)3
∂π

∂ω
(x, ω∗

j )
]
F (x;ω∗

j , τ
∗, η∗j ),

∂2F

∂ω∂η⊤
(x;ω∗

j , τ
∗, η∗j ) =

1

τ∗
∂π

∂ω
(x, ω∗

j )[F1(x;ω
∗
j , τ

∗, η∗j )]
⊤,

∂2F

∂τ∂η
(x;ω∗

j , τ
∗, η∗j ) = −

π(x, ω∗
j )

(τ∗)2
F1(x;ω

∗
j , τ

∗, η∗j ).

Then, we can represent An,2(x) as

An,2(x) =
∑

j:|Aj |>1

[An,1,j(x) + An,2,j(x)] +R2(x), (61)

where

An,2,j(x) :=
∑
i∈Aj

exp
(βn

i

τn

){[
(∆ωn

ij)
⊤Md ⊙

( 1

τ∗
∂2π

∂ω∂ω⊤ (x, ω∗
j ) +

1

(τ∗)2
∂π

∂ω
(x, ω∗

j ) ·
∂π

∂ω⊤ (x, ω∗
j )
)
(∆ωn

ij)

+
(π(x, ω∗

j )

(τ∗)3
+

π2(x, ω∗
j )

2(τ∗)4

)
(∆τn)2 − (∆ωn

ij)
⊤
( 1

(τ∗)2
∂π

∂ω
(x, ω∗

j ) +
π(x, ω∗

j )

(τ∗)3
∂π

∂ω
(x, ω∗

j )
)
(∆τn)

]
· F (x;ω∗

j , τ
∗, η∗j )

+
[
(∆ωn

ij)
⊤ 1

τ∗
∂π

∂ω
(x, ω∗

j )[F1(x;ω
∗
j , τ

∗, η∗j )]
⊤(∆ηnij)− (∆ηnij)

⊤π(x, ω∗
j )

(τ∗)2
F1(x;ω

∗
j , τ

∗, η∗j )(∆τn)
]

+ (∆ηnij)
⊤Md ⊙ F2(x;ω

∗
j , τ

∗, η∗j )(∆ηnij)

}
,

with Md being an d× d matrix whose diagonal entries are 1
2 while other entries are 1.
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Step 1B - Decompose Bn(x). Next, we apply the same strategy of decomposing An(x) for
partitioning the term Bn(x). In particular, we first have

Bn(x) =
∑

j:|Aj |=1

∑
i∈Aj

exp
(βn

i

τn

)[
H(x;ωn

i , τ
n)−H(x;ω∗

j , τ
∗)
]

+
∑

j:|Aj |>1

∑
i∈Aj

exp
(βn

i

τn

)[
H(x;ωn

i , τ
n)−H(x;ω∗

j , τ
∗)
]

:= Bn,1(x) +Bn,2(x).

Regarding the term Bn,1(x), by employing the first-order Taylor expansion, we have

Bn,1(x) =
∑

j:|Aj |=1

∑
i∈Aj

exp
(βn

i

τn

) ∑
|α|=1

(∆ωn
ij)

α1(∆τn)α2 · ∂H

∂ωα1∂τα2
(x;ω∗

j , τ
∗) +R3(x)

=
∑

j:|Aj |=1

∑
i∈Aj

exp
(βn

i

τn

)[
(∆ωn

ij)
⊤ ∂π

∂ω
(x, ω∗

j )− (∆τn)
π(x, ω∗

j )

(τ∗)2

]
·H(x;ω∗

j , τ
∗) +R3(x)

=
∑

j:|Aj |=1

Bn,1,j(x) +R3(x), (62)

where R3(x) is a Taylor remainder such that R3(x)/L4n → 0 as n → ∞, and

Bn,1,j(x) :=
∑
i∈Aj

exp
(βn

i

τn

)[(∆ωn
ij)

⊤

τ∗
∂π

∂ω
(x, ω∗

j )− (∆τn)
π(x, ω∗

j )

(τ∗)2

]
·H(x;ω∗

j , τ
∗).

Similarly, by means of the second-order Taylor expansion, we get

Bn,2(x) =
∑

j:|Aj |>1

∑
i∈Aj

exp
(βn

i

τn

) 2∑
|α|=1

(∆ωn
ij)

α1(∆τn)α2 · ∂H

∂ωα1∂τα2
(x;ω∗

j , τ
∗) +R4(x)

=
∑

j:|Aj |>1

[Bn,1,j(x) +Bn,2,j(x)] +R4(x), (63)

where R4(x) is a Taylor remainder such that R4(x)/L4n → 0 as n → ∞, and

Bn,2,j(x) :=
∑
i∈Aj

exp
(βn

i

τn

)[
(∆ωn

ij)
⊤Md ⊙

( 1

τ∗
∂2π

∂ω∂ω⊤ (x, ω∗
j ) +

1

(τ∗)2
∂π

∂ω
(x, ω∗

j ) ·
∂π

∂ω⊤ (x, ω∗
j )
)
(∆ωn

ij)

+
(π(x, ω∗

j )

(τ∗)3
+

π2(x, ω∗
j )

2(τ∗)4

)
(∆τn)2 − (∆ωn

ij)
⊤
( 1

(τ∗)2
∂π

∂ω
(x, ω∗

j ) +
π(x, ω∗

j )

(τ∗)3
∂π

∂ω
(x, ω∗

j )
)
(∆τn)

]
·H(x;ω∗

j ).

Putting the above results together, we see that [An(x) − R1(x) − R2(x)]/L4n, [Bn(x) − R3(x) −
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R4(x)]/L4n and Cn(x)/L4n can be written as a combination of elements from the following set{
Fj , π(x, ω

∗
j )Fj , π

2(x, ω∗
j )Fj ,

∂π

∂ω(u)
(x, ω∗

j )Fj , π(x, ω
∗
j )

∂π

∂ω(u)
(x, ω∗

j )Fj ,
∂π

∂ω(u)
(x, ω∗

j )
∂π

∂ω(v)
(x, ω∗

j )Fj ,

∂2π

∂ω(u)∂ω(v)
(x, ω∗

j )Fj : j ∈ [k∗], u, v ∈ [d]
}

∪
{
(F1j)

(u), π(x, ω∗
j )(F1j)

(u),
∂π

∂ω(u)
(x, ω∗

j )(F1j)
(v) : j ∈ [k∗], u, v ∈ [d]

}
∪
{
(F2j)

(uv) : j ∈ [k∗], u, v ∈ [d]
}

∪
{
Hj , π(x, ω

∗
j )Hj , π

2(x, ω∗
j )Hj ,

∂π

∂ω(u)
(x, ω∗

j )Hj , π(x, ω
∗
j )

∂π

∂ω(u)
(x, ω∗

j )Hj ,
∂π

∂ω(u)
(x, ω∗

j )
∂π

∂ω(v)
(x, ω∗

j )Hj ,

∂2π

∂ω(u)∂ω(v)
(x, ω∗

j )Hj : j ∈ [k∗], u, v ∈ [d]
}
,

where we denote

Fj := F (x;ω∗
j , τ

∗, η∗j ),

F1j := exp
(π(x, ω∗

j )

τ∗

)∂E
∂η

(x, η∗j ),

F2j := exp
(π(x, ω∗

j )

τ∗

) ∂2E
∂η∂η⊤

(x, η∗j ).

Step 2 - Non-vanishing coefficients. Moving to this step, we utilize the proof by contradiction
method to show that not all coefficients in the representations of [An − R1(x) − R2(x)]/L4n,
[Bn −R3(x)−R4(x)]/L4n and Cn(x)/L4n converge to zero as n → ∞. Indeed, assume by contrary
that all of them go to zero and consider the coefficients of the term

• F (x;ω∗
j , τ

∗, η∗j ) for j ∈ [k∗], we get that

1

L4n

k∗∑
j=1

∣∣∣ ∑
i∈Aj

exp
(βn

i

τn

)
− exp

(β∗
j

τ∗

)∣∣∣→ 0;

• ∂π
∂ω(u) (x, ω

∗
j )F (x;ω∗

j , τ
∗, η∗j ) for u ∈ [d] and j ∈ [k∗] : |Aj | = 1, we get that

1

L4n

∑
j:|Aj |=1

∑
i∈Aj

exp
(βn

i

τn

)
∥∆ωn

ij∥1 → 0.

Due to the equivalency between the ℓ1-norm and the ℓ2-norm, we deduce that

1

L4n

∑
j:|Aj |=1

∑
i∈Aj

exp
(βn

i

τn

)
∥∆ωn

ij∥ → 0.

• π(x, ω∗
j )F (x;ω∗

j , τ
∗, η∗j ) for u ∈ [d] and j : |Aj | = 1, we get that

1

L4n

∑
j:|Aj |=1

∑
i∈Aj

exp
(βn

i

τn

)
∥∆τn∥ → 0.
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• [F1(x;ω
∗
j , τ

∗, η∗j )]
(u) for u ∈ [d] and j : |Aj | = 1, we get that

1

L4n

∑
j:|Aj |=1

∑
i∈Aj

exp
(βn

i

τn

)
∥∆ηnij∥ → 0.

• ∂2π
∂ω(u)∂ω(u) (x, ω

∗
j )F (x;ω∗

j , τ
∗, η∗j ) for u ∈ [d] and j : |Aj | > 1, we get that

1

L4n

∑
j:|Aj |>1

∑
i∈Aj

exp
(βn

i

τn

)
∥∆ωn

ij∥2 → 0.

• π2(x, ω∗
j )F (x;ω∗

j , τ
∗, η∗j ) for u ∈ [d] and j : |Aj | > 1, we get that

1

L4n

∑
j:|Aj |>1

∑
i∈Aj

exp
(βn

i

τn

)
∥∆τn∥2 → 0.

• [F2(x;ω
∗
j , τ

∗, η∗j )]
(uu) for u ∈ [d] and j : |Aj | > 1, we get that

1

L4n

∑
j:|Aj |>1

∑
i∈Aj

exp
(βn

i

τn

)
∥∆ηnij∥2 → 0.

Combine all the above limits, we arrive at 1 = L4n/L4n → 0 as n → ∞, which is a contradic-
tion. Therefore, not all the coefficients in the representations of [An(x) − R1(x) − R2(x)]/L4n,
[Bn(x)−R3(x)−R4(x)]/L4n and Cn(x)/L4n go to zero as n → ∞.

Step 3 - Application of the Fatou’s lemma. Now, we attempt to exhibit a contradiction to
the conclusion of Step 2. Let mn be the maximum of the absolute values of the coefficients in the
representations of [An(x)−R1(x)−R2(x)]/L4n, [Bn(x)−R3(x)−R4(x)]/L4n and Cn(x)/L4n. As
at least one among those coefficients does not go zero, we have 1/mn ̸→ ∞.

Recall from the hypothesis in equation (57) that ∥gGn − gG∗∥L2(µ)/L4n → 0 as n → ∞. This result
also implies that ∥gGn − gG∗∥L1(µ)/L4n → 0. Then, by applying the Fatou’s lemma, we get

0 = lim
n→∞

∥gGn − gG∗∥L1(µ)

mnL4n
≥
∫

lim inf
n→∞

|gGn(x)− gG∗(x)|
mnL4n

dµ(x) ≥ 0.

As a result, we have [gGn(x)− gG∗(x)]/[mnL4n] → 0 for almost every x. Since the parameter Θ is
compact, the term

∑k∗
j=1 exp

(
π(x,ω∗

j )

τ∗ + β∗
j

)
is bounded. Thus, it follows that Qn(x)/[mnL4n] → 0,

or equivalently,

1

mnL1n
·
[
(An,1(x)−R1(x) + An,2(x)−R2(x))− (Bn,1(x)−R3(x)+Bn,2(x)−R4(x)) + Cn(x)

]
→ 0.

(64)
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For ease of presentation, we denote

1

mnL4n
·
∑
i∈Aj

exp
(βn

i

τn

)
(∆ωn

ij) → ϕ1,j ,
1

mnL4n
·
∑
i∈Aj

exp
(βn

i

τn

)
(∆ωn

ij)(∆ωn
ij)

⊤ → ϕ2,j ,

1

mnL4n
·
∑
i∈Aj

exp
(βn

i

τn

)
(∆τn) → χ1,j ,

1

mnL4n
·
∑
i∈Aj

exp
(βn

i

τn

)
(∆τn)2 → χ2,j ,

1

mnL4n
·
∑
i∈Aj

exp
(βn

i

τn

)
(∆ηnij) → φ1,j ,

1

mnL4n
·
∑
i∈Aj

exp
(βn

i

τn

)
(∆ηnij)(∆ηnij)

⊤ → φ2,j ,

1

mnL4n
·
∑
i∈Aj

exp
(βn

i

τn

)
(∆ωn

ij)(∆τn) → ζ1,j ,
1

mnL4n
·
∑
i∈Aj

exp
(βn

i

τn

)
(∆ωn

ij)(∆ηnij)
⊤ → ζ2,j

1

mnL4n
·
∑
i∈Aj

exp
(βn

i

τn

)
(∆ηnij)(∆τn) → ζ3,j ,

1

mnL4n
·
( ∑

i∈Aj

exp
(βn

i

τn

)
− exp

(β∗
j

τ∗

))
→ ξj .

Above, at least one among the limits ϕ
(u)
1,j , ϕ

(uu)
2,j , χ1,j , χ2,j , φ

(u)
1,j , φ

(uu)
2,j and ξj , for j ∈ [k∗], is

non-zero as a result of the conclusion in Step 2. Additionally, let us denote Fρj := Fρ(x;ω
∗
j , τ

∗, η∗j )
for ρ ∈ {1, 2} and Hj = H(x;ω∗

j , τ
∗). From the formulation of

• An,1(x) in equation (60), we get

An,1(x)−R1(x)

mnL4n
→

∑
j:|Aj |=1

[((ϕ1,j)
⊤

τ∗
∂π

∂ω
(x, ω∗

j )− χ1,j ·
π(x, ω∗

j )

(τ∗)2

)
· Fj + φ⊤

1,jF1j

]
. (65)

• An,2(x) in equation (61), we get

An,2(x)−R2(x)

mnL2n
→

∑
j:|Aj |>1

{[(ϕ1,j)
⊤

τ∗
∂π

∂ω
(x, ω∗

j )− χ1,j ·
π(x, ω∗

j )

(τ∗)2

+Md ⊙
( 1

τ∗
∂2π

∂ω∂ω⊤ (x, ω∗
j ) +

1

(τ∗)2
∂π

∂ω
(x, ω∗

j ) ·
∂π

∂ω⊤ (x, ω∗
j )
)
⊙ ϕ2,j

+
(π(x, ω∗

j )

(τ∗)3
+

π2(x, ω∗
j )

2(τ∗)4

)
χ2,j − ζ⊤1,j

( 1

(τ∗)2
∂π

∂ω
(x, ω∗

j ) +
π(x, ω∗

j )

(τ∗)3
∂π

∂ω
(x, ω∗

j )
)]

· Fj

+ [φ⊤
1,jF1j +

( 1

τ∗
F1j

∂π

∂ω⊤ (x, ω∗
j )
)
⊙ ζ2,j −

π(x, ω∗
j )

(τ∗)2
· ζ⊤3,jF1j ] +

(
Md ⊙ φ2,j

)
⊙ F2j

}
. (66)

• Bn,1(x) in equation (62), we get

Bn,1(x)−R3(x)

mnL2n
→

∑
j:|Aj |=1

[ϕ⊤
1,j

τ∗
∂π

∂ω
(x, ω∗

j )− χ1,j ·
π(x, ω∗

j )

(τ∗)2

]
·Hj . (67)
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• Bn,2(x) in equation (63), we get

Bn,2(x)−R4(x)

mnL2n
→

∑
j:|Aj |>1

[(ϕ1,j)
⊤

τ∗
∂π

∂ω
(x, ω∗

j )− χ1,j ·
π(x, ω∗

j )

(τ∗)2

+Md ⊙
( 1

τ∗
∂2π

∂ω∂ω⊤ (x, ω∗
j ) +

1

(τ∗)2
∂π

∂ω
(x, ω∗

j ) ·
∂π

∂ω⊤ (x, ω∗
j )
)
⊙ ϕ2,j

+
(π(x, ω∗

j )

(τ∗)3
+

π2(x, ω∗
j )

2(τ∗)4

)
χ2,j − ζ⊤1,j

( 1

(τ∗)2
∂π

∂ω
(x, ω∗

j ) +
π(x, ω∗

j )

(τ∗)3
∂π

∂ω
(x, ω∗

j )
)]

·Hj . (68)

• Cn(x) in equation (59), we get

Cn(x)

mnL2n
→

k∗∑
j=1

ξj [Fj −Hj ]. (69)

Note that from equation (64), it follows that the sum of the limits in equations (65), (66), (67), (68)
and (69) is equal to zero.

Subsequently, we aim to demonstrate that the values of ϕ(u)
1,j , ϕ

(uu)
2,j , χ1,j , χ2,j , φ

(u)
1,j , φ

(uu)
2,j and ξj are

all zero for j ∈ [k∗]. Indeed, let P1, P2, . . . , Pℓ be the partition of the set
{
exp

(
π(x,ω∗

j )

τ∗

)
: j ∈ [k∗]

}
,

for some ℓ ≤ k∗, such that

(i) ω∗
j = ω∗

j′ for any j, j′ ∈ Pi and i ∈ [ℓ];

(ii) ω∗
j ̸= ω∗

j′ when j and j′ do not belong to the same set Pi for any i ∈ [ℓ].

Then, the set
{
exp

(
π(x,ω∗

j1
)

τ∗

)
, . . . , exp

(
π(x,ω∗

jℓ
)

τ∗

)}
, where Pi ∈ Pi, is linearly independent. Since
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the limits in equations (65), (66), (67), (68) and (69) sum up to zero, we get for any i ∈ [ℓ] that∑
j∈Pi:|Aj |=1

[(
ξj +

(ϕ1,j)
⊤

τ∗
∂π

∂ω
(x, ω∗

j )− χ1,j ·
π(x, ω∗

j )

(τ∗)2

)
· Ej + φ⊤

1,jE1j
]

+
∑

j∈Pi:|Aj |>1

{[
ξj +

(ϕ1,j)
⊤

τ∗
∂π

∂ω
(x, ω∗

j )− χ1,j ·
π(x, ω∗

j )

(τ∗)2

+Md ⊙
( 1

τ∗
∂2π

∂ω∂ω⊤ (x, ω∗
j ) +

1

(τ∗)2
∂π

∂ω
(x, ω∗

j ) ·
∂π

∂ω⊤ (x, ω∗
j )
)
⊙ ϕ2,j

+
(π(x, ω∗

j )

(τ∗)3
+

π2(x, ω∗
j )

2(τ∗)4

)
χ2,j − ζ⊤1,j

( 1

(τ∗)2
∂π

∂ω
(x, ω∗

j ) +
π(x, ω∗

j )

(τ∗)3
∂π

∂ω
(x, ω∗

j )
)]

· Ej

+ [φ⊤
1,jE1j +

( 1

τ∗
E1j

∂π

∂ω⊤ (x, ω∗
j )
)
⊙ ζ2,j −

π(x, ω∗
j )

(τ∗)2
· ζ⊤3,jE1j ] +

(
Md ⊙ φ2,j

)
⊙ E2j

}

+
∑

j:|Aj |=1

[
ξj +

ϕ⊤
1,j

τ∗
∂π

∂ω
(x, ω∗

j )− χ1,j ·
π(x, ω∗

j )

(τ∗)2

]
gG∗(x)

+
∑

j:|Aj |>1

[
ξj +

(ϕ1,j)
⊤

τ∗
∂π

∂ω
(x, ω∗

j )− χ1,j ·
π(x, ω∗

j )

(τ∗)2

+Md ⊙
( 1

τ∗
∂2π

∂ω∂ω⊤ (x, ω∗
j ) +

1

(τ∗)2
∂π

∂ω
(x, ω∗

j ) ·
∂π

∂ω⊤ (x, ω∗
j )
)
⊙ ϕ2,j

+
(π(x, ω∗

j )

(τ∗)3
+

π2(x, ω∗
j )

2(τ∗)4

)
χ2,j − ζ⊤1,j

( 1

(τ∗)2
∂π

∂ω
(x, ω∗

j ) +
π(x, ω∗

j )

(τ∗)3
∂π

∂ω
(x, ω∗

j )
)]

gG∗(x) = 0,

where we denote Ej := E(x, η∗j ), E1j := ∂E
∂η (x, η

∗
j ) and E2j := ∂2E

∂η∂η⊤
(x, η∗j ). Recall that the pair of the

expert function E and the router π satisfies the algebraic independence condition in Definition 2,
then the following set is linearly independent for almost every x:{

Ej , π(x, ω∗
j )Ej ,

∂π

∂ω(u)
(x, ω∗

j )Ej ,
∂π

∂ω(u)
(x, ω∗

j )
∂π

∂ω(v)
(x, ω∗

j )Ej ,
∂2π

∂ω(u)∂ω(v)
(x, ω∗

j )Ej ,

π(x, ω∗
j )

∂π

∂ω(u)
(x, ω∗

j )Ej , E1j , π(x, ω∗
j )E1j ,

∂π

∂ω(u)
(x, ω∗

j )E1j , E2j : j ∈ [k∗], 1 ≤ u, v ≤ d
}
.

Thus, it follows that ξj = 0, ϕ1,j = φ1,j = 0d and ϕ2,j = φ2,j = ζj = 0d×d for any j ∈ Pi and
i ∈ [ℓ]. This contradicts the fact that not all the values of ϕ(u)

1,j , ϕ
(uu)
2,j , χ1,j , χ2,j φ

(u)
1,j , φ

(uu)
2,j and ξj ,

for j ∈ [k∗], are zero. Therefore, we obtain the local part (56), that is,

lim
ε→0

inf
G∈Gk(Θ):L4(G,G∗)≤ε

∥gG − gG∗∥L2(µ)/L4(G,G∗) > 0.

Hence, the proof is completed.

B.4 Proof of Theorem 5

Our main goal is to demonstrate that

inf
G∈Gk∗1 ,k2

(Θ)
∥hG − hG∗∥L2(µ)/L5(G,G∗) > 0. (70)
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By streamlining the same arguments as in Appendix A, it is sufficient to establish the local part of
equation (70) provided below as the global part of equation (70) can be achieved similarly:

lim
ε→0

inf
G∈Gk∗1 ,k2

(Θ):L5(G,G∗)≤ε
∥hG − hG∗∥L2(µ)/L5(G,G∗) > 0. (71)

Assume by contrary that the above claim does not hold, then we can retrieve a sequence of mixing
measures (Gn) in Gk∗1 ,k2

(Θ) such that L5n := L5(Gn, G∗) → 0 and

∥hGn − hG∗∥L2(µ)/L5n → 0, (72)

as n → ∞. Since the Voronoi loss An
j1

:= Aj1(Gn) has only one element, we may assume WLOG
that Aj1 = {j1} for any j1 ∈ [k∗1].

L5n =

k∗1∑
j1=1

∣∣∣ exp(βn
j1)− exp(β∗

j )
∣∣∣+ k∗1∑

j1=1

exp(βj1)∥ωn
j1 − ω∗

j1∥

+

k∗1∑
j1=1

exp(βn
j1)

[ ∑
j2:|Aj2|j1 |=1

exp(νnj2|j1)(∥κ
n
j2|j1 − κ∗j2|j1∥+ ∥ηnj1j2 − η∗j1j2∥)

+
∑

j2:|Aj2|j1 |>1

∑
i2∈Aj2|j1

exp(νnj2|j1)(∥κ
n
i2|j1 − κ∗j2|j1∥

2 + ∥ηnj1i2 − η∗j1j2∥
2)

]

+

k∗1∑
j1=1

exp(βj1)

k∗2∑
j2=1

∣∣∣ ∑
i2∈Aj2|j1

exp(νni2|j1)− exp(ν∗j2|j1)
∣∣∣, (73)

Since L5n → 0 as n → ∞, we deduce that ωn
j → ω∗

j and exp(βn
j ) → exp(β∗

j ) as n → ∞.

Step 1 - Decompose the difference between regression functions: In this step, we utilize
the Taylor expansion to decompose the following term:

Qn(x) :=

 k∗1∑
j1=1

exp((ω∗
j1)

⊤x+ β∗
j1)

 [hGn(x)− hG∗(x)].

Let us denote

hnj1(x) :=

k∗2∑
j2=1

∑
i2∈Aj2|j1

Softmax((κni2|j1)
⊤x+ νni2|j1)E(x, η

n
j1i2),

h∗j1(x) :=

k∗2∑
j2=1

Softmax((κ∗j2|j1)
⊤x+ ν∗j2|j1)E(x, η

∗
j1j2),
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then the term Qn(x) can be decomposed into three terms as

Qn(x) =

k∗1∑
j1=1

exp(βn
j1)
[
exp((ωn

j1)
⊤x)hnj1(x)− exp((ω∗

j1)
⊤x)h∗j1(x)

]

−
k∗1∑

j1=1

exp(βn
j1)
[
exp((ωn

j1)
⊤x)− exp((ω∗

j1)
⊤x)

]
hGn(x)

+

k∗1∑
j1=1

(
exp(βn

j1)− exp(β∗
j1)
)
exp((ω∗

j1)
⊤x)

[
h∗j1(x)− hGn(x)

]
: = An(x)−Bn(x) + Cn(x). (74)

Step 1A - Decompose An(x): We proceed to decompose this term as follows:

An(x) :=

k∗1∑
j1=1

exp(βn
j1
)∑k∗2

j′2=1
exp((κ∗

j′2|j1
)⊤x+ ν∗

j′2|j1
)
[An,j1,1(x)−An,j1,2(x) + An,j1,3(x)],

where we define

An,j1,1(x) :=

k∗2∑
j2=1

∑
i2∈Aj2|j1

exp(νni2|j1)
[
exp((κni2|j1)

⊤x) exp((ωn
j1)

⊤x)E(x, ηni )

− exp((κ∗j2|j1)
⊤x) exp((ω∗

j1)
⊤x)E(x, η∗j1j2)

]
,

An,j1,2(x) :=

k∗2∑
j2=1

∑
i2∈Aj2|j1

exp(νni2|j1)
[
exp((κni2|j1)

⊤x)− exp((κ∗j2|j1)
⊤x)

]
exp((ωn

j1)
⊤x)hnj1(x),

An,j1,3(x) :=

k∗2∑
j2=1

( ∑
i2∈Aj2|j1

exp(νni2|j1)− exp(ν∗j2|j1)
)
exp((κ∗j2|j1)

⊤x)

× [exp((ω∗
j1)

⊤x)E(x, η∗j1j2)− exp((ωn
j1)

⊤x)hnj1(x)].

Step 1A.1 - Decompose An,j1,1(x): Moreover, we continue to divide the term An,j1,1(x) into two
parts based on the cardinality of the Voronoi cells Aj2|j1 :

An,j1,1(x) =
∑

j2:|Aj2|j1 |=1

∑
i2∈Aj2|j1

exp(νni2|j1)
[
exp((κni2|j1)

⊤x) exp((ωn
j1)

⊤x)E(x, ηni )

− exp((κ∗j2|j1)
⊤x) exp((ω∗

j1)
⊤x)E(x, η∗j1j2)

]
,

+
∑

j2:|Aj2|j1 |>1

∑
i2∈Aj2|j1

exp(νni2|j1)
[
exp((κni2|j1)

⊤x) exp((ωn
j1)

⊤x)E(x, ηni )

− exp((κ∗j2|j1)
⊤x) exp((ω∗

j1)
⊤x)E(x, η∗j1j2)

]
: = An,j1,1,1(x) +An,j1,1,2(x).
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By employing the first-order Taylor expansion to the term An,j1,1,1(x), we get

An,j1,1,1(x) =
∑

j2:|Aj2|j1 |=1

∑
i2∈Aj2|j1

∑
|α|=1

exp(νni2|j1)

α!
(∆κni2j2|j1)

α1(∆ωn
j1)

α2(∆ηnij)
α3

× xα1+α2 exp((κ∗j2|j1)
⊤x) exp((ω∗

j1)
⊤x)

∂|α3|E
∂ηα3

(x, η∗j1j2) +Rn,1,1(x),

=
∑

j2:|Aj2|j1 |=1

∑
|ρ1|+|α3|=1

Sn,j2|j1,ρ1,α3
· xρ1 exp((κ∗j2|j1)

⊤x) exp((ω∗
j1)

⊤x)
∂|α3|E
∂ηα3

(x, η∗j1j2) +Rn,1,1(x),

where Rn,1,1(x) is a Taylor remainder such that Rn,1,1(x)/L5n → 0 as n → ∞, and

Sn,j2|j1,ρ1,α3
:=

∑
i2∈Aj2|j1

∑
α1+α2=ρ1

exp(νni2|j1)

α!
(∆κni2j2|j1)

α1(∆ωn
j1)

α2(∆ηnij)
α3 ,

for any j2 ∈ [k∗2] and (ρ1, α3) ̸= (0d, 0d).

Similarly, we apply the second-order Taylor expansion to the term An,j,1,2(x) and get that

An,j,1,2(x) =
∑

j2:|Aj2|j1 |>1

2∑
|ρ1|+|α3|=1

Sn,j2|j1,ρ1,α3
· xρ1 exp((κ∗j2|j1)

⊤x) exp((ω∗
j1)

⊤x)
∂|α3|E
∂ηα3

(x, η∗j1j2) +Rn,1,2(x),

where Rn,1,2(x) is a Taylor remainder such that Rn,1,2(x)/L5n → 0 as n → ∞.

Step 1A.2 - Decompose An,j1,2(x): Next, we also separate the quantity An,j1,2(x) into two
following terms:

An,j1,2(x) =
∑

j2:|Aj2|j1 |=1

∑
i2∈Aj2|j1

exp(νni2|j1)
[
exp((κni2|j1)

⊤x)− exp((κ∗j2|j1)
⊤x)

]
exp((ωn

j1)
⊤x)hnj1(x)

+
∑

j2:|Aj2|j1 |>1

∑
i2∈Aj2|j1

exp(νni2|j1)
[
exp((κni2|j1)

⊤x)− exp((κ∗j2|j1)
⊤x)

]
exp((ωn

j1)
⊤x)hnj1(x)

:= An,j1,2,1(x) + An,j1,2,2(x).

By means of the first-order Taylor expansion, we have

An,j1,2,1(x) =
∑

j2:|Aj2|j1 |=1

∑
i2∈Aj2|j1

∑
|ρ2|=1

exp(νni2|j1)

ρ2!
· (∆κni2j2|j1)

ρ2xρ2 exp((κ∗j2|j1)
⊤x) exp((ωn

j1)
⊤x)hnj1(x) +Rn,2,1(x),

=
∑

j2:|Aj2|j1 |=1

∑
|ρ2|=1

Tn,j2|j1,ρ2 · x
ρ2 exp((κ∗j2|j1)

⊤x) exp((ωn
j1)

⊤x)hnj1(x) +Rn,2,1(x),

where Rn,2,1(x) is a Taylor remainder such that Rn,2,1(x)/L5n → 0 as n → ∞ and

Tn,j2|j1,ρ2 :=
∑

i2∈Aj2|j1

exp(νni2|j1)

ρ2!
· (∆κni2j2|j1)

ρ2 ,
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for any j2 ∈ [k∗2] and ρ2 ̸= 0d.

Analogously, by means of the second-order Taylor expansion, we have

An,j1,2,1(x) =
∑

j2:|Aj2|j1 |>1

2∑
|ρ2|=1

Tn,j2|j1,ρ2 · x
ρ2 exp((κ∗j2|j1)

⊤x) exp((ωn
j1)

⊤x)hnj1(x) +Rn,2,2(x),

where Rn,2,2(x) is a Taylor remainder such that Rn,2,2(x)/L5n → 0 as n → ∞.

Combining the above decompositions of An,j1,1(x) and An,j1,2(x), we deduce that

An(x) =

k∗1∑
j1=1

k∗2∑
j2=1

exp(βn
j1
)∑k∗2

j′2=1
exp((κ∗

j′2|j1
)⊤x+ ν∗

j′2|j1
)
[Rn,1,1(x) +Rn,1,2(x)−Rn,2,1(x)−Rn,2,2(x)

+
2∑

|ρ1|+|α3|=0

Sn,j2|j1,ρ1,α3
· xρ1 exp((κ∗j2|j1)

⊤x) exp((ω∗
j1)

⊤x)
∂|α3|E
∂ηα3

(x, η∗j1j2)

−
2∑

|ρ2|=0

Tn,j2|j1,ρ2 · x
ρ2 exp((κ∗j2|j1)

⊤x) exp((ωn
j1)

⊤x)hnj1(x)

]
, (75)

where we define Sn,j2|j1,ρ1,α3
= Tn,j2|j1,ρ2 =

∑
i2∈Aj2|j1

exp(νni2|j1) − exp(ν∗j2|j1) for any j1 ∈ [k∗1],
j2 ∈ [k∗2] and (ρ1, α3, ρ2) = (0d, 0q, 0d).

Step 1B - Decompose Bn(x): Subsequently, by invoking the Taylor expansion of first order, we
get

Bn(x) =

k∗1∑
j1=1

exp(βn
j1)

∑
|ρ3|=1

(∆ωn
j1)

ρ3 · xρ3 exp((ω∗
j1)

⊤x)hGn(x) +Rn,3(x), (76)

where Rn,3(x) is a Taylor remainder such that Rn,3(x)/L5n → 0 as n → ∞.

From the decompositions in equations (75), (76) and (74), we can view An(x), Bn(x) and Cn(x) as
a combination of elements from the following set:{

xρ1 exp((κ∗j2|j1)
⊤x) exp((ω∗

j1
)⊤x)∂

|α3|E
∂ηα3 (x, η∗j1j2)∑k∗2

j′2=1
exp((κ∗

j′2|j1
)⊤x+ ν∗

j′2|j1
)

: j1 ∈ [k∗1], j2 ∈ [k∗2], 0 ≤ |ρ1|+ |α3| ≤ 2

}

∪

{
xρ2 exp((κ∗j2|j1)

⊤x) exp((ωn
j1
)⊤x)hnj1(x)∑k∗2

j′2=1
exp((κ∗

j′2|j1
)⊤x+ ν∗

j′2|j1
)

: j1 ∈ [k∗1], j2 ∈ [k∗2], 0 ≤ |ρ2| ≤ 2

}

∪
{
xρ3 exp((ω∗

j1)
⊤x)hGn(x) : j1 ∈ [k∗1], 0 ≤ |ρ3| ≤ 1

}
∪
{
exp((ω∗

j1)
⊤x)h∗j1(x) : j1 ∈ [k∗1]

}
.

Step 2 - Non-vanishing coefficients: In this step, we aim to demonstrate that not all the
coefficients in the representations of An(x)/L5n, Bn(x)/L5n and Cn(x)/L5n converge to zero as n
tends to infinity. Assume by contrary that all of them go to zero, then by considering the coefficients
of the following terms
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• exp((ω∗
j1
)⊤x)h∗j1(x) in Cn(x)/L5n, we get

1

L5n
·

k∗1∑
j1=1

∣∣∣ exp(βn
j1)− exp(β∗

j1)
∣∣∣→ 0;

• xρ3 exp((ω∗
j1
)⊤x)hGn(x) in Bn(x)/L5n for ρ3 = ed,u := (0, . . . , 0, 1︸︷︷︸

u-th

, 0, . . . , 0) ∈ Rd, we have

1

L5n
·

k∗1∑
j1=1

exp(βn
j1)∥ω

n
j1 − ω∗

j1∥ → 0;

•
xρ2 exp((κ∗

j2|j1
)⊤x) exp((ωn

j1
)⊤x)hn

j1
(x)∑k∗2

j′2=1
exp((κ∗

j′2|j1
)⊤x+ν∗

j′2|j1
)

in An(x)/L5n for j1 ∈ [k∗1], j2 ∈ [k∗2] : |Aj2|j1 | = 1 and

ρ2 = ed,u, we get

1

L5n
·

k∗1∑
j1=1

exp(βn
j1)

∑
j2∈[k∗2 ]:|Aj2|j1 |=1

∑
i2∈Aj2|j1

exp(νni2|j1)∥κ
n
i2|j1 − κ∗j2|j1∥1 → 0;

Due to the equivalency between the ℓ1-norm and the ℓ2-norm, we deduce that

1

L5n
·

k∗1∑
j1=1

exp(βn
j1)

∑
j2∈[k∗2 ]:|Aj2|j1 |=1

∑
i2∈Aj2|j1

exp(νni2|j1)∥κ
n
i2|j1 − κ∗j2|j1∥ → 0;

•
exp((κ∗

j2|j1
)⊤x) exp((ω∗

j1
)⊤x) ∂

|α3|E
∂ηα3 (x,η∗j1j2

)∑k∗2
j′2=1

exp((κ∗
j′2|j1

)⊤x+ν∗
j′2|j1

)
in An(x)/L5n for j1 ∈ [k∗1], j2 ∈ [k∗2] : |Aj2|j1 | = 1 and

α3 = eq,u ∈ Rq, we get

1

L5n
·

k∗1∑
j1=1

exp(βn
j1)

∑
j2∈[k∗2 ]:|Aj2|j1 |=1

∑
i2∈Aj2|j1

exp(νni2|j1)∥η
n
j1i2 − η∗j1j2∥ → 0;

•
xρ2 exp((κ∗

j2|j1
)⊤x) exp((ωn

j1
)⊤x)hn

j1
(x)∑k∗2

j′2=1
exp((κ∗

j′2|j1
)⊤x+ν∗

j′2|j1
)

in An(x)/L5n for j1 ∈ [k∗1], j2 ∈ [k∗2] : |Aj2|j1 | > 1 and

ρ2 = 2ed,u, we get

1

L5n
·

k∗1∑
j1=1

exp(βn
j1)

∑
j2∈[k∗2 ]:|Aj2|j1 |>1

∑
i2∈Aj2|j1

exp(νni2|j1)∥κ
n
i2|j1 − κ∗j2|j1∥

2 → 0;

•
exp((κ∗

j2|j1
)⊤x) exp((ω∗

j1
)⊤x) ∂

|α3|E
∂ηα3 (x,η∗j1j2

)∑k∗2
j′2=1

exp((κ∗
j′2|j1

)⊤x+ν∗
j′2|j1

)
in An(x)/L5n for j1 ∈ [k∗1], j2 ∈ [k∗2] : |Aj2|j1 | > 1 and

α3 = 2eq,u ∈ Rq, we get

1

L5n
·

k∗1∑
j1=1

exp(βn
j1)

∑
j2∈[k∗2 ]:|Aj2|j1 |>1

∑
i2∈Aj2|j1

exp(νni2|j1)∥η
n
j1i2 − η∗j1j2∥

2 → 0;
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•
exp((κ∗

j2|j1
)⊤x) exp((ω∗

j1
)⊤x)E(x,η∗j1j2 )∑k∗2

j′2=1
exp((κ∗

j′2|j1
)⊤x+ν∗

j′2|j1
)

in An(x)/L5n, we get

1

L5n
·

k∗1∑
j1=1

exp(βn
j1)

k∗2∑
j2=1

∣∣∣ ∑
i2∈Aj2|j1

exp(νni2|j1)− exp(ν∗j2|j1)
∣∣∣→ 0;

By taking the summation of the above limits, then it follows from the formulation of the loss L5n in
equation (73) that 1 = L5n/L5n, which is a contradiction. Hence, we obtain at least one among the
coefficients in the representations of An(x)/L5n, Bn(x)/L5n and Cn(x)/L5n does not go to zero as
n → ∞.

Step 3 - Application of the Fatou’s lemma: In this step, we point out that all the coefficients
in the representations of An(x)/L5n, Bn(x)/L5n and Cn(x)/L5n converge to zero as n → ∞. In
particular, let us denote by mn the maximum of the absolute values of those coefficients. From the
result achieved in Step 2, we deduce that 1/mn ̸→ ∞. Recall from the hypothesis in equation (72)
that ∥hGn − hG∗∥L2(µ)/L5n → 0 as n → ∞, which indicates that ∥hGn − hG∗∥L1(µ)/L5n → 0. Then,
according to the Fatou’s lemma, we get that

0 = lim
n→∞

∥hGn − hG∗∥L1(µ)

mnL5n
≥
∫

lim inf
n→∞

|hGn(x)− hG∗(x)|
mnL5n

dµ(x) ≥ 0.

As a result, it follows that 1
mnL5n

· [hGn(x)− hG∗(x)] → 0 as n → ∞ for µ-almost surely x. From the
formulation of Qn(x) in equation (74), since the quantity

∑K
j1=1 exp(−∥ω∗

j1
− x∥+ β∗

j1
) is bounded,

we get 1
mnL5n

·Qn(x) → 0 for µ-almost surely x.

Let us denote

exp(βn
j1
)Sn,j2|j1,ρ1,α3

mnL5n
→ ϕj2|j1,ρ1,α3

,
exp(βn

j1
)Tn,j2|j1,ρ2

mnL5n
→ φj2|j1,ρ2 ,

exp(βn
j1
)(∆ωn

j1
)ρ3

mnL5n
→ λj1,ρ3 ,

exp(βn
j1
)− exp(β∗

j1
)

mnL5n
→ χj1 ,

for all j1 ∈ [k∗1], j2 ∈ [k∗2], 0 ≤ |ρ1|+ |α3| ≤ 2, 0 ≤ |ρ2| ≤ 2, |ρ3| = 1 with a note that at least one
among them is different from zero. From the decomposition of Qn(x) in equation (74), we have

lim
n→∞

Qn(x)

mnL5n
= lim

n→∞

An(x)

mnL5n
− lim

n→∞

Bn(x)

mnL5n
+ lim

n→∞

Cn(x)

mnL5n
,
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where

lim
n→∞

An(x)

mnL5n
=

k∗1∑
j1=1

k∗2∑
j2=1

[
2∑

|ρ1|+|α3|=0

ϕj2|j1,ρ1,α3
· xρ1 exp((κ∗j2|j1)

⊤x) exp((ω∗
j1)

⊤x)
∂|α3|E
∂ηα3

(x, η∗j1j2)

−
2∑

|ρ2|=0

φj2|j1,ρ2 · x
ρ2 exp((κ∗j2|j1)

⊤x) exp((ω∗
j1)

⊤x)h∗j1(x)

]
· 1∑k∗2

j′2=1
exp((κ∗

j′2|j1
)⊤x+ ν∗

j′2|j1
)
,

lim
n→∞

Bn(x)

mnL5n
=

k∗1∑
j1=1

∑
|ρ3|=1

λj1,ρ3 · xρ3 exp((ω∗
j1)

⊤x)hG∗(x),

lim
n→∞

Cn(x)

mnL5n
=

k∗1∑
j1=1

χj1 exp((ω
∗
j1)

⊤x)
[
h∗j1(x)− hG∗(x)

]
.

Since the expert function x 7→ E(x, η) meets the strong identifiability condition in Definition 1, the
following set of functions in x is linearly independent:{

xρ1 exp((κ∗j2|j1)
⊤x) exp((ω∗

j1
)⊤x)∂

|α3|E
∂ηα3 (x, η∗j1j2)∑k∗2

j′2=1
exp((κ∗

j′2|j1
)⊤x+ ν∗

j′2|j1
)

: j1 ∈ [k∗1], j2 ∈ [k∗2], 0 ≤ |ρ1|+ |α3| ≤ 2

}

∪

{
xρ2 exp((κ∗j2|j1)

⊤x) exp((ω∗
j1
)⊤x)h∗j1(x)∑k∗2

j′2=1
exp((κ∗

j′2|j1
)⊤x+ ν∗

j′2|j1
)

: j1 ∈ [k∗1], j2 ∈ [k∗2], 0 ≤ |ρ2| ≤ 2

}

∪
{
xρ3 exp((ω∗

j1)
⊤x)hG∗(x) : j1 ∈ [k∗1], 0 ≤ |ρ3| ≤ 1

}
∪
{
exp((ω∗

j1)
⊤x)h∗j1(x) : j1 ∈ [k∗1]

}
.

As a result, we get that ϕj2|j1,ρ1,α3
= φj2|j1,ρ2 = λj1,ρ3 = χj1 for all all j1 ∈ [k∗1], j2 ∈ [k∗2],

0 ≤ |ρ1|+ |α3| ≤ 2, 0 ≤ |ρ2| ≤ 2, |ρ3| = 0, which contradicts to the fact that at least one of them is
non-zero. Thus, we achieve the local part (71), that is,

lim
ε→0

inf
G∈Gk∗1 ,k2

(Θ):L5(G,G∗)≤ε
∥hG − hG∗∥L2(µ)/L5(G,G∗) > 0,

Hence, the proof is completed.

B.5 Proof of Theorem 6

Firstly, we will demonstrate that the limit

lim
ε→0

inf
G∈Gk∗1k2

(Θ):L6,r(G,G∗)≤ε

∥hG − hG∗∥L2(µ)

L6,r(G,G∗)
= 0 (77)

holds true for any r ≥ 1. Then, by employing the same arguments for proving the equation (49) in
Appendix B.1, we arrive at our desired result

inf
Gn∈Gk∗1k2

(Θ)
sup

G∈Gk∗1k2
(Θ)\Gk∗1(k

∗
2−1)(Θ)

EhG
[L6,r(Gn, G)] ≳ n−1/2.
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Proof for equation (77): We need to construct a sequence of mixing measures (Gn) ⊂ Gk∗1k2
(Θ)

satisfying L6,r(Gn, G∗) → 0 and

∥hGn − hG∗∥L2(µ)/L6,r(Gn, G∗) → 0,

as n → ∞. For that purpose, let us take into account the mixing measure sequence defined as

Gn =

k∗1∑
i1=1

exp(βn
i1)

k∗2+1∑
i2=1

exp(νni2|i1)δ(ωn
j1
,κn

i2|i1
,ani1i2

,bni1i2
),

where

exp(βn
i1
) = exp(β∗

i1
), for any 1 ≤ i1 ≤ k∗1;

ωn
i1
= ω∗

i1
, for any 1 ≤ i1 ≤ k∗1;

exp(νn1|i1) = exp(νn2|i1) =
1
2 exp(ν

∗
1|i1) +

1
2nr+1 and exp(νni2|i1) = exp(νni2−1|i1), for any 1 ≤ i1 ≤ k∗1 and

3 ≤ i2 ≤ k∗2 + 1;

κn1|i1 = κn2|i1 = κ∗1|i1 and κni2|i1 = κni2−1|i1 , for any 1 ≤ i1 ≤ k∗1 and 3 ≤ i2 ≤ k∗2 + 1;

ani11 = ani12 = a∗i11 and ani1i2 = ani1(i2−1), for any 1 ≤ i1 ≤ k∗1 and 3 ≤ i2 ≤ k∗2 + 1;

bni11 = b∗i11 +
1
n , bni12 = b∗i11 −

1
n and bni1i2 = b∗i1(i2−1), for any 1 ≤ i1 ≤ k∗1 and 3 ≤ i2 ≤ k∗2 + 1.

Then, the Voronoi loss L6,r(Gn, G∗) can be rewritten as

L6,r(Gn, G∗) =
1

nr+1

k∗1∑
j1=1

exp(β∗
j1) +

k∗1∑
j1=1

exp(β∗
j1)
(
exp(ν∗1|j1) +

1

nr+1

)
· 1

nr
= O(n−r). (78)

From the above equation, it is clear that L6,r(Gn, G∗) → 0 as n → ∞. Thus, it suffices to show that

∥hGn − hG∗∥L2(µ)/L6,r(Gn, G∗) → 0.

Let us consider the quantity Qn(x) :=
[∑k∗1

j1=1 exp((ω
∗
j1
)⊤x+ β∗

j1
)
]
[hGn(x)− hG∗(x)], which can be

decomposed as follows:

Qn(x) =

k∗1∑
j1=1

exp(βn
j1)
[
exp((ωn

j1)
⊤x)hnj1(x)− exp((ω∗

j1)
⊤x)h∗j1(x)

]

−
k∗1∑

j1=1

exp(βn
j1)
[
exp((ωn

j1)
⊤x)− exp((ω∗

j1)
⊤x)

]
hGn(x)

+

k∗1∑
j1=1

(
exp(βn

j1)− exp(β∗
j1)
)
exp((ω∗

j1)
⊤x)

[
h∗j1(x)− hGn(x)

]
,
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where we denote

hnj1(x) :=

k∗2∑
j2=1

∑
i2∈Aj2|j1

Softmax((κni2|j1)
⊤x+ νni2|j1)((a

n
j1i2)

⊤x+ bnj1i2),

h∗j1(x) :=

k∗2∑
j2=1

Softmax((κ∗j2|j1)
⊤x+ ν∗j2|j1)((a

∗
j1j2)

⊤x+ b∗j1j2),

for all j1 ∈ [k∗1]. Recall that we have exp(βn
i1
) = exp(β∗

i1
) and ωn

i1
= ω∗

i1
for all i1 ∈ [k∗1]. Then, the

second and third terms in the decomposition of Qn(x) become zero. Thus, we can represent Qn(x)
as

Qn(x) =

k∗1∑
j1=1

exp(β∗
j1) exp((ω

∗
j1)

⊤x)
[
hnj1(x)− h∗j1(x)

]
. (79)

Note that we can continue to decompose the term hnj1(x)− h∗j1(x) as

[ k∗2∑
j2=1

exp((κ∗j2|j1)
⊤x+ ν∗j2|j1)

]
· [hnj1(x)− h∗j1(x)]

=

k∗2∑
j2=1

∑
i2∈Aj2|j1

exp(νni2|j1)
[
exp((κni2|j1)

⊤x)((ani2j1)
⊤x+ bni2j1)− exp((κ∗j2|j1)

⊤x)((a∗j1j2)
⊤x+ b∗j1j2)

]

−
k∗2∑

j2=1

∑
i2∈Aj2|j1

exp(νni2|j1)
[
exp((κni2|j1)

⊤x)− exp((κ∗j2|j1)
⊤x)

]
hnj1(x)

+

k∗2∑
j2=1

( ∑
i2∈Aj2|j1

exp(νni2|j1)− exp(ν∗j2|j1)
)
exp((κ∗j2|j1)

⊤x)[((a∗j1j2)
⊤x+ b∗j1j2)− hnj1(x)]

:= An,j1(x)−Bn,j1(x) + En,j1(x)

From the definitions of κni2|i1 , a
n
i1i2

and bni1i2 , we can rewrite An,j1(x) as follows:

An,j1(x) =

2∑
i2=1

1

2
exp(νn1|j1) exp((κ

∗
1|j1)

⊤x)(bnj1i2 − b∗j11)

=
1

2
exp(νn1|j1) exp((κ

∗
1|j1)

⊤x)[(bnj11 − b∗j11) + (bnj12 − b∗j11)]

= 0.

Next, since κni2|j1 = κ∗j2|j1 , we can see that Bn,j1(x) = 0. Lastly, it can be justified that En,j1(x) =

O(n−(r+1)), leading to En,j1(x)/L6,r(Gn, G∗) → 0. Combined these results, we deduce that

[ k∗2∑
j2=1

exp((κ∗j2|j1)
⊤x+ ν∗j2|j1)

]
· [hnj1(x)− h∗j1(x)]/L6,r(Gn, G∗) → 0,
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as n → ∞. Since the term
∑k∗2

j2=1 exp((κ
∗
j2|j1)

⊤x + ν∗j2|j1) is bounded, it follows that [hnj1(x) −
h∗j1(x)]/L6,r(Gn, G∗) → 0 for almost every x. Putting this limit and equation (79) together,
we get that Qn(x)/L6,r(Gn, G∗) → 0 as n → ∞ for almost every x. Again, since the term∑k∗1

j1=1 exp((ω
∗
j1
)⊤x + β∗

j1
) is bounded, we deduce that [hGn(x) − hG∗(x)]/L6,r(Gn, G∗) → 0 as

n → ∞ for almost every x. This result implies that

∥hGn − hG∗∥L2(µ)/L6,r(Gn, G∗) → 0,

as n → ∞. Hence, the proof of claim (77) is completed.

C Auxiliary Results

C.1 Proof of Proposition 1

For the proof of the theorem, we first introduce some necessary concepts and notations. Firstly,
we denote by Fk(Θ) the set of regression functions w.r.t all mixing measures in Gk(Θ), that is,
Fk(Θ) := {fG(x) : G ∈ Gk(Θ)}. Additionally, for each δ > 0, the L2 ball centered around the
regression function fG∗(x) and intersected with the set Fk(Θ) is defined as

Fk(Θ, δ) :=
{
f ∈ Fk(Θ) : ∥f − fG∗∥L2(µ) ≤ δ

}
.

In order to measure the size of the above set, [44] suggest using the following quantity:

JB(δ,Fk(Θ, δ)) :=

∫ δ

δ2/213
H

1/2
B (t,Fk(Θ, t), ∥ · ∥L2(µ)) dt ∨ δ, (80)

where HB(t,Fk(Θ, t), ∥ ·∥L2(µ)) stands for the bracketing entropy [44] of Fk(Θ, u) under the L2-norm,
and t ∨ δ := max{t, δ}. By using the similar proof argument of Theorem 7.4 and Theorem 9.2 in
[44] with notations being adapted to this work, we obtain the following lemma:

Lemma 1. Take Ψ(δ) ≥ JB(δ,Fk(Θ, δ)) that satisfies Ψ(δ)/δ2 is a non-increasing function of δ.
Then, for some universal constant c and for some sequence (δn) such that

√
nδ2n ≥ cΨ(δn), we achieve

that

P
(
∥f

Ĝn
− fG∗∥L2(µ) > δ

)
≤ c exp

(
−nδ2

ν2

)
,

for all δ ≥ δn.

Proof overview. In this proof, we first demonstrate that the following bound holds for any
0 < ε ≤ 1/2:

HB(ε,Fk(Θ), ∥.∥L2(µ)) ≲ log(1/ε), (81)

Then, it follows that

JB(δ,Fk(Θ, δ)) =

∫ δ

δ2/213
H

1/2
B (t,Fk(Θ, t), ∥ · ∥L2(µ)) dt ∨ δ ≲

∫ δ

δ2/213
log(1/t)dt ∨ δ. (82)
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Let Ψ(δ) = δ ·[log(1/δ)]1/2, then Ψ(δ)/δ2 is a non-increasing function of δ. Furthermore, equation (82)
indicates that Ψ(δ) ≥ JB(δ,Fk(Θ, δ)). In addition, let δn =

√
log(n)/n, then we get that

√
nδ2n ≥

cΨ(δn) for some universal constant c. Finally, by applying Lemma 1, we achieve the desired conclusion
of Proposition 1, that is,

∥f
Ĝn

− fG∗∥L2(µ) = OP ([log(n)/n]
1
2 ).

Proof of the bound (81). Let ζ ≤ ε and {π1, . . . , πN} be the ζ-cover under the L∞-norm of the set
Fk(Θ) where N := N(ζ,Fk(Θ), ∥ · ∥∞) is the η-covering number of the metric space (Fk(Θ), ∥ · ∥∞).
Next, since the expert function E(·, η) is bounded, the regression function fG(·) is also bounded,
that is, fG(x) ≤ M for all x, where M > 0 is the bounded constant of the expert function. Then,
we construct the brackets of the form [Li(x), Ui(x)] for all i ∈ [N ] as follows:

Li(x) := max{πi(x)− ζ, 0},
Ui(x) := max{πi(x) + ζ,M}.

From the above construction, we can validate that Fk(Θ) ⊂ ∪N
i=1[Li(x), Ui(x)] and Ui(x)− Li(x) ≤

min{2ζ,M}. Therefore, it follows that

∥Ui − Li∥L2(µ) =
(∫

(Ui − Li)
2dµ(x)

)1/2
≤
(∫

4ζ2dµ(x)
)1/2

= 2ζ.

By definition of the bracketing entropy, we deduce that

HB(2ζ,Fk(Θ), ∥ · ∥L2(µ)) ≤ logN = logN(ζ,Fk(Θ), ∥ · ∥∞). (83)

Therefore, we need to provide an upper bound for the covering number N . In particular, we denote
∆ := {(β, ω) ∈ R× Rd : (β, ω, η) ∈ Θ} and Ω := {η ∈ Rq : (β, ω, η) ∈ Θ}. Since Θ is a compact set,
∆ and Ω are also compact. Therefore, we can find ζ-covers ∆ζ and Ωζ for ∆ and Ω, respectively.
We can check that

|∆ζ | ≤ O(ζ−(d+1)k), |Ωζ | ≤ O(ζ−qk).

For each mixing measure G =
∑k

i=1 exp(βi)δ(ωi,ηi) ∈ Gk(Θ), we consider other two mixing measures:

G̃ :=

k∑
i=1

exp(βi)δ(β1i,ηi)
, G :=

k∑
i=1

exp(βi)δ(β1i,ηi)
.

Here, ηi ∈ Ωζ such that ηi is the closest to ηi in that set, while (βi, ωi) ∈ ∆ζ is the closest to (βi, ωi)
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in that set. From the above formulations, we get that

∥fG − f
G̃
∥∞ = sup

x∈X

∣∣∣∣∣
k∑

i=1

exp((ωi)
⊤x+ βi)∑k

j=1 exp((ωj)⊤x+ βj)
· [E(x, ηi)− E(x, ηi)]

∣∣∣∣∣
≤

k∑
i=1

sup
x∈X

exp((ωi)
⊤x+ βi)∑k

j=1 exp((ωj)⊤x+ βj)
· |E(x, ηi)− E(x, ηi)|

≤
k∑

i=1

sup
x∈X

|E(x, ηi)− E(x, ηi)|

≲
k∑

i=1

sup
x∈X

∥ηi − ηi∥

≲ ζ.

Here, the first inequality is according to the triangle inequality, the second inequality occurs as the
softmax weight is bounded by one, and the fourth inequality follows from the fact that the expert
function E(x, ·) is a Lipschitz function. Next, we have

∥f
G̃
− fG∥∞ = sup

x∈X

∣∣∣∣∣
k∑

i=1

(
exp((ωi)

⊤x+ βi)∑k
j=1 exp((ωj)⊤x+ βj)

− exp((ωi)
⊤x+ βi)∑k

j=1 exp((ωj)⊤x+ βj)

)
· E(x, ηi)

∣∣∣∣∣
≤

k∑
i=1

sup
x∈X

∣∣∣∣∣ exp((ωi)
⊤x+ βi)∑k

j=1 exp((ωj)⊤x+ βj)
− exp((ωi)

⊤x+ βi)∑k
j=1 exp((ωj)⊤x+ βj)

∣∣∣∣∣ · |E(x, ηi)|
≤

k∑
i=1

sup
x∈X

∣∣∣∣∣ exp((ωi)
⊤x+ βi)∑k

j=1 exp((ωj)⊤x+ βj)
− exp((ωi)

⊤x+ βi)∑k
j=1 exp((ωj)⊤x+ βj)

∣∣∣∣∣
≲

k∑
i=1

sup
x∈X

(
∥ωi − ωi∥ · ∥x∥+ |βi − βi|

)
≲

k∑
i=1

sup
x∈X

(ζ ·B + ζ)

≲ ζ.

Above, the second inequality occurs as the expert E(x, ηi) is bounded. The third inequality happens
since the softmax is a Lipschitz function. According to the triangle inequality, we have

∥fG − fG∥∞ ≤ ∥fG − f
G̃
∥∞ + ∥f

G̃
− fG∥∞ ≲ ζ.

By definition of the covering number, we deduce that

N(ζ,Fk(Θ), ∥ · ∥∞) ≤ |∆ζ | × |Ωζ | ≤ O(n−(d+1)k)×O(n−qk) ≤ O(n−(d+1+q)k). (84)

Combine equations (83) and (84), we achieve that

HB(2ζ,Fk(Θ), ∥ · ∥L2(µ)) ≲ log(1/ζ).
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Let ζ = ε/2, then we obtain that

HB(ε,Fk(Θ), ∥.∥L2(µ)) ≲ log(1/ε).

Hence, the proof is completed.

C.2 Proof of Proposition 3

In this proof, we will adapt notions from the empirical process theory in Appendix C.1 to the
HMoE setting and employ some arguments in that appendix. In particular, we denote Fk∗1k2

(Θ)
as the set of HMoE-based regression functions w.r.t all mixing measures in Gk∗1k2

(Θ), that is,
Fk∗1k2

(Θ) := {hG(x) : G ∈ Gk∗1k2
(Θ)}. Next, an L2 ball centered around the regression function

hG∗(x) and intersected with the set Fk∗1k2
(Θ) is given by

Fk∗1k2
(Θ, δ) :=

{
h ∈ Fk∗1k2

(Θ) : ∥h− hG∗∥L2(µ) ≤ δ
}
.

Lastly, we denote by HB(t,Fk∗1k2
(Θ, t), ∥ · ∥L2(µ)) the bracketing entropy [44] of Fk∗1k2

(Θ, u) under
the L2-norm. By arguing in a similar fashion to Appendix C.1, we can show that in order to reach
the desired conclusion, it suffices to demonstrate that

HB(ε,Fk∗1k2
(Θ), ∥.∥L2(µ)) ≲ log(1/ε), (85)

for any 0 < ε ≤ 1/2. Let ζ ≤ ε and {π1, . . . , πN} be the ζ-cover under the L∞-norm of the
set Fk∗1k2

(Θ) where N := N(ζ,Fk∗1k2
(Θ), ∥ · ∥∞) is the ζ-covering number of the metric space

(Fk∗1k2
(Θ), ∥ · ∥∞). By employing the same arguments in Appendix C.1, we obtain that

HB(2ζ,Fk∗1k2
(Θ), ∥ · ∥L2(µ)) ≤ logN = logN(ζ,Fk∗1k2

(Θ), ∥ · ∥∞). (86)

Thus, it is necessary to bound the covering number N . For that purpose, let us denote ∆ :=
{(β, ω) ∈ R×Rd : (β, ω, ν, κ, η) ∈ Θ} and Ω := {(ν, κ, η) ∈ R×Rd ×Rq : (β, ω, ν, κ, η) ∈ Θ}. Recall
that the parameter space Θ is compact, then the sets ∆ and Ω are also compact. Therefore, there
exist ζ-covers for ∆ and Ω, which will be denoted as ∆ζ and Ωζ , respectively. Furthermore, it can
be justified that

|∆ζ | ≤ O(ζ−(d+1)k∗1 ), |Ωζ | ≤ O(ζ−(d+q+1)k∗1k2).

For a mixing measure G =
∑k∗1

i1=1 exp(βi1)
∑k2

i2=1 exp(νi2|i1)δ(ωi1
,κi2|i1 ,ηi1i2 )

∈ Gk∗1k2
(Θ), we take into

account two additional mixing measures defined as

G̃ :=

k∗1∑
i1=1

exp(βi1)

k2∑
i2=1

exp(ν̄i2|i1)δ(ωi1
,κ̄i2|i1 ,η̄i1i2 )

,

G :=

k∗1∑
i1=1

exp(β̄i1)

k2∑
i2=1

exp(ν̄i2|i1)δ(ω̄i1
,κ̄i2|i1 ,η̄i1i2 )

.
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Above, (ν̄i2|i1 , κ̄i2|i1 , η̄i1i2) ∈ Ωζ such that (ν̄i2|i1 , κ̄i2|i1 , η̄i1i2) is the closest to (νi2|i1 , κi2|i1 , ηi1i2) in
that set, while (β̄i1 , ω̄i1) ∈ ∆ζ is the closest to (βi1 , ωi1) in that set. Additionally, we also denote

hi1(x) :=

k2∑
i2=1

Softmax((κi2|i1)
⊤x+ νi2|i1)E(x, ηi1i2),

h̃i1(x) :=

k2∑
i2=1

Softmax((κi2|i1)
⊤x+ νi2|i1)E(x, η̄i1i2),

h̄i1(x) :=

k2∑
i2=1

Softmax((κ̄i2|i1)
⊤x+ ν̄i2|i1)E(x, η̄i1i2),

for all i1 ∈ [k∗1]. Now, we start providing an upper bound for the term ∥hG − h
G̃
∥∞ as

∥hG − h
G̃
∥∞ =

k∗1∑
i1=1

Softmax((ωi1)
⊤x+ βi1) · ∥hi1 − h̄i1∥∞ ≤

k∗1∑
i1=1

∥hi1 − h̄i1∥∞

≤
k∗1∑

i1=1

(
∥hi1 − h̃i1∥∞ + ∥h̃i1 − h̄i1∥∞

)
. (87)

The first term in the above right hand side can be bounded as

∥hi1 − h̃i1∥∞ ≤
k2∑

i2=1

sup
x∈X

∣∣∣Softmax((κi2|i1)
⊤x+ νi2|i1) · [E(x, ηi1i2)− E(x, η̄i1i2)]

∣∣∣
≤

k2∑
i2=1

sup
x∈X

∣∣∣E(x, ηi1i2)− E(x, η̄i1i2)
∣∣∣

≲
k2∑

i2=1

sup
x∈X

(∥ηi1i2 − η̄i1i2∥ · ∥x∥)

≤
k2∑

i2=1

sup
x∈X

(ζ ·B) ≲ ζ, (88)

where the second last inequality occurs as the input space is bounded, that is, ∥x∥ ≤ B for all x for
some constant B > 0.
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Next, the second term in the right hand side of equation (87) is bounded as

∥h̃i1 − h̄i1∥∞ ≤
k2∑

i2=1

sup
x∈X

∣∣∣Softmax((κi2|i1)
⊤x+ νi2|i1)− Softmax((κ̄i2|i1)

⊤x+ ν̄i2|i1)
∣∣∣ · |E(x, η̄i1i2)|

≲
k2∑

i2=1

sup
x∈X

∣∣∣Softmax((κi2|i1)
⊤x+ νi2|i1)− Softmax((κ̄i2|i1)

⊤x+ ν̄i2|i1)
∣∣∣

≲
k2∑

i2=1

sup
x∈X

(
∥κi2|i1 − κ̄i2|i1∥ · ∥x∥+ |νi2|i1 − ν̄i2|i1 |

)

≲
k2∑

i2=1

sup
x∈X

(ζ ·B + ζ) ≲ ζ. (89)

From equations (87), (88) and (89), we deduce that ∥hG − h
G̃
∥∞ ≲ ζ. Furthermore, we also have

that

∥h
G̃
− hG∥∞ ≤

k∗1∑
i1=1

sup
x∈X

∣∣∣Softmax((ωi1)
⊤x+ βi1)− Softmax((ω̄i1)

⊤x+ β̄i1)
∣∣∣ · |h̄i1(x)|

≲

k∗1∑
i1=1

sup
x∈X

∣∣∣Softmax((ωi1)
⊤x+ βi1)− Softmax((ω̄i1)

⊤x+ β̄i1)
∣∣∣

≲
k∑

i=1

sup
x∈X

(
∥ωi1 − ωi1∥ · ∥x∥+ |βi1 − βi1 |

)
≲

k∑
i=1

sup
x∈X

(ζ ·B + ζ) ≲ ζ.

Then, by the triangle inequality, we have

∥hG − hG∥∞ ≤ ∥hG − h
G̃
∥∞ + ∥h

G̃
− hG∥∞ ≲ ζ.

By definition of the covering number, we deduce that

N(ζ,Fk∗1k2
(Θ), ∥ · ∥∞) ≤ |∆ζ | × |Ωζ | ≤ O(n−(d+1)k)×O(n−(d+q+1)k) ≤ O(n−(2d+2+q)k). (90)

From equations (86) and (90), we achieve that

HB(2ζ,Fk∗1k2
(Θ), ∥ · ∥L2(µ)) ≲ log(1/ζ).

By setting ζ = ε/2, we obtain that

HB(ε,Fk∗1k2
(Θ), ∥.∥L2(µ)) ≲ log(1/ε).

Hence, the proof is completed.
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C.3 Identifiability of the Softmax Gating MoE

Proposition 4. Suppose that the equation fG(x) = fG∗(x) holds for almost every x, then we obtain
G ≡ G′.

Proof of Proposition 4. To start with, let us expand the equation fG(x) = fG∗(x) as

k∑
i=1

Softmax
(
(ωi)

⊤x+ βi

)
· E(x, ηi) =

k∗∑
i=1

Softmax
(
(ω∗

i )
⊤x+ β∗

i

)
· E(x, η∗i ). (91)

Since the expert function x 7→ E(x, η) is strongly identifiable, the set of functions in x given by
{E(x, η′i) : i ∈ [k′]}, where η′1, η

′
2, . . . , η

′
k′ are distinct parameters for k′ ∈ N, is linearly independent.

Thus, if k is different from k∗, then we can find i ∈ [k] such that ηi ̸= η∗j for any j ∈ [k∗], implying that
Softmax((ωi)

⊤x+βi) = 0, which is a contradiction as the softmax value cannot be zero. Therefore, it
must hold that k = k∗ and

{
Softmax

(
(ωi)

⊤x+ βi

)
: i ∈ [k]

}
=
{
Softmax

(
(ω∗

i )
⊤x+ β∗

i

)
: i ∈ [k∗]

}
,

for almost every x. Without loss of generality, we assume that

Softmax
(
(ωi)

⊤x+ βi

)
= Softmax

(
(ω∗

i )
⊤x+ β∗

i

)
, (92)

for almost every x for any i ∈ [k∗]. Due to the invariance to translations of the softmax function,
equation (92) implies that ωi = ω∗

i + u1 and βi = β∗
i + u0 for some u1 ∈ Rd and u0 ∈ R. Recall from

the assumption (A.3), since ωk = ω∗
k = 0d and βk = β∗

k = 0, we get u1 = 0d and u0 = 0, leading to
ωi = ω∗

i and βi = β∗
i for all i ∈ [k∗]. Given these results, we can rewrite equation (91) as

k∗∑
i=1

exp(βi) exp((ωi)
⊤x)E(x, ηi) =

k∗∑
i=1

exp(β∗
i ) exp((ω

∗
i )

⊤x)E(x, η∗i ), (93)

for almost every x. Subsequently, let P1, P2, . . . , Pm be a partition of the index set [k∗], where m ≤ k,
such that

(i) exp(βi) = exp(β∗
i′) for any i, i′ ∈ Pj and j ∈ [k∗];

(ii) exp(βi) ̸= exp(βi′) if i and i′ are not in the same set Pj .

Based on the above partition, we rewrite equation (93) as

m∑
j=1

∑
i∈Pj

exp(βi) exp
(
(ωi)

⊤x
)
E(x, ηi) =

m∑
j=1

∑
i∈Pj

exp(β∗
i ) exp

(
(ω∗

i )
⊤x
)
E(x, η∗i ),

for almost every x. Since ωi = ω∗
i and βi = β∗

i for al i ∈ [k∗], we have {ηi : i ∈ Pj} ≡ {η∗i : i ∈ Pj},
for almost every x for any j ∈ [m]. Therefore, it follows that

G =

m∑
j=1

∑
i∈Pj

exp(βi)δ(ωi,ηi) =

m∑
j=1

∑
i∈Pj

exp(βi)δ(ω∗
i ,η

∗
i )

= G∗.

Hence, we reach the conclusion of this proposition.
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