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Abstract

At the core of the popular Transformer architecture is the self-attention mechanism, which
dynamically assigns softmax weights to each input token so that the model can focus on the
most salient information. However, the softmax structure slows down the attention computation
due to its row-wise nature, and it inherently introduces competition among tokens: as the weight
assigned to one token increases, the weights of others decrease. This competitive dynamic may
narrow the focus of self-attention to a limited set of features, potentially overlooking other
informative characteristics. Recent experimental studies have shown that using the element-wise
sigmoid function helps eliminate token competition and reduce the computational overhead.
Despite these promising empirical results, a rigorous comparison between sigmoid and softmax
self-attention mechanisms remains absent in the literature. This paper closes this gap by
theoretically demonstrating that sigmoid self-attention is more sample-efficient than its softmax
counterpart. Toward that goal, we represent the self-attention matrix as a mixture of experts
and show that “experts” in sigmoid self-attention require significantly less data to achieve the
same approximation error as those in softmax self-attention.

1 Introduction

Transformer models [47] have been known as the state-of-the-art architecture for a wide range
of machine learning and deep learning applications, including language modeling [13, 2, 42, 45],
computer vision [14, 3, 41, 31|, and reinforcement learning [4, 28, 22|, etc. One of the central
components that contribute to the success of the Transformer models is the self-attention mechanism,
which enables sequence-to-sequence models to concentrate on relevant parts of the input data. In
particular, for each token in an input sequence, the self-attention mechanism computes a context
vector formulated as a weighted sum of the tokens, where more relevant tokens to the context are
assigned larger weights than others (see Section 2 for a formal definition). Therefore, self-attention
is able to capture long-range dependencies and complex relationships within the data.

However, since the weights in the context vector are normalized by the softmax function, there
might be an undesirable competition among the tokens, that is, an increase in the weight of a token
leads to a decrease in the weights of others. As a consequence, the traditional softmax self-attention
mechanism might focus only on a few aspects of the data and possibly ignore other informative features
[43]. Additionally, Gu et al. [19] also discovered that the tokens’ inner dependence on the attention
scores owing to the softmax normalization partly causes the attention sink phenomenon occurring
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Table 1: Summary of the sample complexity of sigmoid/softmax self-attention under the MoE
perspective, that is, the expert sample complexity to attain the approximation error € (ignoring
logarithmic factors of lower order). In this work, we consider two types of expert functions, including
expert networks with ReLU, GELU activations; and polynomial experts. Below, 7 denotes some
positive constant.

ReLU, GELU Experts Polynomial Experts
Sparse Regime Dense Regime  Sparse Regime Dense Regime
SigmoidAttn (ours) O(e™) O(e7?) O(exp(e~1/7)) O(e?)
SoftmaxAttn [1] O(e%) O(e7?) O(exp(e~ /7)) O(exp(e™ /7))

when auto-regressive language models assign significant attention to the initial token regardless of
their semantic importance. Furthermore, the softmax self-attention is not computationally efficient
as it involves a row-wise softmax operation. In response to these issues, Ramapuram et al. [43]
proposed replacing the row-wise softmax function with the element-wise sigmoid function, which
not only alleviates unnecessary token competition but also speeds up the computation. Then, they
extended the FlashAttention2 framework for the softmax self-attention [11, 10| to the setting of
the sigmoid self-attention and showed that the latter shared the same performance as the former
in several tasks but with faster training and inference. On the theoretical side, they demonstrated
that the Transformer model equipped with the sigmoid self-attention was a universal function
approximator on sequence-to-sequence tasks. Nevertheless, a theoretical comparison between the
sigmoid self-attention and the softmax self-attention is lacking in the literature.

Contributions. In this paper, our objective is to compare the sample complexity of these
two attention variants through their connection to the Mixture-of-Experts (MoE) model [23]. Our
contributions are twofold and can be summarized as follows (see also Table 1):

1. Connection between self-attention and MoFE: In Section 2, we provide a rigorous derivation for
illustrating that each row of a sigmoid self-attention matrix (resp. a softmax self-attention) head can
be represented as an MoE with the sigmoid gating (resp. the softmax gating) and quadratic affinity
scores, where each row of the value matrix plays a role as an expert. Although this connection has
been mentioned in previous works [1, 9, 48|, there have not been any theoretical guarantee for this
result, to the best of our knowledge.

2. Sample complexity comparison between sigmoid self-attention and softmax self-attention: From
the MoE perspective, we then perform a comprehensive convergence analysis of sigmoid self-attention.
The results of our analysis demonstrate that polynomially many data points — of order O(e~%) — are
needed to achieve an estimation accuracy of order € for the value matrix’s rows. On the other hand, a
similar convergence analysis of softmax self-attention conducted in [1] reveals that, in order to reach
the same approximation error, exponentially many data points — of order (’)(exp(ﬁ_l/ 7)), for some
constant 7 > 0 — are needed. Thus, we claim that sigmoid self-attention is more sample-efficient
than softmax self-attention. Furthermore, it is worth emphasizing that the convergence analysis
performed in this work is more technically challenging than that in [1] due to an issue in the model
convergence induced by the structure of the sigmoid function, which will be elaborated in Section 3.



2 Background: Self-Attention and MoEs

Self-Attention Mechanism. The self-attention mechanism plays a crucial role in the Transformer
architecture [47]. Given an input sequence X € RVX? of N feature vectors of dimension d, the self-
attention mechanism first projects it into the query matrix Q € RV*% the key matrix K € RV*%
and the value matrix V € RV*% through three following linear transformations:

Q=XWq, K=XWg, V=XWy,

where Wg € R Wi € R4 Wy, € R¥™¥% are learnable weight matrices. Then, the vanilla
softmax self-attention can be compactly written as

KT
SoftmaxAttn(X) = Softmax(L

Vi)
where the Softmax function acts row-wise on the matrix QK7 /\/dj, € RV*¥ as follows: Softmax(u) =

—v————(exp(uy),--- ,exp(uy)), where u = (uy,--- ,uy) is a row vector in R, On the other
Zj:l exp(u;)

hand, the sigmoid self-attention is computed by replacing the above softmax function with the
sigmoid function o : z + (1 + exp(—z))~! applied element-wise to the matrix QKT /\/dy:

QKT
)

Mixture of Experts. Mixture of experts (MoE) [23] is an extension of classical mixture models
[30] that aggregates the power of N sub-models called experts, each of which can be formulated as
a feed-forward network [44], a regression function [16], or a classifier [5] denoted by & : R% — Rd
for 1 < i < N. For that purpose, the MoE employs an adaptive gating mechanism, denoted by
G :R? = RY to calculate input-dependent weights for these experts in a dynamic way, so that the
more relevant experts to the input will be assigned larger weights. Then, given an input & € R%, the
MoE output y € R% is expressed as a weighted sum of the expert outputs:

£ (1)

Sigmoid Attn(X) = o( 2)

N
y=>Y_G(h);-&(h). (3)
j=1

In practice, there are two main types of gating functions, namely the sigmoid gating function |12, 8, 7|
and the softmax gating function |23, 27| defined as

(i) Sigmoid gating: G(h); := o(sj(h)) for 1 < j < N, where s;(h) € R represents the affinity
score between the input h and the j-th expert &;;

(ii) Softmaz gating: G(h); = Softmax(s(h)); for 1 < j < N, where s(h) := (s1(h), s2(h),...,sn(h)).

Due to its adaptability and expressiveness, the MoE has been widely leveraged in several fields,
including natural language processing [15, 17, 51, 25, 35, 40|, multi-task learning [32, 20, 6], and
speech recognition 24, 18, 50, 29|, etc.

Self-Attention meets Mixture of Experts. We will now show that each row of the sig-
moid /softmax self-attention matrix can be represented as an MoE with quadratic affinity scores.
Since the subsequent arguments apply for both attention variants, we will present only the derivation
using the sigmoid self-attention matrix, which we recall is defined as

SigmoidAttn(X) = ¢(XBX )XWy,



where B := ij%’{ € R4, Let x; € R4 denote the i-th row vector of the input matrix X. Since

the sigmoid function is applied element-wise, the (i,7)-th element of the matrix o(XBXT) € RV*N

[0(XBX")];; = o(x;Bx) ).

As a result, the i-th row vector of the matrix SigmoidAttn(X) takes the form
N
[SigmoidAttn(X)]; . = Z J(min;r) ~x; Wy
j=1

Next, let X = [z1,22,...,2y5] € R™N9 be the concatenation of N input tokens. For each
1 <i <N, let E; € RVN¥d he the matrix such that X E; = x;. Then, the i-th row vector of the
sigmoid self-attention matrix can be rewritten as

N
[Sigmoid Attn(X Z o(XE:BE; X")- XE;Wy > o(XM;X") XP,
7j=1 Jj=1
T EWQWgE]
where M;; := E; BE T and P;j := E;Wy.

Hence, each row of the sigmoid self-attention matrix can be represented as an MoE with quadratic
affinity scores.

3 Problem Setup

Suppose that the data (X1,Y1),(Xo,Y2),---,(X,,Y,) € R? x R are generated according to the
regression model

Y;:fg*(Xi)—i-é‘i,i:1,2,...,n, (4)

where X1, Xo,---, X, are i.i.d. samples from a probability distribution y on R?, and e1,e9,..., e,
are i.i.d. Gaussian noise variables with E[e;|X;] = 0 and Varle;| X;] = v, for 1 <i < n. Additionally,
the regression function fg, : R — R is unknown and formulated as a sigmoid gating mixture of N*
experts, i.e.

N* 1

fa. (l‘) = ; 1+ exp(—s(as,&j)) : 6(1’,77;), (5)

where £(z,n}) denotes the parametric expert function, while the affinity score function s(x, 6}) takes
a quadratic form. In this work, we consider two types of affinity score functions:

(i) the fully quadratic score: s(z,0F) =z Afx + (b7) 'z + c;

(ii) and the partially quadratic score: s(x,0F) = x" Afz + c};

where © = {(4,b,¢,n) € R>? x R x R x R} denotes the parameter space. Given this setup,
our goal is to determine the sample size necessary for the estimators of the parameters and experts
in model (5) to reach an approximation error € > 0. Due to space limitation, we will present only
the results for the case of a fully quadratic affinity score function in Section 4 and defer those for its



partial version to Appendix C. We also refer to Akbarian et al. [1] for a similar convergence analysis
for softmax gating MoE with quadratic affinity scores.
Notation. We let [n] be the set {1,2,...,n} for any n € N. Next, for any set S, we denote

|S| as its cardinality For any veéztors vi=(vi,v9,...,v9) € R and o := (a0, .., q) € N¢, we
let v® = o052 .. 057, Ju| := Y, v and ol == aqlag!. .. ag!, while ||v]| denotes its 2-norm value.

Lastly, for any positive sequences (an)n>1 and (by)n>1, we write a, = O(by,) or a, < by, if a, < Cb,
for all n € N, where C' > 0 is some universal constant. For a sequence (A4;),>1 of positive random
variables, the notation A,, = Op(b,) signifies A, /b, is stochastically bounded, i.e., for any ¢ > 0,
there exists an M > 0 such that P(A,,/b, > M) < e for all sufficiently large n.

Least squares estimation. To estimate the unknown ground-truth parameters { A}, b7, ¢, n; Z 1,

we use the least squares method [46] to compute the estimator

n
~

Gy := argmin Z (Y; - fG(Xi))27 (©)
GeMn(©) 5=

where My (0©) := {G = vaz/l mé(m,bmi) : 1 < N' < N, (A, b;,ci,m;) € O} is the set of all
mixing measures with at most IV atoms. As the number of ground-truth experts N* is unknown in
practice, we assume that the number of fitted experts N is larger than N*, i.e. N > N*.

A challenge in the convergence of the regression function estimator. Since the number
of fitted experts is larger than the number of ground-truth experts, there must exist some atom
(Af,bf,nf) of the mixing measure G, that is fitted by at least two atoms of @n; we will refer to
(Af,bf,nf) as an over-specified atom of G,. For example, if, say, (A” bZ ) — (A7, b7, n7) in
probability as n — oo, for i € {1,2}, then the corresponding estimators of the expert functions
converge in probability as well, i.e. £(x,n") — E(x,n]), in probability, for ¢ = 1,2. This will, in
turn, ensure the convergence of the regression function, i.e. || fa, — fa. |z2(4) — O in probability,
provided that, for u-almost every x,

i—1 1 +exp (_JUTA\?:B - @?)TUC - E?) L+ exp(—zTAjz — (b)) T2 — ¢f)’
in probability as n — oco. Notably, the above limit holds only if A} = 0444 and b] = 04 (see
Appendix B.5 for further details). Thus, we will divide our analysis into two complementary regimes
of the gating parameters:

(1) Sparse regime: all the over-specified gating parameters are zero, (AY,b) = (0gxd, 04);

(ii) Dense regime: at least one among the over-specified gating parameters is non-zero, (A}, b}) #
(Odxd; Oa).

The next results derive separate convergence rates for the regression function estimator f@n

under the two regimes.

Proposition 1. Under the sparse regime of the gating parameters,

Ifa, — fallrzq) = log(n)/n). (7)

The proof of Proposition 1 can be found in Appendix B.1. The bound (7) reveals that the
convergence rate of the regression function estimator fz to the ground-truth regression function

is of parametric order Op(y/log(n)/n) under the sparse regime. In contrast, under the dense



regime, the smallest Lo(p) distance between the regression function estimator f@n and the set
of MoE regression functions fz with more than N* experts functions where G € My(O) =
arg Minge vy @)\ My« (©) Ife = fa. Lo () vanishes to 0 as n — oo. The rate for that convergence is
given by the following result.

Corollary 1. Under the dense regime of the gating parameters,

_inf o Ifa, = fallz2gy = Op(V/log(n)/n).

GeMp(

From regression convergence rate to expert rate. In light of Proposition 1 and Corollary 1,
we conclude that, if there exists a loss function, say, L£(-,-) between the parameters G and G,
such that the lower bound || fz — fa.lr2(u) 2 £(Gn, G+) holds true, then we immediately deduce

L(Gn,Gy) = Op( log(n)/n), thereby obtaining a convergence rate for the expert parameters. We
carry out this program in the next section.

4 Sample Complexity of Sigmoid Self-Attention

In this section, we investigate the sample complexity of the sigmoid self-attention through the
perspective of the sigmoid gating MoE with fully quadratic affinity score function. In particular,
we determine how much data the experts need to reach an approximation error e, which can be
deduced from the expert convergence rate. We start with the sparse regime of the gating parameters
in Section 4.1, and then proceed with the dense regime in Section 4.2.

4.1 Sparse Regime of Gating Parameters

Recall that under the sparse regime, all the over-specified gating parameters are zero, that is,
(Af,bf) = (04xa,04). Suppose that {Af, bF i]\il are over-specified parameters, i.e., those fitted by at

R} 1771
least two estimators, where 1 < N < N*. The remaining gating parameters are ezxactly-specified

parameters {A*, b }Y" i.e., those fitted by exactly one estimator.

i Vi SN

( T7bi)7 7(A*N7b*ﬁ)7 (A*N—‘rl’b*ﬁ—i-l)"” 7(Ai/k\f*7 >I]<\7*)

over-specified exactly-specified

As mentioned in Section 3, in order to obtain the expert convergence rate, it is sufficient to establish
the lower bound || fa — fa. 200 2 E(@n, G.). A popular approach adopted in previous works
[33, 38] for this problem is to decompose the difference fa, () — fe.(x) by applying a Taylor
expansion to the product of the sigmoid gating function and the expert function given by

F(z;Abye,n) :=o(z" Az + bz +¢) - E(z,7).

This decomposition of the regression function is expected to consist of linearly independent terms
so that when || fén — fe.ll2(u) — 0 as n — oo, the parameter discrepancies in the decomposition
will also converge to zero, leading to both parameter and expert convergence. To secure such linear
independence, we need to impose a strong identifiability condition on the function x — F(z; A, b, ¢, n).



Definition 1 (Strong identifiability). We call an expert function x — E(x,n) strongly identifiable if
it is twice differentiable w.r.t its parameter n for p-almost all x and, for any natural number £ and
any distinct parameters {(A;, b;, ¢;, m)}le, the sets of functions

oml+hel+hsl p . 3
{MW(% Odxds O ¢iym3) + 1 € [4], Z 15l € 2] and

j=1

oF .
{8A7186728CT387774 (a; Aiy by ciymi) =i € [€,) ) |75] = 1}

each contains linearly independent, funcitons for u-almost all x, where (y1,7v2,73) € Néxd « N¢ x N¢
and (T1,7T2,73,T4) € Ndxd % N¢ x N x N?.

Examples. Let us consider two-layer neural networks of the form &(z, (o, 8,))) = Ap(a 'z + ),
where ¢ is some activation function and («, 8, \) € R? x R x R. It can be verified that if ¢ is
the ReLU or GELU function, o # 0g4, and A # 0, then the function z — £(z, (e, 8, A)) is strongly
identifiable. In contrast, if the expert function is of polynomial form &(z, (a, 8)) = (o' 2 + B)? for
some p € N, then it fails to satisfy the strong identifiability condition. For the case of p = 1, this is
due to the linear dependence expressed by the partial differential equations (PDEs)

OF  9*F  9*F  9F  9*F _ O*F
DAdc — Obdb'’ DADB  Obda’ ObIB  Dcda

(8)

Intuitively, the strong identifiability condition helps eliminate potential interactions among parameters
expressed in the language of PDEs, namely those in equation (8), where gating parameters interact
with themselves and with expert parameters. We will show later in Theorem 2 that those interactions
lead to strikingly slow expert convergence rates, thereby reducing the model sample complexity.

In the next sections, we will study the convergence behavior of strongly identifiable experts and
polynomial experts.

4.1.1 Strongly Identifiable Experts

Voronoi loss. For a mixing measure G with 1 < N’ < N atoms, we allocate its atoms across the
Voronoi cells {A; = A;(G),j € [N*]} generated by the atoms of G, where

Aj = {i € [N'] 1|0; — 07| < |16 — O71|, Ve # 5}, 9)

with 6; 1= (4;,b;,m:) and 07 = (A}, b7, n7) for all j € [N*]. Then, the Voronoi loss function is
defined as

N 1 N
free) ::; Z 1+ exp(—cz') 1+ exp(— Z; Z [|AAZ'J'||2 + ||Abin2

iE.A]' EA]

N*
+ AP+ > > [HAAMH 1A + 1 Aci]| + | An1].
J=N+11€A;

where we denote AA;; := A; — A;‘f, Ab;j = b; — b}'f, Acij = ¢; — c}'f and An; == n; — 7];-‘. In the
statement above, if the Voronoi cell A; is empty, the corresponding summation term is conventionally



defined to be zero. Additionally, the Voronoi loss function £; can be computed efficiently, with a
computational complexity of O(N x N*).
With the above Voronoi loss at hand, we finally obtain the following parameter convergence rate.

Theorem 1. If the expert function x — E(x,n) is strongly identifiable, then the lower bound
Ife — fa.llrz2wy 2 £1(G,Gx) holds true for any G € My (©), then

L1(G, G) = Op(y/log(n)/n).

The proof of Theorem 1 is in Appendix B.2. A few comments regarding the above result are in
order.

(i) Parameter convergence rates: From the construction of the Voronoi loss £1, the convergence
rates for ebtlmatmg the over-specified parameters Af,bf,nf,i € [N], are all of the same order

Op([log(n)/n]1 ) On the other hand, those for the exactly-specified parameters A%, b5, nf, N +1 <
i < N* are faster, of the order Op([log(n )/n] )

(ii) Ezpert convergence rates: Since the expert function £(-,n) is twice differentiable w.r.t n
over a bounded domain, it is also a Lipschitz function w.r.t 7. Therefore, by denoting @n =

Ny 1
>y W(S( An e iy We conclude that

sup |€(z, ;') — E(, nj)| < Lalli" — njll, (10)

for any i € A; (én), where L; > 0 is a Lipschitz constant. The above bound implies that the
convergence rates for estimating the exactly specified experts and over-specified experts are of orders
Op([log(n) /n] ) and Op([log(n) /n] ), respectively. Thus, it takes the exactly-specified experts
a polynomial number O(e2) of data points to achieve an approximation error of €, while the
over-specified experts need a polynomial number O(e~%) of data to achieve the same error.

4.1.2 Polynomial Experts

We now investigate polynomial experts of the form &(z, (o, 8)) = (a'x + B)P, where p € N. As
mentioned in the example paragraph following the Definition 1, the polynomial experts do not meet
the strong identifiability condition due to the linear dependence among the derivative of the function
F(x; A,b,c,n). For example, when p = 1, such linear dependence is exhibited via the interaction
among the gating parameters (see the first PDE in equation (8)) and the interaction between the
gating parameters and the expert parameters (see the last two PDEs in equation (8)). Those PDEs
account for the non-strong identifiability of the polynomial experts. Notably, we will demonstrate in
Theorem 2 that such parameter interactions lead to slow convergence rates for parameter estimation
and expert estimation. Toward that goal, let us introduce the Voronoi loss function

N N
1
Lo (G,Gy) = | AAG|™ + || Abi||”
20(GG) = 3|3 T oatma) e ggﬁ il + by
N*
HAai|” + A8 } Do > [IAAGI +1AbGI" + [ Acy " + [Aai 1" + 1885, (11)
j=N+11€A;

where we denote Aq;; := o — o and AB;; == B; — 3.



Theorem 2. Suppose that the expert function takes a polynomial form &(x, o, B) = (o' + B)P, for
some p € N. Then, for anyr > 1,

_inf sup E [52,r(émG)]f>via
GneEMn(0) GEMN(O)\Mpyx+_1(O) fa vn

where Ey., indicates the expectation taken w.r.t. the product measure with f2.

The proof of Theorem 2 is in Appendix B.3. Below we highlight some important implications of
the above result.

(i) Parameter convergence rates: The minimax lower bound in Theorem 2 implies that the
convergence rates for estimating parameters A7, b7, a7, 37 are slower than any polynomial rates
Op(n=1/?7) for any r > 1, potentially as slow as Op(1/log"(n)), for some constant 7 > 0.

(ii) Ezxpert convergence rates: Following the parameter convergence rates and using the same
arguments as in equation (10), we deduce that the convergence rates for estimating experts could
also be as slow as Op(1/log"(n)), for some constant 7 > 0. Therefore, it may require the experts an
exponential number of data O(exp(e~'/7)) to obtain the approximation error e.

Sample complexity comparison under the sparse regime: According to the results in [1],
estimating the experts in the softmax self-attention share the same sample complexity as estimating
those in the sigmoid version. In particular, strongly identifiable experts and polynomial experts
need O(e~*) and O(exp(e~1/7)) data points to achieve the approximation error e. Thus, we claim
that the sigmoid self-attention is as sample-efficient as the softmax self-attention under the sparse
regime of gating parameters. Note that it is unlikely for all gating parameters to vanish in practice,
as typical initialization schemes, training dynamics, or architectural designs (e.g., ReLU activations,
residual connections) generally ensure that all gating values (mixture weights) are input-dependent.
As a result, the model rarely enters an extremely sparse regime. That is, the sparse regime is less
common than the dense regime, which will be studied in the next section.

4.2 Dense Regime of Gating Parameters

We now turn our attention to the dense regime where we assume that there exists some over-
specified gating parameter different from zero, that is, (A}, b}) # (0gxd,0q), for some i € [N*]. As
demonstrated in Section 3, the smallest distance between the regression function estimator f@n and
the set of the regression functions fg goes to 0 where G € My (0©) := arg minge v, )\ My (0) |1fG —

fc.llz2(u)- Without loss of generality (WLOG), we assume that

a._ ol 1 S 7 =
T Z 1+e ) (As,biymi)°

P xp(—&;

Similar to the sparse regime of gating parameters, we also establish an identifiability condition on the
expert function to avoid any interaction among the parameters expressed via PDEs under the dense
regime. Since the expert function is required to satisfy only a subset of the strong identifiability
condition in Definition 1 in this case, we refer to the condition as weak identifiability.

Definition 2 (Weak identifiability). We call an expert function x — E(x,n) weakly identifiable if
it 1s differentiable w.r.t its parameter n for p-almost all x and, for any positive integer £ and any



distinct parameters {(A;, bi, ci,ni)}o_,, the functions in the family

=1

oF . 4
DATLObT2dcTs Oy (z, Aj, biyciymi) i € 4], Z Il =1
7j=1

are linearly independent, for p-almost all x, where (11,72, 73,74) € N9 x N4 x N x N9,

Examples. Strongly identifiable experts meet the weak identifiability condition. For instance, it
can be verified that the previously mentioned two-layer neural networks of the form &(z, (o, 8, \)) =
Mp(aTz + B), where ¢ is ReLU or GELU function, o # 0g4, and A # 0 are weakly identifiable.
Moreover, polynomial experts £(x, (o, 3)) = (o 2+3)P, for p € N, also satisfy the weak identifiability
condition although they are not strongly identifiable.

In Theorem 3 below, we provide convergence rates for weakly identifiable experts based on the
Voronoi loss

N
L3(G,G) =D ) [IAi = Aill + 1bi = bil| + [es — & + [lmi — mill]-

Theorem 3. If the function x — E(x,n) is weakly identifiable, then the lower bound infze 3, o) | fa—
fallrz(y 2 £3(G,G) holds true for any mizing measure G € My (©). As a consequence,

_inf  £3(Gn, G) = Op(y/log(n) /n).
GeMy(©)

The proof of Theorem 3 is in Appendix B.4. Since the convergence rates for the parameter
estimators 7" are of order Op([log(n)/ n]%), the weakly identifiable expert estimators &£(x, 7)) also
admit the same convergence rates, as indicated by the inequality (10). Therefore, it takes those
experts only a polynomial number of samples O(e~2) to achieve an approximation error of e.

Sample complexity comparison under the dense regime: Recall that it costs strongly
identifiable experts and polynomial experts in the softmax self-attention O(¢~*) and O(exp(e~/7))
data points to reach the approximation error €, respectively [1]. On the other hand, as those experts
satisfy the weak identifiability condition, they need only a sample size of order O(e~2) to achieve
the same error under the dense regime of sigmoid self-attention. For that reason, we claim that the
sigmoid self-attention is more sample efficient than its softmax counterpart under the dense regime,
which is more likely to occur in practice than the sparse regime.

5 Numerical Experiments

Below, we present some numerical experiments confirming our theoretical findings that on the
superior sample complexity of sigmoid attention versus softmax attention. In particular, we capture
the empirical convergence rates of parameter estimation in sigmoid quadratic gating and softmax
quadratic gating MoE models with two expert configurations: expert networks with ReLLU activation
(ReLU experts) and those with linear activation (linear experts).

Setup. We generated ynthetic data from a softmax quadratic gating MoE model. Both sigmoid
quadratic gating MoE and softmax quadratic gating MoE models were fitted, with varying sample
sizes. The empirical convergence rates are then evaluated for each model across the two expert

10



Softmax Quadratic Gating 103 Sigmoid Quadratic Gating

1.003 n~024 1.011 n=05!
% + £3<a7l7a> + 'CS(@m@)
— 1073
'g 104
o
S
-
10744~ . 1075+ vl —
10° 10t 10° 10 10 10°
Sample Size (n) Sample Size (n)
(a) MoE with ReLU Experts
Softmax Quadratic Gating Sigmoid Quadratic Gating
1.005 n=00 | 53] 1.012 n=046
o -2 ~ — ~
210 - £4(G.0) L - £4(G.0)
= | o
=) RN [ » I \\\ .
o
103
103 104 1()5 10° 104 10°
Sample Slze (n) Sample Size (n)

) MoE with Linear Experts

Figure 1: Log-log plots of the convergence rates of Voronoi losses for softmax and sigmoid quadratic
gating MoE models. 1a Comparison between softmax quadratic gating and sigmoid quadratic gating
MoE with ReLU experts. 1b Comparison between softmax quadratic gating and sigmoid quadratic
gating with linear experts. Each plot illustrates the empirical Voronoi loss convergence rates, with
solid lines representing the Voronoi losses and dash-dotted lines showing fitted trends.

configurations (ReLU experts and linear experts), providing insights into sigmoid quadratic gating
performance. The details about the values of the ground-truth parameters and the training procedure
are presented in Appendix E.

Results. Figure 1 shows the empirical convergence rates of Voronoi loss for sigmoid and softmax
quadratic gating MoE models, with error bars representing three standard deviations to account
for variability across runs. In Figure la for MoE models with ReLLU experts, we observe that the
softmax quadratic gating MoE converges at the rate of order O(n~%24), whereas the sigmoid version
achieves a significantly faster rate of order O(n~%?!). Similarly, in Figure 1b for MoE models with
linear experts, the sigmoid quadratic gating MoE attains a convergence rate of order O(n=046),
while the softmax counterpart exhibits a significantly slower convergence rate of order O(n=%07).
These results empirically validate our theoretical findings that sigmoid quadratic gating MoE admits
faster parameter estimation rates across both the configurations of ReLLU experts and linear experts.
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6 Conclusion

In this paper, we establish a mathematical connection between the self-attention mechanism in the
Transformer architecture and the Mixture-of-Experts (MoE) model. Withing the MoE framework, we
investigate the sample complexity of the sigmoid self-attention by conducting a convergence analysis
of parameter and expert estimation under the sigmoid gating MoE models with fully and partially
quadratic affinity score functions in both the sparse and dense regimes for the gating parameters.
Our results show that sigmoid self-attention has a higher sample complexity than the softmax version
in the more common dense regime, a finding further confirmed by our simulations. A limitation of
our work is that we consider only a single attention head rather than a more popular multi-head
attention mechanism [47]. However, we believe this problem can be overcome by formulating the
multi-head attention as a hierarchical MoE [27, 37|, which we leave to future work.

Supplement to “Sigmoid Self-Attention has Lower Sample
Complexity than Softmax Self-Attention:
A Mixture-of-Experts Perspective”

The supplementary material is structured as follows: Appendix A provides a discussion of related
works on the self-attention mechanism and Mixture of Experts (MoE) models. Appendix B contains
detailed proofs of the results presented in Sections 3 and 4. In Appendix C, we investigate the sample
complexity of sigmoid self-attention under the partially quadratic score for the gating mechanism
of the MoE model, accompanied by proofs of the relevant results. Finally, Appendix D presents
additional experimental results, while Appendix E provides the experimental details.

A Related Works

Attention mechanisms have become a cornerstone of the Transformer architecture. In its standard
formulation, attention weights are calculated as the softmax of the dot products between keys and
queries [47]. More recently, Ramapuram et al. [43] established that Transformers with sigmoid-based
attention are universal function approximators and exhibit enhanced regularity compared to those
using softmax attention. Beyond their fundamental role in Transformers, attention mechanisms
have been closely linked to Mixture of Experts (MoE) architectures. Csordas et al. [9] introduces
SwitchHead, an MoE-based attention method designed to reduce both the computation and storage
requirements for attention matrices. Wu et al. [48] proposes Multi-Head MoE (MH-MoE), where
each parallel layer contains a set of N experts decoupled from the head in multi-head self-attention,
focusing on scalability and architectural improvements. Jin et al. [26] demonstrates that multi-head
attention can be written in summation form, motivating the Mixture-of-Head (MoH) architecture,
which treats each attention head as an MoE expert. This design boosts inference efficiency without
compromising accuracy or increasing parameter counts. Le et al. Furthermore, Akbarian et al. [1]
examined the connection between softmax self-attention and softmax quadratic gating MoE, showing
that MoE models with softmax quadratic gating outperform their counterparts using traditional
softmax linear gating [38].
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Another line of research has also explored convergence rates for expert estimation in Gaussian
Mixture of Experts models. First, Mendes et al. [34] examined maximum likelihood estimation
for Mixture of Experts models with polynomial regression experts. They analyzed how quickly the
estimated density converges to the true density under the Kullback—Leibler (KL) divergence and
offered insights on selecting the appropriate number of experts. Ho et al. [21] derived convergence
rates for parameter estimation by utilizing a connection between the algebraic independence of
expert functions and model parameters, which they formulated through a class of partial differential
equations (PDEs). Building on this foundation, Nguyen et al. [39] investigated Gaussian MoE models
with softmax gating, uncovering that expert estimation rates are influenced by the solvability of a
system of polynomial equations resulting from the interplay between gating and expert parameters.
Yan et al. [49] analyzed the convergence of parameter estimation in a contaminated Gaussian mixture
of experts, where a pre-trained Gaussian expert is mixed with a prompt Gaussian expert by an
unknown proportion. Their approach leverages the algebraic interaction between the pre-trained
model’s parameters and the prompt. For Gaussian MoE models incorporating Top-K sparse softmax
gates, Nguyen et al. [36] analyzed convergence rates using novel loss functions specifically designed
for sparse gating mechanisms.

B Proof of the Results in Sections 3 and 4

B.1 Proof of Proposition 1

First we will introduce some necessary notations used throughout this appendix. We let Fx(0) :=
{fa(z) : G € Mpn(O)} to be the set of all regression functions in My (0). Then we consider the
intersection between L?(p)-ball centered around the regression function fg, (x) with radius 6 > 0
and the set Fy(0) and define as

Fn(©,8) :={f e Fn(©): IIf — fa.llL2 <6} .
We assess the complexity of the above class using the bracketing entropy integral in [46],
é
T5(0, F(0,0)) = /2/ HYAFn(O,0), - gzt v 6 (12)
62/2

where Hp(t, FN(©,t), || - | 12(,)) represents the bracketing entropy [46] of Fn(©,t) under the L?(p)-
norm, and ¢ V 0 := max{t,0}. Using similar arguments as in Theorems 7.4 and 9.2 of [46], with the
notation adapted to our context, we derive the following lemma:

Lemma 1. Let ¥(8§) > Jg(d,,Fn(O,0)) such that ¥(5)/5? is a non-increasing function of 6. Then,
for some universal constant ¢ and for some sequence (8,) that satisfied \/né2 > c¥(68,), the following
holds for any § > 6,

nd?

P (Hfén - fG*HL2(#)>5) < cexp <_02> .

Outline of Proof. To prove the result, it suffices to establish the following bound for the
bracketing entropy Hp(-) of the function class Fn(0):

Hp(e, FN(©), || - 12()) S log(1/€), Ve e (0,1/2]. (13)
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Using equation (13), the integral term Jp(d, Fn(O,6)) can be bounded as:

)
T5(5, Fx(0,8)) = /

52/213

)
H}B/z(t,}‘N((a,t),H-||L2(H))dt\/6§/ Viog(1/t)dt V 6. (14)
§2/213

This integral evaluates to:
T5(6,Fn(0,8)) < 6 -log(1/6) /2

To ensure ¥(8) > Jp(8, Fn(0,6)), we define W(8) := & -log(1/8)'/2, which satisfies the condition
that W()/62 is a non-increasing function.

Choice of Sequence (9,). Set 6, := y/log(n)/n. By construction, this sequence satisfies
V/né2 > c¥(6,,) for some universal constant c. Substituting § = &, into Lemma 1 yields the desired
probability bound.

Conclusion. By applying Lemma 1, we reduce the problem to verifying the entropy bound (13),
which will be established now:

Proof of Inequality (13):

Proof. To prove inequality (13), we begin by noting that the expert functions are bounded, implying
|fa(x)] < M for almost every x,

where M > 0 is a constant.

Step 1: Covering the Function Class. Let 7 < ¢, and consider a 7-cover {(1,...,(y} of
the function class Fy(©) under the L?(y)-norm. The covering number V := V (7, Fx(0), || - || =)
represents the T-covering number of the metric space Fn(0) with the L*>-norm.

We construct brackets of the form [L;(x),U;(x)] for i € [V], where

Li(x) := max{¢;(z) — 7,0}, Ui(z) := max{¢;(x) + 7, M}.
Step 2: Properties of the Brackets. It follows that for all i € [V]:
o Fx(©) € UL [Li(2), Ui()),
o Uj(x) — Li(x) < min{27, M} .

Thus, the bracket size satisfies
U= Lilkegy = [ (U = Lfdu(e) < [ 4rduta) = ar.
This implies
1Us = Lill g2y < 27
Step 3: Bracketing Entropy. From the definition of bracketing entropy, we have

Hp(27, FN(©), || - l12(s) < logV =log V (7, Fn(O), ]| - =),
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leading to the bound:
Hp(27, FN(©), || - [ £2()) < log V. (15)

Step 4: Covering Compact Sets. Next, consider the parameter space ©, which we decompose
into:

A= {(Abc) e R xR xR : (4,b,¢e,n) €O}, Q:={neRi:(Abec,n) e O}
Both A and € are compact sets. For any 7 > 0, there exist 7-covers A, and {2, such that:
A7 S Op(r=FHHIN) 0| S Op(r ).
Step 5: Difference of the Functions. Define 7j; € € such that
7 = arg min [ — i,

and (4;, b;, é) € A, such that

(/Vli,bi,éi) =arg min |[(A,b,¢c) — (4, bi, )l

(Ab,c)eA,
Now we consider mixing measures as
~ 1 . 1
¢ =2 Tropay i G = 2 Taagg o

=1 i=1

g}ilven G= Zfil mts( Ay bims) € MN(O) as a mixing measure. The above formulations imply
that

N

1 )
e = ol = sup ; o (T A ()T ey (€ (@) — € (@)
ol 1
< sup : |5 (%771) _5(3:7777,)’

— gex 1+exp(—aT Az — (b)) Tw — ;)

N

i—1 TEX
N

< Z sup Ly - ||n; — 74|
i=1 reX

The second inequality holds because the sigmoid weight is bounded by one, while the third inequality
stems from the expert function £(z,-) being Lipschitz continuous with a Lipschitz constant L; > 0.
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Then we will have

Ifa = fellze
N
1 1

= su _ _ ] £ (e

xe/I\)’ ; 1+exp(—zTAix— (bi)Te—¢) 1+exp (—SETAizn — (b)) Tz — é@)] (z, 1)
S : - o € (2, 71)]
T aex 1+exp(—azTAix— (bi)Te—¢) 1+exp (—xTAlaz — (b)) Tz — Cz)

N

L 1

< M’ _ _ )
< ;igg 14 exp (—xTA T — (bi)Tac—ci) 1+ exp (—CCTAZJJ— (bz)Tx—éz)]

N
<3 sup MLy (JA; — Al - llel]? + 1o — Bill - l2l] + e — 1)

i—1 TeEX

<SNM'(TB*+7B+7) ST

The second inequality holds because the expert function is bounded, i.e., |E(x, ;)| < M’. The third
inequality follows from the sigmoid function being Lipschitz continuous with a Lipschitz constant
Lo > 0, and the fourth inequality arises due to the boundedness of the input space. Then we know
that from the triangle inequality

Ifa = fallLe < |Ifc — fallee + Ifg — fallLe < 7.
Step 6: Conclusion. Now we recall the definition of the covering number, we will have
N(r, Fa(©), 1 ll1) < [Ar] x |24] < Op (n= @+ s 0p(n=0V) < Op(n=(F 10N,

Recall the equation (15) , the bracketing entropy of Fy(©) under L?(p) is bounded by log(1/e)
by setting 7 = €/2, completing the proof.
O

B.2 Proof of Theorem 1

Proof. In order to prove || fa — fa. 2w 2 L£1(G, Gs) for any G € Mn(0), it is sufficient to show
that

o I fa — fa.llL2(p
GeMy®©)  L1(G,Gy)

> 0. (16)

To prove the above inequality, we consider two cases for the denominator £1(G, G): either it lies
within a ball B(0, ) where the loss is sufficiently small, or it falls outside this region, where £1(G, Gy)
will not vanish.

Local part: At first, we focus on that

i . Ife — fa.llr2w
im inf
e=0GeMy(0):L(G.G<e  L1(G,Gy)

> 0. (17)
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Assume, for contradiction, that the above claim does not hold. Then there exists a sequence of

mixing measures G, = ZlN*l mé(Azl,b?7n;ﬂ) in My (0) such that as n — oo, we get

{z:ln = L£1(Gn,G) = 0 18)
HfGn - fG* ”LQ(;L)/EITL — 0.
Let us recall that

y ul 2 2

]Z; EZAJHEXP 7 1+eXp ZZA; IAA 2 + AV + (| Ang 1]

+ Z > IAAG( + 267 + Ak + Al
j=N+11€A;

where AAY = AP — A%, AblL = b — b}, Acfy = ¢ — ¢, Angy = ;' —nj. Since L1, — 0 as n — 0,
there are two different situation for parameter convergence:

e Forj=1,---, N, parameters are over-fitted: > —

and (A7, 0", ") —

1 1
i€A; T+exp(—cl) 1+exp(—c})

e For j =N +1,---, N* parameters are exact-fitted: (A%,b?, c,n?) — (A7, b5, ¢5,m5), Vi € Aj.

Step 1 - Taylor expansion: In this step, we decompose the term fg, () — fa. (z) using a Taylor
expansion. First, let us denote

fa,(x) = fa.(x) (19)

N
1 1
— CE(znl) — CElznt
Z Z 1+exp(—z APz — (b)) o — ) (@ 7) L+exp(—aT Atz — (b)) Tz —¢5) (,17})
1

1
+ Z Z T An n\T n 5(95,771”)_ T A% *\ T * 5(.%,’)7;)
e iR, 1+ exp(—a" Az — (b)) "x — ) 1+exp(—z ' Ajz — (b) 'z — ¢j)

N
S 1 1

- : n —_ " * = ITL
— |:1 -+ eXp( I‘TA?.CU — (b?)—l—x B C?) 5(1'7771 ) 1+ exp(—c?) g($777])

J

icA

1 1

- -E(z,m;) =11,
_an P ]

— |:i€A] 1+exp(—c}') 1+ exp(—c])

N*
1 1
E(x,mi) — E(w,my) | =10,
+ Z Z 1 + exp(—:BTA’i"”x _ (b?)—l—x _ C?) (x7771 ) 1 + eXp(—xT ;‘x — (b;‘)—rx — C*) (ZE, 77])

j:ﬁ+1 i€EA; J
Let us denote o(z, A,b,¢) = 1/[1 +exp(—x " Az — bz — ¢)], then I,,,1I,, and III ,, could be denoted
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as

N
1 1
I, = @) - E(z 0
Z [l-i-exp( TAv s — (b)) Tz — ) i) = T repcany £l m)
J=licA; 7 ) i
N
= Z [ (1‘ A?v b?v ?)8(1‘,77?) - o'(g;, Odxd;, Ods C?)g(l’ﬂ?;k)]
j=1licA;
N 2
1 N . . O 2l L oslE .
= Z Z ? AA ’71 Ab )’YQ(A’)’]ij)’BW(fU’OdXd,Od,Ci)W(x,nj) +R1($), (20)
Jj=li€A; |y|=1
N 1 1
=i 1+exp(—cf) 1+exp(—c))
o 1 1
ML, = Z Z T An n\T n g(x’nln)_ T A* *\ T * 5(.%,’)7;()
e Lie, 1+ exp(—a" Az — (b)) 'x — ) 1+ exp(—z ' Ajz — (b)) 'z — ¢j)
N[
= D | D olw AL )@ nf) = olw, A7, b, ) E ()
j:NH Li€A;

) )72 73 1\ T4 mitinaltinsly * 7% % olmlg *
Z S|S0 A A A (D)™ | S A7 DO o)+ Rl
J=N+1]|7|=1 [i€A;

(22)
where R;(x),i = 1,2 are Taylor remainder such that R;(z)/L1, — 0 as n — oo for i = [2].
Now we could denote
1
Ko = S (AAG) (A5 (M), j € [N],i € Aj v € RV x RY xRS (23)
1 1
L= , j € [N] (24)

i 1 4 exp(—c? ) 14 exp(—c )
n 1 n\T1 n \T2 n\T3 n\T4 g n * dxd d q
T5 ., = Z ;(AAU‘) (AL (Ac) ™ (An;)™, je{N+1,--- N}, 7 e R xR x R xR

J,T1:4
i€A;

(25)

where 1 < Z?Zl |7i| <2 and Z?Zl |7i] = 1. Also recall that for the last term, i was settled directly
by j since all the parameters are exact-fitted when N 4+ 1 < j < N* ie. |4,] = 1.
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Using these notations (23) - (25) we can now rewrite the difference fg, (z) — fa,(x) as

oml+hely olslg
fGn( fG* ZZ Z ]z,'ylgaAfylab»YZ( s 0dxd, Od, 1)673 ($ n] +ZL 81:77])

Jj= 116./4] [v|=1 j=1
olml+Imel+ims| 5 . olmalg .
+ Z > N Yy e el CIEL L ])W(xvnj)+R1(x)+R2(x)'
j=N+1|7]=1

(26)
Step 2 - Non-vanishing coefficients: Now we claim that at least one in the set
S — {Kﬁiﬁw ﬂ TJT}TIA}
Eln 7»Cln7 Lln

will not vanish as n goes to infinity. We prove by contradiction that all of them converge to zero
when n — 0:

J5%:71:3 - 0 — 0 T4 — 0
Eln Eln £1n

Then follows directly from L7 /L1, — 0 we could conclude that

N 1 1 N
_ = L — 0. 27
; Z 1+exp( 1) 1+exp(—c) ﬁl"j;‘ 4 (27)
d-tuple
Before consider other coefficients, for simplicity, we denote eq, = (0,...,0, 1 ,0,...,0) € R? as a

u-th
d-tuple with all components equal to 0, except the u-th, which is 1; and egxquv as a d X d matrix

with all components equal to 0, except the element in the u-th row and v-th column , which is 1, i.e.
d-column

A

€dxduv = (O(—li—, R ,0;;, elu,OdT, ce O(—li—) c Rdxd,
~—
v-th
Now consider for arbitrary u,v € [d], let V1 = 2e4xd.uv, 72 = 0q and 3 = 0,, we will have

1
£1n

1 n

2£ Kj7i72ed><d,uv70d70q - 07 n — oo.

A(An )(uv)

Then by taking the summation of the term with w,v € [d], we will have

d
r. Z Z HAA ”2 2[, Z Z ZZ J7272edxduv:0da0¢1| — 0. (28)

o= 1i€A; j=licA; u=1v=1

For arbitrary u € [d], let v1 = 04xq, Y2 = 2€4,, and 3 = 0,4, we will have

1
»Cln

n
j’i70d><d726d,u70q

A = L ‘

2£1n

— 0, n — o0,
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Then by taking the summation of the previous term with u € [d], we will have

N
ﬁlln z; 2 I ab | = £ Z ) Z| K i 0ura204.,04] = 0- (29)
J

=11icA; Jj=lieA; u=1
Similarly we will have

N q

- Z Z A 77@]”2 Z Z Z |K}fi,0dxd,0d,2eq,w| — 0. (30)

"oi=1 i€A; "oi=1 icA; w=1

Now, consider N + 1 < j < N*, such that its corresponding Voronoi cell has only one element, i.e.
|A;j| = 1. For arbitrary u,v € [d], let 71 = €4xd,uv, 2 = 04,73 = 0 and 74 = 0,4, we will have

mn
Jredx d,uv,0d,0,0q

— 0, n — oo.
[fln

m

yon lz ‘A A" (uv)

Then by taking the summation of the term with w,v € [d], we will have

Z ZHAA il = Z ZZ| Jedxduuyod,ooq’*)()

J N411€EA; ] =N41u=lv=1

Recall the topological equivalence between Li-norm and Lo-norm on finite-dimensional vector space
over R, we will have

Z > llaag]—o. (31)

J =N411i€A;

Following a similar argument, since

N* d
Z > lAsgh = Z Z!Tﬁodxd,ed,u,o,oqlﬁo,
=N+ =1

j N+1z€A
N*
Z Do IAC == > 1T o pu0n0,l = 0,
] N+1l€.A ] N—l—l
Z > Al = Z Z\ T 0w 0a0eq] = 0
] N41i€A; ] N+1w=1

we obtain that

N
Z > |lAbg =0, — Z Z|Acm\—>0 S Ao, (32)

" N41IEA, " j=Nt+1I€A; " j=N+1i€A;
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Now taking the summation of limits in equations (27) - (32), we could deduce that
N

N
1= 2 = [IAAZ2 + | ABY )12 + A
e ;:1: X e Tren() | B 2 2 A+ 1A + 18

Z > (IAAL] + AL+ Ac] + [[Ang]l] — 0,
J =N411€A;

as n — oo, which is a contradiction. Thus, not all the coefficients of elements in the set

S — {Kjr'fi,“/l:s ﬂ 1—‘37'}7'1:4}
£ln ’Eln’ ﬁln
tend to 0 as n — oco. Let us denote by m,, the maximum of the absolute values of those elements. It
follows from the previous result that 1/m,, /4 oo as n — oo.

Step 3 - Application of Fatou’s lemma: In this step, we apply Fatou’s lemma to ob-
tain the desired inequality in equation (17). Recall in the beginning we have assumed that
Ifc, — fa.llz2(u/Lin — 0 and the topological equivalence between Lji-norm and Lo-norm on
finite-dimensional vector space over R, we obtain | fg, — fc.|lp1(u)/L1n — 0. By applying the
Fatou’s lemma, we get

0— lim I fe, = faullow . /liminf |fc, (%) — fo. ()]

n—00 mpLin n—00 mpLin

du(x) > 0.

This result suggests that for almost every z,

fa,(x) = fa.(v)

mpLin

— 0, (33)
recall equation (26), we deduce that
gnl+rl g ohslg Ly

fGn( — fa.( J 4,71:3 *
mnﬁln Zl ZA |Z mnﬁln O AL O 2 ( 7Od><da 0d7 ¢; ) a V3 (:L' 77] + Z mn[_‘,ln 5(177 77])
J=1licA; |y|=1

it +HralH7al oimile Ri(z)  Rol)
JT 4 A* bt ¢ * .
+ Z Z mp L1y, OATOb™20c™ ( T J) 8777'4 (x’n]) * mnLin * My Lin
j=N+1]|7|=1
Let us denote
Jr%,7Y1:3 N k . - l J,T1:4 — t
MnLin P MnLin 7 mpLin I
then from equation (33), we will have
gml+hel, onle X .
ZZ Z ]’1713814»7181)72( x,0dxd, 0d, ¢ 1)873( 777])+Zl?8(x777g)
j= 126«43 lv|=1 j=1
Prlinitnl, gl
+ Z Z JiT1:4 OATLOb™2 T3 ( A]’bj’ ]) 8n7—4 (‘/1:’77]) = 07

j=N+11I7[=1
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for almost every x. Note that the expert function £(-,7n) is strongly identifiable, then the above
equation implies that

kj,im::‘s = lj =ljra = 0,

for any j € [N*], (71,72,73) € N4 x N? x N¢ and (71,7, 73,71) € N4 x N? x N x N¢ such that
1< Z?:l |vi] < 2 and Z?Zl |7:| = 1. This violates that at least one among the limits in the set
{kji~ig:ljstjm.} is different from zero.

Thus, we obtain the local inequality in equation (17). Consequently, there exists some &’ > 0
such that

| fa — fa.llL2(w

0.
GeMN(e)lzril(G,G*)gg/ L1(G,Gy) o

Global part: We now proceed to demonstrate equation (16) for the case where the denominator
does not vanish, i.e.

i | fe — fa.llL2(w
GeEMp(©):L1(GG>e  L1(G,Gy)

> 0. (34)

Suppose, for contradiction, that inequality (34) does not hold. Then there exists a sequence of
mixing measures G, € My(0) such that £1(G),,G«) > ¢’ and

I fer, = fall 2
li L =0.
noo L1(Gh,GY) 0

Under this situation, we could deduce that ||fe: — fa,l[z2(,) — 0 as n — oo. Since © is a compact
set, we can replace the sequence G/, with a convergent subsequence, which approaches a mixing
measure G’ € My(0). Given that £1(G),, G4) > €', we conclude that £1(G’,Gx) > €’. Then, using
Fatou’s lemma, we deduce:

. . 2
0= Jim lfc, — fo IRy = [ limint |fe, (o) - fo. (o) Pdute),

which indicates that fo/(z) = fg,(z) for almost every x. Based on the Proposition 2 followed, we
will have that G/ = G,.
O

Proposition 2. If the equation fo(x) = fq,(z) holds true for almost every x, then it follows that
G =G,.

Proof of Proposition 2. Assume that fg(x) = fq,(z) for almost every z, which gives:

N N.
1 1
E(z.m;) = E(w, ). (35
—1+exp(—z" Az —blz — ) (,m:) ; 1+exp(—zT Afz — (bF) T — ¢f) (7). (35)

Since &£(x,n) is identifiable, the set {E(z,n;),% € [N]} is linearly independent, and {&(x,n}),i €
[N.]} is distinct for some N, € N. Therefore, if N # N, there must exist some index ¢ € [N] such
that n; # n; for any j € [N.]. This leads to a contradiction as the coefficients cannot simultaneously
satisfy equation (35). Consequently, we must have N = N,.
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Thus, the sets of weights and gating functions on both sides of (35) are equivalent:

1 1
,i €[Ny = ,1 € [Ny ¢
{ 1+ exp(—zTAjz — b,;-ra: ) el ]} { 1+exp(—zTAfz — (b)) Tz —¢f) el ]}

Without loss of generality, we can assume that the correspondence is such that

1 1
1+exp(—zT Az —blz—c¢;) 1+exp(—zl Afz — (b)) o —c)’

for all i € [N] and for almost every x. This implies the sigmoid function’s invariance to translations,
leading to:

Ai:Ar—f—’Ug, bi:b;‘k‘i"l}h Ci:C'?'i_UOa

for some vy € R4 9, € R? and vy € R. However, due to the assumption A, = A = Ogxd,
by, = b, = 0g and ¢, = ¢, = 0, it follows that vo = 0g4x 4, v1 = 04 and vy = 0, leading to:

* * *
Ai:Aia bi:bi7 C; = C;

7

for any ¢ € [N].
Substituting this back into equation (35), we have:
N

1 1
E(z,mi). (36
; 1+exp(—zT Az — b 2 — ¢;) ; 1+ exp(—xz " Az — b & — ¢;) (z,n;) (36)

Next, let us partition the index set [N] into subsets Ji,Jo, ..., Jn, where m < k, such that
(Ai,bi,ci) = (A},b},c}y) for any 4,7 € J; and j € [m]. For indices ¢ and i’ belonging to distinct

subsets, it holds that (A4;, b, ¢;) # (Ai, bir, cir).
Using this partition, the equation can be reorganized as:

i

1
i E(w,n;),
I'TA,L':L' _ bZT:E .C[,' 77 Z Z 1+ exp .Z'TA* (b;()—rl' — C;k) (.le 771)

L+ exp Jj=lieJ;
(37)

eJ;
for almost every x.

Recall that A; = AY, b; = b} and ¢; = ¢} for all ¢ € [N*]. This implies that for any j € [m], we
can identify the sets:

{niiedjy={n ieJ;}.

Consequently, we obtain:

= 1
A;,b; »:E — S§(AF b)) = G,
¢= ZZ1+exp 6< 02 bis ) — - 1+exp(—c*)6( 0205 m) = G,

j=1lieJ; Jj=lieJ;

showing G = G. Thus, the proof is complete. O
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B.3 Proof of Theorem 2

To prove the result, we first examine the Voronoi loss:

N
1 1
Lo (G,Gy) = Z Z 1+ exp(—¢;) 1+ eXp(_C;)

j=1 |icA

N
57 ST IAAG I + [[Aby 7 + A | + A8
j=1li€A;

N*

+ ) Y A4 + (| Aby|I" + [Acy]” + [|Aay]|” + |AB;]")
j=N+11€A;

where the difference terms AA;; = A; — A;, Ab;j = b; — b;, Acj == ¢; — o Aoyj == o — a;-‘,
ApBij := B — B;. These terms are asymmetric by definition because AA;; # AAj; in general (i.e.,
A; — A7 # Aj — A7 where i € Aj). So Lo,(G,G) is not symmetric, but it still satisfies a weak
triangle inequality. For experts meeting all the assumptions in Theorem 2, we derive the following
results using Taylor expansion:

Lemma 2. Given experts in Theorem 2, we achieve for any r > 1 that

lim inf {HfG_fG*HLQ(p)

—=0GeMy(©) | Lo,(G,Gy)

: Loy (G,Gy) < 6} =0.
We will prove this lemma later.

Main Proof. Recall that (X1,Y1), (X2, Y3), -+, (X,,Y,) € R¥xR follow a standard regression model
}/’i — fG*(XZ) +€ia 1= 17 y Ty

where X1, Xo,---, X, are i.i.d. samples from a probability distribution y on R?, and &; are i.i.d.
Gaussian noise variables with E[g;|X;] = 0 and Var[g;|X;] = v, ¢ € [n]. Under the Gaussian
assumption on the noise variables ¢;, we have that Y;|X; ~ N(fa,(X;),v),i = 1,...,n. Given
Lemma 2, there exists a sufficiently small € > 0 and a mixing measure G, € My(©) such that
Lo (G, Gy) =2¢and | far — fa.| < v/Cie for a fixed constant Cy. Thus, applying Le Cam’s lemma
to address the Lo, loss, which satisfies the weak triangle inequality, we obtain:

_inf sup Ef, [52771(6”, Q)]
GrnEMnN(O) GEMN(O©)\Mpy+_1(0)

> EQ,T((;Q,G*)QXP {—nEx~, [KL (N (fo. (X),v),N(fe.(X), )]}

Recall that the KL divergence between two Gaussian distributions with the same variance is
1 2
L (N (fer (X),v), N(fe.(X),v)) = % (for(X) = fe.(X))".
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Hence, we can deduce that:
inf sup Efe L2, (G @) 2 eexp (—nllfar = fe 3
GrnEMN() GEMy (O)\ My _1(O)
> eexp(—nCie?).

—-1/2

By setting e = n , we obtain eexp(—nC1e?) = n~/2 exp(—C}), which means that

1

inf Sup ]Efc [EQ,T(éna G)] Zn 2,
GnEMn(9) GEMN(O)\My+_1(©)

Consequently, we establish the result for Theorem 2. O

Proof of Lemma 2. Now we want to demonstrate that the following limit holds true for any r > 1:

I fa — fa.llL2(w
li inf =0. 38
50 GeMN(e){Bz,T(G,G*)ge Lo (G, Gy) (38)

To achieve this, we need to construct a sequence of mixing measures (G,,) that satisfies Lo (Gr,, Gx) —
0 and

Ifa — fa.llL2(w
£2,r(Ga G*)

— 0,

as n — o0o. Recall we consider that at least one expert parameter o, where i € A;,j € [N*] in
the over-specified gating parameters Voronoi cell equals 0 . WLOG, assume o] = 04. Next, we
consider the sequence (G,) with k* 4+ 1 atoms, in which for over-specified parameters i = 1,2:
An A = Ogxd, b~ = b* =0g, c = 02 such that

1 1
; 1+exp(—c?) 1+ exp(—c) * nrtl’

al’ = af = 0q, 7 = B+ 1/n and By = p7 — 1/n And for exactly-specified parameters ¢ =
3, N 4+ 1: AP = A | b =0, ¢ =c' 4, o =a]_, B' = B_;. Recall the construction of

Lo, loss, we will have

1 2 _
W‘FE:O(H 7n).

£2,7‘(G?’L7 G*) =

Now recall the Taylor expansion in equation (19) for fg, (z) — fa,(x):

2
- (@) Tz + 8" (a)Te+ 8] _
fou(®) = fo. (@) = 2. I exp(—aT Af— () Tz —ef) 1+ exp(—cm] —

i=

2

: [(a’;)% + 5;} = 11,

1
Z 1+ exp(—cl") 14 exp(—cy)

=1

i (o) + 7 . (05 )T + 51, —m
— |1+ exp( J:TA" — (M) Tz —c) 14exp(—zTAf jz— (b)) Tz —c ) "
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From our construction for the sequence (AZ, bl aj ,ﬂ”)N 1 its easy to verify that

R Z’

P I L Ty gl - B
o) fa.0) = 3 | Tt Co ~ Trean | e (@D e 4 8] =

Based on the above result, we conclude that [fg, (x) — faq.(x)]/L2,(Gr,G«) — 0 for almost every
r. As aresult, ||fa, — fa.llz2(nL2,r(Gn, Gi) = 0 as n — co. This establishes the claim stated in
equation (38).

O

B.4 Proof of Theorem 3

Proof. Following from the result of Theorem 1, it is sufficient to show that the following inequality
holds true:

o | fe — fallre

— > 0, 39
GeMn(©)  L3(G,G) (39)

for any mixing measure G € My (0). To prove the above inequality, we follow a similar approach
to the proof in Appendix B.2, dividing the analysis into a local part and a global part. However,
since the arguments for the global part remain the same (up to some notational changes) in the
over-specified setting, they are omitted.

Therefore, for an arbitrary mixing measure G := Zl 1 ﬁ()é( Aubiiis) € Mny(0), we focus
exclusively on demonstrating that:

i i I fa — fallea

_ — > 0. (40)
e=0GeMy(0):L3(GG)<e  L3(G,G)

Assume, for contradiction, that the above claim does not hold. Then there exists a sequence of

mixing measures G, = Zf 1 ﬁ()é(m br ) My (0) such that as n — oo, we get

{E:}n = £3(Gnvé) - 07 (41)

Ifa. — fallz2uy/Lan — 0.

Let us denote by A? := A;(G,) a Voronoi cell of Gy, generated by the j-th components of G. Since
our analysis is asymptotic, we can assume that the Voronoi cells are independent of the sample size,

i.e. Aj = ./4?
In Dense Regime, since G,, and G have the same number of atoms N, and L3, — 0, it follows
that each Voronoi cell A; contains precisely one element for all i € [N]. Without loss of generality,

we assume A; = {4} for all € [N]. This ensures that (A%, b2, ¢, ) — (A, bi, &, ;) as n — oo for
every i € [N].
Consequently, the Voronoi loss L3, can be expressed as:

N
Lon =3 (IAAP] + [ AB2 | + [Ac?| + [a21]) (42)
=1

where the increments are given by: AA? = A — A;, Abl = b — b;, Acl = ¢ — &, AP = nl* — 7.
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We now break the proof of the local part into the following three steps:
Step 1 - Taylor expansion: In this step, we decompose the term fg,(z) — fz(z) using a

Taylor expansion. First, let us denote o(z, A,b,¢c) := 5 +exp(—xT1Aa;—bTx—c)7 then we have that

fa, (@) — fa(x)
[ 1 ) |
1+exp(—zT A%z — (b)) T — cP) T T 1+exp(—zT Az — (b)) Tz — &)

I
WE

(2

I
—

- 1 AN\ Iy« “n\« SN\« a|a1\+|a2\+|a3\0_ A. b =~ a|a4|g =
:Z”Z a(AAi) LA ) (Ac)* (An) 4m z, A, b, G Ao (z, ;) + Ra(z)
i=1 |a|=1
N
. Plarltlazltlasly —  _ pglealg
=2 2 Stornasar g gorgymagens (0 Aisbi 6) G (o) + Ra (@), (43)

(2

1 |a‘:]_

where R;(x) is a Taylor remainder such that R;(x)/Ls, — 0 as n — co. Now we could denote

sno = i'(AAy)al(Azg)a2(Aa?)a3(Aﬁ?)a4, i€ [N,a e R"IxRIx RxR!  (44)
(6%

Z’valrél
where S |a;| = 1.
Step 2 - Non-vanishing coefficients: Now we claim that at least one among the ratios
St /Lsy, will not vanish as n goes to infinity. We prove by contradiction that all of them converge

1,001:4
to zero when n — 0:

n
1,001:4

— 0.
£3n

for any i € [N], oo € R¥*¢ x R? x R x R such that 23:1 || = 1.
Now, consider 1 < ¢ < N, for arbitrary u,v € [d], let a1 = egxduw, ¥2 = 04,03 = 0 and ag = 0,
we will have

n
ieardu0a,0,04| 2 05 1> 00

1 1
B e NG 0] P
£3n ; ‘ ( ! ) £3n

Then by taking the summation of the term with u,v € [d], we will have

1 N 1 N d d
Eo 2 AR = 7= D D ISTenantu0o, = 0
=1

i=1 u=1v=1

Recall the topological equivalence between Li-norm and Ls-norm on finite-dimensional vector space
over R, we will have

N
1 AN
7£3 E |AAY || — 0. (45)
" oi=1
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Following a similar argument, since

1 N _ 1 N
Z;ZMW“Y*EZ
1 N
£3n Z |A n’ - H Z| {’Lodxd70d,1,0q| — 0’
=1
1 Y 1 N
*fZmejfz
o= —

d
Z ZdedvedmO Oq‘ — 0,

q
Z lodxd,od@,eq,w’ — 0,

we obtain that

1 & 1 & 1 &
— > AR =0, — ) |AG] =0, m— ) [A7] — 0. 46
7 AR 0, = DA =0, =3 AT (16)
i=1 i=1 =1
Now taking the summation of limits in equations (45) - (46), we could deduce that

N
£3n 1 1 7 = n
1= =80 _ - AAT || + || ALY || + |ASY] + |A7]) — 0,
Lo = Lo ;:1 (IAAZ] + A6 + |Ac] + [|A7?])

as n — 00, which is a contradiction. Thus, at least one among the ratios Sl”a14 /L3, must not
approach zero as n — 0o. Let us denote by m,, the maximum of the absolute values of those elements.
It follows from the previous result that 1/m,, 4 oo as n — oco.

Step 3 - Application of Fatou’s lemma: In this step, we apply Fatou’s lemma to ob-
tain the desired inequality in equation (40). Recall in the beginning we have assumed that
|fc, — fallre(u/Lan — 0 and the topological equivalence between Li-norm and Lz-norm on
finite-dimensional vector space over R, we obtain | fa, — fgllr1(u)/L3n — 0. By applying the Fatou’s

lemma, we get

0— lim I fa.. — fallLiw >/1 0 |fGn( ) — f§($)|dﬂ(x) > 0.

n—0oo mnESn mnﬁ?m

This result suggests that for almost every z,

fa, (x) — fg(x)

— 0. (47)
an‘Sn
Let us denote
Sita
,(X1:4
= Siion.as
mn£3n o

as n — oo with a note that at least one among the limits s; o,,, is non-zero. Then from equation
(47), we will have

Hloal+laz|+|as| 4 - Qlalg

Z > sk Stian.az.a3,04 3 gor g s L 00 0ir € 5o (z, 1) =0,
i=1 |al=1

28



for almost every x. Note that the expert function £(-,n) is weakly identifiable, then the above
equation implies that

Si,ar.q = 0,

for any i € [N], (a1, ag, as, ) € N4 x N? x N x N¢ such that Y7, || = 1. This violates that
at least one among the limits in the set {s;q,,} is different from zero.
Thus, we obtain the local inequality in equation (40). O

B.5 Convergence to a Single Sigmoid under Vanishing Gating

In this subsection, we formally justify the statement that the limit of a sum of two sigmoid functions
can reduce to a single sigmoid function only when one of the experts effectively vanishes. This
result is used in Section 3 to explain why the regression function learned by the over-specified model
converges to a single-expert form. The key condition for this collapse is that the gating parameters
of the redundant expert must vanish asymptotically. We state and prove this result below.

o~ o~

Proposition 3. Let (A?,b}',c') — (A7, b}, c;) in probability for i = 1,2. Suppose that for p-almost
every © € R,

2
1 P 1
3 S BT
i—1 1 +exp (—xTA?x — (") Tz — E‘?) 1+exp (—z ' Ajz — (b7) '@ — c7)

Then it must hold that A% = 0gxq, b5 = 04, and ¢ = 400 (or tends to +oo in probability), i.e., the
second sigmoid term vanishes in the limit.

Proof. Let us denote the sigmoid function as o(z) = 1/(1 4 exp(—z)), and consider the limiting
expressions:

1

o1(®) =17 exp(—zT Afz — (b)) Tz — )’
1

o2(z)

T 1+ exp(—zT Az — (b3) Tz — ¢b)’

Suppose toward a contradiction that (A%, b5) # (0,0) or ¢b is finite. Then there exists a set of
positive pu-measure where oa(x) is bounded away from 0. In that case, the sum o1(x) 4+ o2(x) must
strictly exceed o1 (x) for such x, and hence cannot equal o1 (z).

But the convergence in the hypothesis implies that for p-almost every zx,

ol (z) + o8 (x) D o1(x),

which can only hold if 0% (x) — 0 in probability. This, in turn, requires that the argument of the
exponential in of (x) tends to +o00 in probability for almost every z, i.e.,

! Asx 4 (b3) Tz + ¢ — 4o0.

This is only possible if A5 =0, b5 =0, and ¢5 — +o00. Hence, the second sigmoid term vanishes in
the limit. n
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C Additional Results

C.1 Sample Complexity under the Partially Quadratic Score Function

In this section, we proceed the analysis of the sigmoid gating MoE with partially quadratic affinity
score function based on the regression frame work in equation (5), the corresponding regression
function is redefined as follows:

N*
~ 1 N

where {(A;,¢;,m;) €0,i=1,- N} is the set of learnable parameters, © C R4 x R x R? stands
for the parameter space and ./\/lN( —{G = ZZ 1 1+exp( Troma) O Aim) 1 1 < N’ < N, (Aj,ci,mi) € O}
is the set of all mixing measures Wlth at most NV atoms. We assume N > N*. And for simplicity, we
still denote © as © , My(0) as My(0) and G as G in the following.

In contrast to the fully quadratic score function, the first-degree monomial term b' z has been
omitted from the scoring function. Consequently, the least squares estimator in this context is
modified as follows:

n

- 2
argmin 3 (¥ - fe(X) (9)

C.1.1 Convergence of the Regression Function Estimator

Similar with the polynomial case, we fit the ground-truth MoE model with a mixture of N > N*,
there must be some true atoms (A}, n}) fitted by more than one component. We over-specify the true
MoE model by a mixture of N experts where N > N*. There exist some atoms (A*, n;) approximated
by at least two fitted components, the over-specified atoms. We assume that (Al ) — (Af,ny) for
i = 1,2, in probability. Then, the term HfGn fe. |22¢,) — 0 only when

i=1 1 +exp G

)

2 1 1
2 - - T
<_wTA;Lx_’\n> 1+exp(—aTAtx — )’
as n — oo for p-almost every x, which occurs only when A} = 04. Following the approach outlined
in Section 3, we will partition our analysis into two complementary regimes of the gating parameters:
(i) Sparse Regime: all the over-specified gating parameters are zero: AY = Ogyxq ;
(ii) Dense Regime: at least one among the over-specified gating parameters is non-zero: A} # Ogxq.

We now present the convergence behavior of the regression function estimator under each of the two
regimes, respectively.

Proposition 4. Under the sparse regime and with the least squares estimator Gn defined in equation
(49), the regression estimator fG admits the following rate of convergence to fG

15, — fellagy = Op (Viogn)/n) (50)
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The proof of Proposition 4 can be found in Appendix C.2.1. The bound (50) reveals that the
convergence rate of the regression function estimator fén to the ground-truth regression function
is of parametric order Op(4/log(n)/n) under the sparse regime. However, under the dense regime,

such convergence does not happen as previously mentioned. Instead, the regression function
estimator fén converges to the closest MoE with more than N* experts to fg, , that is, fE where

G € ﬁN(@) = arg minGeMN(G)\MN* ©) ||fG — fG* Lo(p)- Using similar arguments to Proposition 4,
we can also determine the convergence behavior of the regression function estimator in the following
corollary:

Corollary 2. Under the dense regime and with the least squares estimator G defined in equation
(49), the regression estimator fG admits the following rate of convergence to f

_ it |\fa, — Fllieg = Op (Viegm)/n) .
GeMn(O)

Similar with what we have discussed in Section 3, given the results of Propositions 4 and 2 and
a loss function £(G, G) among parameters satisfying £(Gn,Gx) S (|5, — fa.llr2(u), we will have

that £(Gp, G,) = Op(y/log(n)/n). From this, we can derive the expert convergence rate, which will
be analyzed in the following.

C.1.2 Sparse Regime of Gating Parameters

Recall that under the sparse regime, all the over-specified parameters A7 = 0gx4. Assume {A* 1
are over-specified parameters, i.e., those fitted by at least two ebtlmatorb, where 1 < N < N*. And
the remaining parameters fitted by exactly one estimator { A}

N4+1°
* *
A%, A% Al
over-specified exactly-specified

As discussed in Section 4, to derive the expert convergence rate, we decompose the difference
f& — Ja. into a sum of linearly independent terms. This requires considering the Taylor expansion
of the product of the sigmoid gating function and the expert function, given by

1 -E(x,m).

F(w; A,e,n) = o(a Az +c) - E(x,m) = 1+ exp(—2" Az —c)

To ensure that the parameter discrepancies converge to zero—thereby guaranteeing parameter and
expert convergence—along with || fa. — fa. |l £2¢) — 0, it is crucial to clarify the linear independence
properties of F'(x; A, ¢,n), a fundamental expert component with a partially quadratic score in the
mixture of experts model. Therefore, we impose a partial-strong identifiability condition, defined as
follows:

Definition 3 (Partial-strong identifiability). An expert function E(x,n) is partial-strongly identifiable
if it is twice differentiable w.r.t its parameter n for u-almost all x and, for any positive integer £ and
any pair-wise distinct choices of parameters {(A;, ci,m)}le, the functions in the classes

giml+el p oF
{814“/1877'72(3; ded,cum : Z‘%’ G and m( Az,cz,m : Z‘Tzlfl

are linearly independent, for p-almost all x, where (y1,72) € N*4xN? and (11, T2, 73) € NO¥Ix NxN¢,
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Examples. Similar to Section 4.1, we consider two-layer neural networks of the form &(x; (o, 5, \)) =

Ao(a"z + ), where ¢ is an activation function and (a, 8, \) € R% x R x R. It can be verified that if
¢ is the ReLU or GELU function, and if o # 04 and A # 0, then the function z — &(z; (o, B, N)) is
partial-strongly identifiable.

However, unlike the fully quadratic score case, where the term b’z is present, its removal allows
the partial-strong identifiability condition in Definition 3 to remain valid even when the expert
function follows a polynomial form, given by &(z;(,3)) = (a'z + B)P for some p € N. Now,
the function takes the form F(x; A, c,a, 5) = 1/[1 + exp (—xTAx — c)] -(a"z + B)P. Notably, the
sigmoid function contributes only a second-order term —z ' Az along with a constant, while the
expert function contains only a first-order term o'z and a constant. This distinct structure ensures
that parameter interactions disappear as PDEs in equation (8).

Voronoi loss. For a mixing measure G with 1 < N’ < N atoms, we allocate its atoms across
the Voronoi cells {A; = A;(G),j € [N*]} generated by the atoms of G, where

Aj = {i € [N']:]16; — 071 < [16: — 07|, v¢ # 5}, (51)

with 0; := (A;,n;) and 07 := (A}, n;) for all j € [N*]. Similar to the fully quadratic score case, we
define the Voronoi loss function as

N
2
; Z 1+exp( ) 1—|—exp +ZZ HAA@JH +HA771]|| ]

1€A; Jj=1icA;
N*
+ YD IAAG] + [Acy] + || A (52)
j=N+11€A;
where we denote AA;; = A; — A’]*-, Acj = ¢ — c;k- and An;j =1 — 77;-‘. In the aforementioned

statement, if the Voronoi cell A; is empty, the associated summation term is conventionally set to
zero. Additionally, the computation of the Voronoi loss function £y is efficient, with a computational
complexity of O(N x N*).

With the Voronoi loss function established, we are now prepared to present the parameter
convergence rate in Theorem 4.

Theorem 4. If the expert function x E(x,n) is partial-strongly identifiable, then the lower bound
Ife — fa.llr2n) 2 L4(G,Gx) holds true for any G € Mn(0©). As a result, when combined with the
regression estimation rate in Proposition 4, this suggests that

L4(Cr, G = Op ( log(n) /n) .

Proof of Theorem 4 is in Appendix C.2.2. A few comments regarding the above result are in
order.

(i) Parameter convergence rates: From the construction of the Voronoi loss L4, the estimation of
over-specified parameters A*,n* for i € [N] converges at a rate of Op([log(n)/n]*/*). In the mean
time, the exactly-specified parameters A}, n for N +1 < i < N* exhibit a faster convergence rate
of Op([log(n)/n]*/?).

(i1) Expert convergence rates: Because &(x,n) is twice differentiable (and thus Lipschitz) in 7 over
a bounded domain, we have, for any ¢ € A;, supm|8(x,ﬁ;”) —&(x 77] | <L Hnl —n; H where L is a
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Lipschitz constant and én = Zii"l mé( An e iy This implies that exactly-specified experts

converge at a rate of Op((log(n)/n)'/2), while over-specified experts converge at Op ((log(n)/n)'/4).
Consequently, exactly-specified experts require O(e~2) samples to achieve an approximation error e,
whereas over-specified experts need O(¢~*) samples for the same error.

Sample complexity comparison under the sparse regime: Recall from Section 4.1 that
polynomial experts, although not strongly identifiable, are partial-strongly identifiable. Hence,
while they might require O(exp(e_l/ T)) samples to achieve an approximation error € under a fully
quadratic score function (for some constant 7 > 0), they only need O(¢~*) samples under a partially
quadratic score function.

According to [1], linear experts with quadratic monomial gates require an exponential number of
samples. But the linear expert £(z, (o, ) = o'z + 3 satisfies partial-strong identifiability when
B # 0, so it need only a polynomial number O(e~*) data points to attain the approximation error e.

Consequently, for partially quadratic score functions with linear experts, the sigmoid self-attention
is more sample-efficient than the softmax self-attention under the sparse gating regime.

C.1.3 Dense Regime of Gating Parameters

In this section, we focus on the dense regime. Under dense regime, for the overspecified parameters,
there exists ¢ € [N*], s.t. Af # 0Ogxq. In this situation, the least squares regression estimator
Ja — [z, aregression function, where the parameters

<|

GeMy©) :=  argmin |fo— fa.lliz2g.

GeEMN(©)\M = (©)

In other words, the estimators of the parameters defining fé converge to the parameters of J%.
WLOG, we assume that

Now we introduce a definition for partial-weak identifiability to specify the experts that has a
similar fast convergence rate as the partial-strongly identifiable experts in Definition 3 under sparse
regime. Partial-weakly identifiable experts need to satisfy only a subset of the conditions required
for partial-strongly identifiable experts.

Definition 4 (Partial-weak identifiability). An expert function E(x,n) is partial-weakly identifiable
if it is differentiable w.r.t its parameter n for pu-almost all x and, for any positive integer £ and any
pair-wise distinct choices of parameters {(A;, ci,ni)}le, the functions in the class

8—F( A c; ) 'ew] i| .|_1
aATlacﬂanm Ly Ly Cir M) = % ’i:1 Til =

are linearly independent, for p-almost all x, where (11,72, 73) € Nxd » N x N9,

Examples. It is worth noting that partial-strongly identifiable experts also meet the partial-
weak identifiability condition. In particular, the previously mentioned two-layer neural networks

E(x; (o, B,N) = Md(a'x + B), where ¢ is either ReLU or GELU, a # 04, and X # 0, are weakly
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identifiable. Likewise, polynomial experts of the form &(z; (o, 8)) = (' 2 + )P, p € N, also satisfy
the weak identifiability condition.

We now establish, in Theorem 5, the convergence behavior of partial-weakly identifiable experts
in the dense regime. Specifically, let L5 denote the Voronoi loss function defined by

J— N — _ _
L5(G,G) =Y Y [IAi = Aill + e — @l + i — m,]- (53)
7j=1 'LEAj

Theorem 5. If the function x — E(x,n) is partial-weakly identifiable, then the lower bound

inféeﬁj\;(@) I fa — f%”L?(u) > L5(G,G) holds true for any mizing measure G € My(0). As a
consequence, we obtain that

inf £5(én,5) =0Op (\/log(n)/n> .

GeMy(0)

Proof of Theorem 5 is in Appendix C.2.3. Since 7" converges at a rate of Op(y/log(n)/n), the
partial-weakly identifiable expert estimators £ (;U, 77;"‘) enjoy the same convergence order. Consequently,
these experts require a polynomial number of samples, O(¢~2), to achieve an approximation error of
€.

Sample complexity comparison under the dense regime: Recall that, under softmax self-
attention, partial-strongly identifiable and polynomial “experts” require @(e~*) and O(exp(e_l/ T))
samples, respectively, to achieve an approximation error e. However, because these experts all satisfy
partial-weak identifiability under sigmoid self-attention, they need only O(e~2) samples in the dense
regime for partially quadratic scores. We therefore conclude that, in practice, where the dense regime
is more common, sigmoid self-attention is more sample-efficient than its softmax counterpart.

C.2 Proofs of the results for Partially Quadratic Scores in Appendix C.1
C.2.1 Proof of Proposition 4

Proof. The proof of Proposition 4 can be done in a similar fashion to that of Proposition 1 in
Appendix B.1. O
C.2.2 Proof of Theorem 4

Proof. In order to prove | fa — fa. 22(4) 2 L4(G,Gy) for any G € My (©), it is sufficient to show
that

inf Ife — fa.llr2w

> 0. 54
GeMy(©) L4(G,Gy) (54)

To prove the above inequality, we consider two cases for the denominator £4(G, G): either it lies
within a ball B(0, ) where the loss is sufficiently small, or it falls outside this region, where £4(G, G)
will not vanish.

Local part: At first, we focus on that

lim nf Ife — fa. L2

0. 59
=0 GeMy (0):Ls(G,G)<e  L4(G,Gy) - (55)
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Assume, for contradiction, that the above claim does not hold. Then there exists a sequence of
mixing measures G, = Zfil S(An cn gy IN My (0) such that as n — oo, we get

Lin = L4(Gn,Gy) — 0,
Hfén - fG*HL2(;L)/£4TL — 0.

Let us recall that
N

1 N
Lag = Z Z 1+ exp(—c?) 1+ exp(— g ZA 1AAT 117 + 1Al ]

7j=1 iG.A;‘

+ Z Y AL+ A+ 1Ang]]

j=N-+11€A;

where AAY, == A} — A%, Acjl == ¢ — ¢}, Anl =]
different situation for parameter convergence:

i *. Since L4, — 0 as n — 0, there are two

e For j =1,--- N, parameters are over-fitted: ZieAj 1+expl(—cﬂ) — 1+ex;(_c,f) and (A7, nl") —
g J
(AZ,m5), Vi€ Aj;

e For j =N+ 1, -, N* parameters are exact-fitted: (A?,cl,nl") — (A;, , nj),W €A,

Step 1 - Taylor expansion: In this step, we decompose the term fé (x) — fe. (z) using a
Taylor expansion. First, let us denote

N
1 1 .
fG ( fG* _; Z 1—|—exp( ZT AP Cn) g(x nz) 1—|—6Xp( T A* *) 5(‘757773)
N* . )
+ %1 GZ 1+ exp(—zT A%z — cP) (z,mi") 1+ exp(—xz T A% *) E(,n;) (57)
J=N+1 [&4
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Let us denote o(z, A,c) = m, then I,,,1I,, and III ,, could be denoted as
1 () L Ee)

. x . B ——————— Y 'CL' .

1+exp(—zT APz — ) M 1+ exp(—c}) K

)

L,

<
Il

—
-.

m

R

[G(:Ev A?a C;n)g(x? 77?) - G($v Odxds C?)S(ZL‘, 77;)]

J=licA;
N 2
1 " omlg ohelg .
=203 D AL (A T O ) G )+ Baf),(59)
J=1li€A; |y|=1
N
1 1 «
N ]2 Z 1 4 exp(—c ) 1+ exp(_cj) £l nj)7 (59)

N*

1 1
111, = -S(x,n”) _ 'E(x,n"f)
' jgv:ﬂ EZAJ 1+exp(—zT Al —cf) " 1t exp(—xT Ajz — ) i

N*

= > | o AF HE( ) — oz, AT, ¢)E (@, n])

j:ﬁ+1 | i€A;

n\T T T\ T: 8|TI|+|TQ|U * 8|T3|g *
Z > Z (AAG)T (Ac) = (A15)™ | S amgam (@45 6) (,715) + Ra(z),

AT1HcT2 T3
J=N+1|7|=1 [i€A4, A Oc on
(60)
where R;(x),i = 1,2 are Taylor remainder such that R;(x)/L4, — 0 as n — oo for i = [2].
Now we could denote
n 1 n n
Kj,im;z = %(AAij)’h(Anij) , J € [ l,ie Aj, v e R¥*d « RY (61)
1 1
L = N 62
J Z 1+6Xp(—C~) l—i-exp( ),]E[ ] ( )
1€EA; ?
n 1 n\T n\T: n\T: . Eva "
Tir.y = Z Q(AAij) YA (An)™, jE{N+1,--- N}, 7€ R4 x R x RY (63)
i€EA;

where 1 < Z?:l |7i| <2 and Zle |7;] = 1. Also recall that for the last term, i was settled directly
by j since all the parameters are exact-fitted when N +1 < j < N*, iLe. [Ajl=1.
Using these notations (61) - (63) we can now rewrite the difference fz (z) — fc.(z) as

. mly . alhlg . N . .
fén( fG* ZZ Z ]1712 8A71( aodxdycl)W(iU,nj)"_ZL]8(33,77])

pmitinly o gnle
+ Z |Z Fris gamge @ A5 ) G (@) + Ra(@) + Rala). - (64)
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Step 2 - Non-vanishing coefficients: Now we claim that at least one in the set

S — {Kgiﬂ’lﬂ ﬂ 1—‘]7'77'1:3}
£4n 7ACZ,Ln’ £4n

will not vanish as n goes to infinity. We prove by contradiction that all of them converge to zero
when n — 0:

n n n
J5%,771:2 - 07 J N 0, J5T1:3 N 0
£4n £4n £4n

Then follows directly from L7 /L4, — 0 we could conclude that

N

N
1 1 1 !
1 B =—N || —o. (65)
Lan, jzz:l ’iezf;j L+exp(=¢f) 14exp(=¢j)|  Lan Jz=:1 =

d-tuple

Before consider other coefficients, for simplicity, we denote eq,, = (0,...,0, 1 ,0,...,0) € R? as a

u-th
d-tuple with all components equal to 0, except the u-th, which is 1; and egxquv as a d X d matrix

with all components equal to 0, except the element in the u-th row and v-th column , which is 1, i.e.
d-column

_ T T T T T dxd
edxdﬂ“]—(Od,...,od,€d7u,0d,...,0d)ER><.
~—

v-th
Now consider for arbitrary u,v € [d], let 71 = 2e4x 44 and 2 = 04, we will have

1

[f4n

n
]’lv2ed>< d,uv an

2 1
2Ly, ‘

— 0, n — 0.

Then by taking the summation of the term with u,v € [d], we will have

N N d d
1 1
2o D AP == Y D> > K izess ol = 0 (66)
n 571 ieA; A T1ie Ay u=1v=1
Similarly we will have
1 N 1 N q
S I S Y S 0 @)
Yy An 21 ie Ay w=1

Now, consider N + 1 < j < N*, such that its corresponding Voronoi cell has only one element, i.e.
|Aj| = 1. For arbitrary u,v € [d], let 71 = egxduv, 72 = 0 and 73 = 04, we will have
1 n

= £ z}vedxd,uv»070q - 0’ n — oo.
4n

1
> [ac
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Then by taking the summation of the term with u,v € [d], we will have

Ay Ya 1=z S S a0

—N+1ZGAJ ] N+41u=lv=1

Recall the topological equivalence between Li-norm and Ls-norm on finite-dimensional vector space
over R, we will have

Z > A4 —o. (68)

] =N+11€A;
Following a similar argument, since
N*
— n
§ E |AC’L]‘ o 2 : ‘Tjﬂdxdalvoq‘ — 0,
] N+126A ] W+1
§ : z : HAT]Z]H1 § E ‘ ]ded,o Eqw‘ — 0’
" j=N+1I€A; " j=N+1w=1

we obtain that

54 Z Z\A%HO Z > Al - o. (69)

" j=Ny1i€A, " j=Ny1i€A,

Now taking the summation of limits in equations (65) - (69), we could deduce that

_£4n_ 1 N 1 1 )
1_7411_32 Z 1+eXp(—C?)_1+exp(— 722 |AA 1 +||A771]||]

”j:l i€A; J=11i€A;

Z D IAA] + 1A+ [[Ang ] — 0,
" =N y1i€A,

as n — 0o, which is a contradiction. Thus, not all the coefficients of elements in the set

S = {K}lﬂ'ﬁlﬂ L? Tjnfl :3 }
£4n ’['4n’ £4n

tend to 0 as n — oco. Let us denote by m,, the maximum of the absolute values of those elements. It
follows from the previous result that 1/m,, 4 oo as n — oc.

Step 3 - Application of Fatou’s lemma: In this step, we apply Fatou’s lemma to ob-
tain the desired inequality in equation (55). Recall in the beginning we have assumed that
I f@n — fa.ll r2(u)/Lan — 0 and the topological equivalence between Li-norm and Lg-norm on

finite-dimensional vector space over R, we obtain ||fé — fG*HLl(’u)/;Czln — 0. By applying the
Fatou’s lemma, we get

0= lim
n—0o0 mn£4n

du(x) > 0.

Hf(;n — fe /liminf |f(;n(93) — fa.(2)]

>
mn£4n
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This result suggests that for almost every z,

f&, (@) — fo.(x)

— 0, 70
My Lan ( )
recall equation (64), we deduce that
fa (@) = fo.(x) X SN T ohele N
70 ; €, i : £ ; ;
My Lan Z Z Z myLan OAN ( dxd Z) o2 ( 773) - Z My Lan (:L‘ 77])
j=licA;j |y|=1 j=1
NZ L Oly e ORI e Ra@) | Fa(o)
x, A%, ct < .
£4n QAT 2 7T g T iy Ly i Lap
j= N+1 7= 1
Let us denote
n n n
Jr%,7Y1:2 J,T1:3
— L2 s — — tir.
My Lan I My Lan 7 My Lan I

then from equation (70), we will have

N 2 N

omlg ohele . . .
Z Z Z kj7i7')’1:2 aA»y ( 7Od><d7 @) a 2 (xyn]) + le . 5(33777])
j=1 iGAj lvlI=1 j=1

oI+l 5 . glmle
+ Z Z 3713 G AT 92 (x’AJWC])an (z,m;) =0,

j=N+1]7|=1

for almost every x. Note that the expert function £(-,7n) is strongly identifiable, then the above
equation implies that

kjimen =1 =tjn.s =0,

for anyj € [N*], (71,72) € N x N7 and (71,79, 73) € N x N x N such that 1 < 32 || <2
and 322 | || = 1. This violates that at least one among the limits in the set {kji., Lt} 15
different from zero.

Thus, we obtain the local inequality in equation (55). Consequently, there exists some &’ > 0
such that

> e — fallz
GeMp(©):Ls(G,G)<e  L4(G,Gy)

Global part: We now proceed to demonstrate equation (54) for the case where the denominator
does not vanish, i.e.

i e — fallz
GeEMp(0):Ls(GG)>e  L4(G,Gy)

> 0. (71)
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Suppose, for contradiction, that inequality (71) does not hold. Then there exists a sequence of
mixing measures G,, € My (0) such that £4(G),,G«) > &’ and

i I far, — faullLe(w

B (AR

Under this situation, we could deduce that ||f:G;L — fa. lz2(u) — 0 as m — oco. Since © is a compact
set, we can replace the sequence (], with a convergent subsequence, which approaches a mixing
measure G’ € My (0). Given that L4(G),, Gx) > €', we conclude that £4(G’,Gy) > €’. Then, using
Fatou’s lemma, we deduce:

~ ~ ~ ~ 2
0= Jim e, — fo IRy = [ timint |fo, o) - fo. (@) duta).

which indicates that fer(x) = fa. (x) for almost every z. Based on the Proposition 5 followed, we
will have that G/ = G,.
O

Proposition 5. If the equation fg(x) = fa.(x) holds true for almost every x, then it follows that
G =G,.

Proof. The proof of Proposition 5 can be done in a similar fashion to that of Proposition 2. O

C.2.3 Proof of Theorem 5

Proof. Following from the result of Corollary 2, it is sufficient to show that the following inequality
holds true:

> Ife = f5llz2 .

= (72)
GeMn(®)  L5(G,G)

for any mixing measure Ge ﬁ]v(@). To prove the above inequality, we follow a similar approach
to the proof in Appendix B.4, dividing the analysis into a local part and a global part and omitting
the global part.

Therefore, for an arbitrary mixing measure G := SN mcs G5 € Mn(©), we focus

exclusively on demonstrating that:
fa = 5l
R S oL LS

_ — (73)
0 Gemy(0):L5(G.G)<e  L5(G,G)

Assume, for contradiction, that the above claim does not hold. Then there exists a sequence of

mixing measures G,, = Zf\il m%&n?) in My (©) such that as n — oo, we get

{Esm = £5(én’5) -0, (74)

Hfén - J%”B(M)/ﬁm — 0.
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Let us denote by A? := Az(én) a Voronoi cell of G, generated by the j-th components of G. Since
our analysis is asymptotic, we can assume that the Voronoi cells are independent of the sample size,
ie. .Aj = A7

In Dense Regime, since C~¥n and G have the same number of atoms k, and Ls,, — 0, it follows
that each Voronoi cell A; contains precisely one element for all i € [N]. Without loss of generality,
we assume A; = {i} for all i € [N]. This ensures that (A7, n®) — (4;,¢,7;) as n — oo for every
i€ [N].

Consequently, the Voronoi loss L5, can be expressed as:

N
Loni= Y (IAZ] ] + AT + 1) (75)

i=1

where the increments are given by: Ajln = A" — A;, AG = c? — ¢, AR, =0 — 7.
We now break the proof of the local part into the following three steps:
Step 1 - Taylor expansion: In this step, we decompose the term fz (z) — fE(:z:) using a

1

m, then we have that

Taylor expansion. First, let us denote o(z, A, ¢) :=

N

; ~ 1 1 _
fa, (@) = fz(x) = ) - =———&(z,7)
Gn G ; 1+ exp(—zT Az — cP) 1+ exp(—aT Az —¢;)

N

1 AT o2 (AT glaltlezly  — _ glaalg  _

- ;|z|:1 ol i) (AN ) e (A Ci) ey (z,m;) + Ra(2)

N

Ploal+loz|;  — glasle  _

- z; 2 Slararas g o gas (4 40T oes (&0 T) + Fa (@), (76)

=1 |al=1

where R;(x) is a Taylor remainder such that R;(x)/Ls, — 0 as n — oco. Now we could denote

n 1 =" aq =N\ g =N\ag dxd q
SZQM—J(AA” (A¢;)?(AR; ), i € [N],a € R xR xR (77)
where 23:1 || = 1.

Step 2 - Non-vanishing coefficients: Now we claim that at least one among the ratios

Sy s /L5, will not vanish as n goes to infinity. We prove by contradiction that all of them converge

to zero when n — 0:

STL

1,(x1:3

£5n

— 0.

for any i € [N],a € R¥4 x R x R? such that 27| |oy| = 1.
Now, consider 1 < i < k, for arbitrary u,v € [d], let o = egxduw, 2 = 0 and a3 = 0,4, we will
have

n

izedxd,uvvozoq - 0’ n — oo.

ﬁg,n ; ’ AR uv)

_ b
£5n
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Then by taking the summation of the term with u,v € [d], we will have

1 N . 1 N d d
o 2 M8 = =300 D ST 00, = 0
i=1 i=1 u=1v=1

Recall the topological equivalence between Li-norm and Lo-norm on finite-dimensional vector space
over R, we will have

N
1 =N
yon D A4 - o. (78)
" =1

Following a similar argument, since
N N
ST = o SISm0, 0,
5n i—1 5n i—1

1 N 1 N ¢
Lsn >N = Lim DD 15 0uatqn = 0
=1

i=1 w=1

we obtain that
1 1 Y
— AT =0, — AT = 0. 79
£, AT 0 1 3 AT (79)

Now taking the summation of limits in equations (78) - (79), we could deduce that

L5 1 L =
1= o L (AZZ- AT+ A:?>—>O,
o= (I 18

as n — oo, which is a contradiction. Thus, at least one among the ratios Sﬁa1:3/£5n must not
approach zero as n — oo. Let us denote by m,, the maximum of the absolute values of those elements.
It follows from the previous result that 1/m, /4 oo as n — oco.

Step 3 - Application of Fatou’s lemma: In this step, we apply Fatou’s lemma to ob-
tain the desired inequality in equation (73). Recall in the beginning we have assumed that
I f@n = (}%H r2(w)/Lsn — 0 and the topological equivalence between Lj-norm and Lg-norm on

finite-dimensional vector space over R, we obtain || fén - J%H L1(w)/Lsn — 0. By applying the Fatou’s
lemma, we get

Ifg, = Fallo f& (z) — f=(2)]
— . n > . . n G >
0= fim 0B [t () 2 0
This result suggests that for almost every z,
fs (@) — Fxla
6" 5w (80)

My Lsp
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Let us denote

as n — oo with a note that at least one among the limits s; 4,., is non-zero. Then from equation
(80), we will have

Plarltlazly  — _ pgleslg  _
Za17a2,a3 A1 ooz (z, A4, ¢ anas (z,7m;) =0,

]

N
i=1 |

S
al=1

for almost every x. Note that the expert function £(-,n) is weakly identifiable, then the above
equation implies that

Siya1:3 = 0’

for any i € [N], (a1, a9, a3) € N©*4 x N x N7 such that Z?:l |a;| = 1. This violates that at least
one among the limits in the set {s;q,,} is different from zero.
Thus, we obtain the local inequality in equation (73). Completes the proof. O

D Additional Experiments

Sigmoid gating convergence rate. To empirically validate the theoretical findings presented
in Section 4, we analyze the parameter estimation rates of the sigmoid quadratic gating MoE in a
well-specified setting. Our evaluation spans various expert configurations, considering both dense
and sparse regimes, to assess the sample complexity of the model.

Setup. Synthetic data is generated using a sigmoid quadratic gating MoFE model with both ReLLU
and linear experts. Models are then fitted to the data for varying sample sizes, and the empirical
parameter estimation rates are evaluated. Comparisons are made for ReLU and linear experts under
both dense and sparse regimes to verify the theoretical findings. Please refer to Appendix E for a
detailed description of synthetic data generation and ground-truth parameters.

Results. Figure 2 illustrates the empirical convergence rates of Voronoi loss for different
expert configurations in the sigmoid quadratic gating MoE model under both sparse and dense
regimes. Error bars indicate three standard deviations to account for variability across different
runs. Specifically, Figure 2a compares the empirical Voronoi loss for MoE models with ReLLU and
linear experts in the sparse regime. The sigmoid quadratic gating MoE with linear experts exhibits a
slower convergence rate of O(n~%%7), whereas the model with ReLU experts achieves a significantly
faster rate of O(n=951).

Similarly, Figure 2b presents results for the dense regime, where both expert types achieve
fast convergence rates. Notably, the MoE model with ReLLU experts attains a convergence rate
of O(n=9%3), while the model with linear experts follows with a rate of O(n=%4%). These results
empirically validate our theoretical predictions, demonstrating that the sigmoid quadratic gating
Mok yields superior parameter estimation rates across different expert configurations, particularly
benefiting from the use of ReLU experts.
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ReLU Experts
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Figure 2: Log-log plots of empirical convergence rates of Voronoi losses for softmax and sigmoid
quadratic gating mechanisms. 2a Comparison between sigmoid quadratic gating MoE with ReLLU and
linear experts under a sparse regime for ground-truth parameters. 2b Comparison between sigmoid
quadratic gating with ReLU and linear experts under a dense regime for ground-truth parameters.
Each plot illustrates the empirical Voronoi loss convergence rates, with solid lines representing the
Voronoi losses and dash-dotted lines showing fitted trends to emphasize the empirical rates.

E Experimental Details

In this appendix, we provide a comprehensive overview of the generation process of synthetic data
in our numerical experiments.

For each experiment, we generate synthetic data using the corresponding MoE model. Specifically,
we construct a dataset {(X;,Y;)}", C R? x R as follows. First, we sample the input features
independently from a uniform distribution:

X; ~ Uniform([—1, 1]d), fori=1,...,n. (81)
The response variable Y; is then generated according to the following model:
Yi=fa.(X;)+e;, fori=1,...,n, (82)

where ¢; represents independent Gaussian noise with variance v = 0.01. The underlying regression
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function fg, () is defined as:

k

fo.(@) =) Gi(z)- d((a]) @ + B7), (83)

i=1

where G;(z) represents the gating function, which is modeled using either a softmax or a sigmoid
quadratic transformation, and ¢(-) denotes the expert activation function, which can be either a
ReLU or a linear transformation. The input dimension is set to d = 8, and we employ N* = 8
experts. The gating and expert parameters are drawn from pre-specified distributions, as described
in the following sections.

Ground-truth gating parameters. In the dense regime, for both sigmoid and softmax
quadratic gating functions, the ground-truth parameters (A}, b}, ¢f) are independently drawn from
an isotropic Gaussian distribution with variance vy =1/d for all 1 <14 <8.

In the sparse regime, we enforce sparsity by setting (A}, bf,c¢f) = 0 for i = 7,8, while the
remaining parameters are sampled as in the dense regime.

Ground-truth expert parameters. All ground-truth expert parameters are similarly drawn
independently from an isotropic Gaussian distribution with zero mean and variance v, = 1/d. These
parameters are sampled once before running the experiments and remain unchanged throughout all
trials.

Computational Resources. All numerical experiments were conducted on a MacBook Air
equipped with an Apple M4 chip.
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