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Abstract

Existing studies have demonstrated that for laser powder bed fusion (L-PBF) processes, ap-
plying the default parameters given by the manufacturers to build certain geometries (e.g., those
including an overhang structure) could lead to overheating during the build process. Therefore,
there is a strong need to optimize process parameters over the geometry to reduce overheat-
ing. Prior studies have also shown that interlayer temperatures have a significant thermal effect
on the resulting melt-pool size and morphology, suggesting the need of controlling part-level
temperatures to improve the build quality. Motivated by these needs, this paper presents an
experimental demonstration of a model-based optimal control of laser power on each grouped
layer (consisting of multiple physical layers) to reduce interlayer temperatures below a target

threshold. The optimal laser-power profiles are derived from solving a convex program, which
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provides a theoretical guarantee for optimality, and they are implemented on an EOS M280
L-PBF system as a feed-forward control. Results from this study show that the thermal con-
trol is capable of reducing interlayer temperatures when needed. Moreover, the thermal control
helps reduce the variability of melt-pool size along the build direction, leading to more than
20% reduction in melt-pool mean half-width at a representative layer (layer 876) compared to
the uncontrolled case. Furthermore, the microhardness of the area of interest (near layer 876)
under the thermal control has 6% increase in the percentage-of-test-points above 297 HV and
32% increase in the percentage-of-test-points above 318 HV compared to the uncontrolled case,

indicating improved hardness under the optimal control of laser power.

keyword: Interlayer temperature; multi-input multi-output (MIMO); optimal control; part-scale

thermal control; melt-pool morphology, microhardness

1 Introduction

Laser powder bed fusion (L-PBF) is an important metal-based additive manufacturing (AM) pro-
cess that enables fabrication of complex parts with a high geometric resolution [1]. The default AM
process parameters recommended by AM machine manufacturers are typically identified through
experimental trial-and-error on a set of simple test coupons. However, such default parameter val-
ues often do not work well in building a more complex geometry. For example, overheating often
occurs during the build process of an overhang structure, where more energy is used to scan each
layer with the increase of the build height while there is insufficient conduction to dissipate heat
away [2,3]. Such overheating is often associated with poor build quality such as over-melting and
keyhole-induced porosities [4,5]. Therefore, there is a strong need to optimize process parameters
over the geometry to avoid overheating.

Most of the existing efforts for process control to reduce overheating focused on scan-vector



level control to reduce local overheating within a layer [6-12]. A full simulation of scan-vector level
control in finite-element (FE) analysis requires running a moving-source model and is computation-
ally prohibitive for simulating a sizable part. Only a few studies investigated the layer-by-layer,
part-level thermal control to reduce overheating [13-16], as reviewed in the following. In Ma et
al. [13], when the surface defect area ratio, computed from in-situ images of part surface, fell below
a predefined threshold at a layer, a proportional controller was applied to adjust laser power at
subsequent layers to enhance surface quality in the L-PBF process. Vasileska et al. developed
a closed-loop layer-wise control strategy for building large overhang parts [14]. A switching-logic
controller with constant control gains was applied to reduce the laser duty cycle when the measured
laser heated area was larger than its nominal value. However, their results were not validated with
a porosity analysis despite that the reduced energy density could cause lack-of-fusion defects.

In Riensche et al. [15], a graph-theory based thermal model was used to determine the layers with
potential heat buildup by checking if the simulated end-of-cycle surface temperature had more than
20 °C increase between two successive layers. Then, a trial-and-error iterative thermal simulation
was performed with respect to the laser power and interlayer dwell time. In their experimental
evaluation, only two laser power values (either the default 285 W or a lower-bound of the laser
power) were used, together with applying a fixed 10 s interlayer dwell time when needed.

Kavas et al. [16] developed a linear-quadratic feedback controller of laser power to stabilize the
interlayer temperatures for three overhangs of 45°, 68°, and 80° in L-PBF. An empirical linear time-
invariant model was obtained by applying system identification over collected data of laser powers
and the resulting average layer temperatures on test prints. However, the system-identification
model in [16] did not account for the fact that heat accumulation is geometric-dependent, causing
large (60 °C) predication errors for the 45° overhang.

It is worth pointing out that in both Riensche et al. [15] and Kavas et al. [16], a single laser-power



value was applied for each part layer that needed to be corrected. This worked well for parts with
a simple geometry composed of a single geometric feature in each layer, where the temperature
distribution of a layer was relatively uniform. However, for a complex geometry where a layer
consists of multiple geometric features each of which has its own level of temperature, applying the
same laser power value for the entire layer becomes problematic. For example, in order to correct
the heat buildup in one region of a layer, the reduced laser power could cause lack-of-fusion in
another region of the same layer. Consequently, applying an individualized level of laser power for
each geometric feature in a layer is needed to tackle such complexity.

This paper presents an experimental demonstration of a model-based part-level optimization of
laser power to reduce interlayer temperatures below a target threshold. Interlayer temperature is
the layer temperature right before laser starting to melt a new powder layer [3,17-19]. It reflects the
thermal accumulation from building the past layers, and thus it can serve as a proxy to indicate
where overheating occurs and needs to be corrected. A square-canonical geometry is used as a
demonstrating example. Its multiple geometric features (inner- or outer-wall, support structure)
in a layer exhibit different interlayer temperatures and thus require different levels of laser power,
e.g., one power value for the inner-wall and a different power value for the outer-wall.

The part-level optimization of laser power in this study is enabled by the finite-difference (FD)
part-scale thermal model developed in our prior work [19]. The model defines a node for each
geometric feature in a part slice and along the build direction, the nodes form a multi-branch
network (see Sec. 2.2). Compared to conventional FD models defined on a regular grid [20,21],
this network-based FD model allows an easier way to handle curved or irregular geometries and it
needs a much reduced number of nodes with decent modeling accuracy. As the FD model defines
a node for each geometric feature in a part slice, it allows the development of an (FD) node-

dependent laser power optimization that controls each geometric feature with an individualized



level of laser power. In addition to modeling development, our prior work [19] also included a
preliminary control simulation with the purpose of showing the feasibility of using the model for
thermal control, without any experimental evaluation. Built on top of the prior results in [19],
this study focuses on improving build quality through the control of interlayer temperatures, by
comparing two laser-power optimization schemes with and without imposing a practical lower
bound on laser power. The experimental investigation in this study serves two purposes. First, our
prior work [19] only validated the FD model under a constant laser power. It is unknown if the
model would still hold under a range of varying laser power values, which is necessary for model-
based process optimization. The experimental results in this study show that the model-based
laser power optimization is able to enforce the interlayer temperature below a target threshold for
most of the part layers. This implies that the FD model is able to capture the essential physics of
the part-scale thermal evolution, albeit developed based on many assumptions and simplifications.
Second, through evaluation of melt-pool cross-sections and microhardness at representative layers of
as-built samples, the experimental investigation in this study shows that the proposed optimization
of laser power with a lower power bound can reduce the variability of melt-pool size along the build
direction and also improve the microhardness, indicating improvement of build quality under the
optimal control of laser power.

The control optimization in this study makes the following contributions to the existing litera-
ture on part-level thermal control: 1) Providing the resulting control strategies with a theoretical
guarantee of optimality. Compared to Riensche et al. [15], where the laser-power input was obtained
through heuristics, this paper derives the laser-power profiles from solving a convex program; 2)
Advancing the applicability of laser power optimization to more complex geometries. Compared
to Kavas et al. [16], where the system-identification model ignored the geometric-dependent heat

accumulation, the optimization in this paper solves upon a finite-difference model that captures



not only the part-geometry, but also the complex heat transfer among part components, support
structures, and powder. Compared to the one-power-per-layer control in Riensche et al. [15] and
Kavas et al. [16], this study optimizes (FD) node-dependent laser powers for different geometric
features in a layer.

This paper is organized as follows. The methods and materials are given in Sec. 2, where we
give a brief overview of the part-scale thermal model introduced in our prior work [19], followed by
presenting two optimization schemes to control the interlayer temperatures. We then present the
experimental setup for feed-forward control implementation of the optimized laser power profiles,
in-situ thermal imaging, and micrograph and microhardness measurements of the final samples.

Experimental results and discussions are given in Sec. 3, and conclusions are drawn in the end.

2 Methods and Materials

2.1 Part geometry

This study considers the same twin square-canonical geometry of Inconel 718 as in [22] (see Fig.
1). Each canonical part consists of 1270 layers with a dimension of 64.24 mm x 64.24 mm x 50.8
mm, built on a tool steel substrate of 252 mm x 252 mm x 30 mm by the EOS M280 L-PBF
system. The part structure is composed of an outer wall and an inner wall, which are separated at
lower layers, then merged at layer 1020 to form an overhanging junction, and eventually separated
at layer 1144 till the end. The thickness of the outer wall is 2.29 mm, and the thickness of the inner
wall is 0.83 mm at its lower layers. Porous support structures of Inconel 718 are used during the
build process. They are in the form of square honeycombs with a wall spacing of 0.82 mm and a
wall thickness of 0.12 mm. As illustrated in the mid-section view of the part in Fig. 1, the support

starts to get contact with the inner wall surface at layer 894.
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Figure 1: STL of the square-canonical geometry.

Each powder layer has a thickness of 40 pum. All scans have a hatch spacing of 110 um. In
order to compare and assess the melt-pool morphology along the build direction, the build plan
is designed to align hatches in X and Y directions, with a 90° rotation angle from layer to layer.
Fig. 2 shows the hatch/stripe patterns from two sample layers. Such build plan allows alignment
of melt-pool cross-sections from every other layers along the build direction (in Z-direction) after
performing a XZ-plane cut to the as-built sample. The substrate is heated and maintained at 80

°C during the build process.

2.2 Overiew of a multi-branch-network based part-scale thermal model

Our prior work developed a multi-branch-network based part-scale thermal model using a finite
difference method [19]. The model is established based on the following assumptions and simplifi-
cations: 1) It is assumed that the heating process of a whole layer of the powder bed by the laser
beam is simultaneous and thus the hatch-by-hatch scanning strategies are not explicitly accounted;

2) A layer-scaling scheme is applied to utilize grouped layers (each consists of multiple physical
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Figure 2: Hatch/stripe at two sample layers.

layers) in thermal modeling to reduce the overall model dimension; 3) Constant thermal properties
are assumed and thermal radiation is omitted to simplify the process physics; and 4) It is assumed
that for a part slice, the variance of temperature distribution of each geometric feature is small.
The first assumption has been widely adopted in part-scale FE models [18,23-29], the second as-
sumption adopted in [28,30-32], and the third assumption adopted in [15]. The fourth assumption
is supported by the experimental observation from [3].

The square-canonical geometry is divided into a total of 70 grouped layers (part slices) with
each consisting of 18 physical layers. For a grouped layer, one node is defined for the inner wall
and one node is defined for the outer wall when the two walls are separated. If a grouped layer
contains supports, an additional node is defined for each support. A substrate node is defined for
each substrate slice. A network structure showing thermal conduction among the nodes is given
in Appendix A. An aggregate powder node is also defined in each grouped layer. It is connected
to all other nodes in the same grouped layer to characterize the heat loss from each fused solid

component (part, support or substrate) to the powder, and it is also connected to the top/below



powder nodes in the neighboring grouped layers. The study in [19] shows that the powder nodes
serve as a medium between the inner- and outer-wall and they play a critical role in modeling the
thermal interaction between the inner- and outer-wall.

Consider a grouped layer £. Let tfot denote the total simulation period for building layer ¢, then
tfot = tﬁroc+t£ecoat, where tf;mc and tf,ecoat denote the respective laser processing time and recoating

time. Further let 77 denote the temperature of each node i at a time increment p. Next, define

the part-level temperature vector as follows:
-
Ty £ [17,...,T},...,T,] (1)

where N, denotes the total number of nodes on and beneath layer £.
Then, the part-level temperature field Tﬁ’ is governed by the following FD model in a compact
matrix form [19]:

T =T YAT, +RT,), p=0,--,ng—1 (2)

where T, is the ambient temperature, and ny is the maximum time index for t{,,. The matrices T,

A, and R are given in Appendix A. The initial condition T? is given as follows [19]:
(T = [(T,5) T (T (P)T] (3)

where TZY{ Y denotes the temperature vector at the final time index n(—1) of the previous layer
(£ —1); TZ,, denotes the activation temperature vector for the m, number of nodes on layer ¢, and
it is a function of the the laser power vector P,. The dimension of the laser power vector Py is

my X 1, with each element Pg(i) denoting the laser power for node i in layer £ . The mathematical
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expression of T ,(Py) is given in Appendix A.



2.3 Optimal control of interlayer temperature

In terms of the dynamic equation (2) for the part-level temperature field, a variety of thermal
control optimizations can be formulated to achieve different control objectives. This study focuses
on optimal control of interlayer temperatures. In terms of the part-level temperature field T?,
the interlayer temperature T}”te’" immediately before the laser melting a new layer (¢ 4+ 1) can be
derived as follows [19]:

Ty = ST}* (4)

where T%"t” is a vector of my x 1, with my denoting the number of nodes on layer ¢; S is a matrix

OfmZXNg,
0 0 0 1
0 0 1 0
S = (5)
O «--- 0 1 --- 0

with its elements s(i,j) =1 if i + j = Ny + 1; s(i, j) = 0 otherwise.

For the square-canonical geometry, it is shown in [3] that under the default laser power of 285
W, the interlayer temperatures range from 80 °C to above 300 °C' (see Sec. 3.1). The root-mean-
square error between the model computed interlayer temperatures and mean values of the measured
temperatures was less than 25 °C, and the corresponding mean error rate of the prediction was less
than 11%.

Two optimal control formulations are considered in this study for experimental investigation.
In the first formulation (OPT1: Opt w/o power-bound), the laser power is optimized, without a
lower bound, such that the interlayer temperatures will not exceed a pre-specified target threshold
value. A preliminary simulation of OPT1 was explored in [19] without experimental validation.

It is known that if the laser power is dropped too low, it will fail to melt the powder and lead

10



to lack-of-fusion defects. Hence, a lower bound for laser power is imposed in the second optimal
control (OPT?2: Opt w/ lower-power-bound).
For each grouped layer ¢, the mathematical formulations of OPT1 and OPT2 are given as

follows:

OPT1: Opt w/o power-bound

ngien J = Po— Paecsaur ||” (6)
st. TV =T YATV +RT,), p=0,---,n—1

(THT = [(T,7)T (Taar(Pr)) 7]

Tznter — ST

Tznter < Tinter (7)
OPT2: Opt w/ lower-power-bound

OPT1:eq.(6) — eq.(7)

P, > P (8)

where the cost function in eq. (6) drives the optimization to favor laser power values that are
closest to the default value provided by the machine manufacturers. The inequality (7) imposes

=inter

that the interlayer temperature should not exceed a target threshold T and eq. (8) imposes
that the applied laser power values should be above a lower bound P.

In both cases, the laser power Py, on each grouped layer ¢ is defined as the control vector.
Noting that both the output T@"t” and input P, are vectors with a dimension of my, x 1, the

control problem is a my x m, multi-input, multi-output (MIMO) control problem. Depending on

the grouped layer number ¢, the my, nodes on a grouped layer ¢ may consist of part nodes and
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support nodes. Hence, the control formulations here allow optimizing laser powers for melting
both the part components and support structures. For simplicity, the subsequent simulation and
experimental validation only consider controlling the laser powers for melting the part components
(inner- and outer-walls) while leaving the laser power for melting the support structures at their
default value given by the manufacture.

OPT1 is a convex program and it is solved by using the MATLAB package cvz, which applies
a primal-dual interior-point algorithm through the SEDUMI/SDPT3 solvers. It takes 35 s to solve
OPT1 for the entire build of 70 grouped layers on a Dell laptop with Intel® Core i7-3632QM CPU,
2.20 GHz. For OPT2, depending on the lower bound P in eq. (8), there may not exist a feasible
solution to satisfy the interlayer temperature constraint defined in eq. (7). If the optimal laser
power turns out to be less than the lower bound in solving eq. (6) - eq. (7), it is set to the lower
bound. In this study, a lower bound of 228 W is imposed on laser power in OPT2. This is a 20%
reduction from its default value of 285 W and considered to be a safe estimate without causing lack
of fusion under the room temperature [15,33]. Table 1 lists the other process parameters used in
the simulations and the experimental validation.

Fig. 3 shows the optimization results for OPT1 and OPT2, where the target threshold for
interlayer temperature is set to be 200 °C. Fig. 3(a) (right vertical-axis) shows the optimal laser
power profile obtained from OPT1, and Fig. 3(a) (left vertical-axis) shows the resulting interlayer
temperatures. Both the inner- and outer-wall interlayer temperatures are maintained under the
target threshold during the entire simulated build process. For the first 35 grouped layers where
both the inner- and outer-wall interlayer temperatures are below the threshold value of 200 °C, the
default laser power of 285 W is used for both walls. After the grouped layer 35, the laser power for
the inner-wall has to be reduced to ensure that the inner-wall interlayer temperatures stay below

the target threshold. After the grouped layer 50, the laser power for the inner-wall starts to increase
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Figure 3: Optimal control of interlayer temperature for the square-canonical geometry: controlled
interlayer temperatures (left y-axis) and optimal laser power inputs (right y-axis); inner-wall and

outer-wall merge at grouped layers 57 - 63 and thus only outer-wall temperatures are shown. (a)

OPT1; (b) OPT2.
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Table 1: Process parameters used in simulations and experimental validation.

Parameter Value Unit
Recoating time between two physical layers 8.5 s
Laser spot size 80 [34] pum
Default laser power (part) 285 w
Default laser power (support structure) 100 w
Laser transmission efficiency 0.4 -
Laser scan speed (part) 960 mm/s
Laser scan speed (support structure) 900 mm/s
Ambient temperature Ty, 25 oC
Substrate preheating temperature 80 °C
Hatch space 0.11 mm
Thickness of a physical layer 0.04 mm
Thickness of a grouped layer of 18 physical layers  0.72 mm
Substrate thickness 30 mm
Solid volume fraction of support 0.27 -

from its lowest value of 150 W. The laser power for the outer wall stays close to 285 W before the
outer-wall merges with the inner-wall at the grouped layer 57, after which the laser power for the
junction is reduced to ensure its interlayer temperatures stay below the threshold value of 200 °C.
When the two walls separate again at the grouped layer 64, the predicted interlayer temperatures
for both walls are below the threshold value and thus the default laser power of 285 W is applied
for both walls.

For OPT2, Fig. 3(b) shows that up to the grouped layer 38, the optimal laser power profile
(right vertical-axis) overlaps with its counterpart under OPT1. From the grouped layer 39 to layer
56, there is no feasible solution that simultaneously satisfies both constraints on the inner-wall
interlayer temperature and on the inner-wall laser power. As a result, when the inner-wall laser
power is saturated at its lower bound of 228 W, the corresponding inner-wall temperatures have

exceed the target threshold, with a maximum overshoot of 58.6 °C beyond the threshold. For the
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grouped layers higher than 56, the interlayer temperatures follow a similar trend as in OPT1.

2.4 Experimental setup

2.4.1 Implementation of optimized laser power profiles

The optimal laser power inputs of OPT1 and OPT2 shown in Fig. 3 (right y-axis) are then
implemented on the EOS M280 L-PBF system. A flow chart is given in Fig. 4. First, STLs for
the inner-wall slice and outer-wall slice of each grouped layer are generated. These STLs, together
with their respective laser power values, are then used by the machine operator to program each

optimization scheme as a feed-forward control.

2.4.2 Optimization cases

For each optimization scheme (OPT1 and OPT2), multiple samples are built, as summarized in
Table 2. Full-build samples with 1270 physical layers are fabricated to validate the proposed thermal
control. In addition, partial-build samples are fabricated and post-processed (see Sec. 2.4.4) to
investigate the effect of control on the melt-pool size and microhardness. The samples built with
the default laser power of 285 W from our prior studies [3,22] are included in Table 2 as the baseline
(BL-) samples for comparison. BL-300 and BL-876 are samples for which the build process stops
after finishing the physical layer no. 300 and no. 876, respectively. They are built to compare the
melt-pool cross-sections of the outer-wall at layer 300 (with interlayer temperature at about 100 °C')
and the melt-pool cross-sections of the inner-wall at layer 876 (with interlayer temperature at about
300 °C') [22]. Stopping the build process at a specific layer ensures that the melt-pool cross-sections
at that layer will not be covered by subsequent layers and thus can be fully characterized. The
physical layers 300 and 876 are strategically chosen so that the melt-pool cross-sections from the

two layers having the largest difference in interlayer temperatures can be directly compared [22].
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Figure 4: Flow chart of implementing the optimal laser power profile as a feed-forward control.
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Table 2: Samples built with different laser-power strategies and different number of layers.

Samples Full build of 1270 layers Partial build of 300 layers

(Purpose) (Interlayer temp validation)  (Micrograph and microhardness

on outer-wall sections)

Partial build of 876 layers

(Micrograph and microhardness

on inner-wall sections)

BASELINE [3,22] BL-FullBuild BL-300 BL-876
OPT1 OPT1-FullBuild - OPT1-876
OoPT2 OPT2-FullBuild - OPT2-876
Interlayer Temperature
Layer number = 700
2500 350 2500
Powder
300
2000 2000 | Part
Outer-wall
20 er-wall
1500 2 1500
200 %
1000 g 1000
150
500 500 Support Structure

100

500 1000 1500 2000 2500

(a)

Figure 5: (a) Interlayer temperature distribution at physical layer 700 under OPT2; (b) Sample

layer mask derived from STL to identify the inner- and outer-wall regions from each thermal image.

As indicated by Fig. 3, the laser power melting the physical layer 300 (in grouped layer 17)
remains at the default level of 285 W, under either OPT1 or OPT2. Consequently, partial builds

of 300 layers are not repeated for OPT1 and OPT2. Only partial builds of 876 layers are repeated

500

1000

(b)

1500

2000

2500

under OPT1 and OPT2 (OPT1-876 and OPT2-876) to be compared with the baseline samples.

2.4.3 In-situ layer-wise thermal imaging

For OPT1-FullBuild and OPT2-FullBuild, in-situ thermographic imaging developed in our prior

work [3] is used to capture the temperature history of the top surface during each build process.

17



Specifically, an IR camera FLIR X6801sc is mounted on top of the EOS chamber to monitor and
capture images of the entire powder bed area through the chamber top viewport. Then, the thermal
image of interlayer temperature distribution before melting each new layer is extracted at the exact
moment when the recoater finishes the powder spreading. That is, the thermal data is collected
at step 3 of each laser processing cycle: 1) laser melts a physical layer; 2) recoater spreads a layer
of powder; 3) register the image of interalyer temperature; and 4) laser starts to scan the next
physical layer.

The thermographic radiance data recorded by the IR camera are converted into temperature
outputs in Celsius (°C) through a lookup table obtained from an offline calibration process in [3]
(see also Appendix B). Fig. 5(a) shows the interlayer temperature distribution in Celsius for the
entire physical layer 700 under OPT?2, including the left/right canonical parts and the power bed.
Fig. 5(b) shows a sample mask derived from the STL slice. The mask is used to identify a region
of interest (e.g., inner- or outer-wall) from the temperature image of a physical layer so that the
mean and standard deviation of the temperature distribution in that region can be computed. The
resulting inner- and outer-wall interlayer temperatures in each layer are then used to validate the

part-level thermal control given in Sec. 2.3.

2.4.4 Micrograph and microhardness measurements

In order to make a direct comparison with the baseline samples (BL-300 and BL-876) built in [22],
this study follows the same procedure for part sectioning and micrograph. Fig. 6(a) illustrates the
two sectioning cuts (Cut 1 and Cut 2) in the XZ plane performed on each partial-build sample.
Considering the hatch length of 15 mm (see Fig. 2), Cut 1 is made to study the melt-pool cross-
sections close to the end-of-hatch, reflecting how the change of laser scanning direction affects the

melt-pool cross-sectional area; and Cut 2 is made to study the melt-pool cross-sections at the
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Figure 6: Ilustration of (a) part sectioning and (b) areas for micrograph and hardness measure-

ments.

mid-of-hatch, reflecting the melt-pool’s steady-state size.

For each sectioning, micrographs are performed for the outer wall of BL-300 and inner walls
of BL-876, OPT1-876, and OPT2-876. Fig. 6(b) provides a schematic illustration on where the
micrograph is taken on the left-quarter of the geometry (same locations on the right-quarter not
shown for simplicity). The corresponding samples are then polished and etched, and a Keyence
VHX-7100 optical microscope is used to capture the metallographic images. As illustrated in Fig.
6(b), microhardness testings are performed for the same areas as the micrographs to assess the
local mechanical properties, using the Qness Q60 A+ microindenter through its Vickers indenter,

with a test force of 0.1 kg of force (kgf).
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Figure 7: Images of sample builds.

3 Experimental Results and Discussions

3.1 Interlayer temperatures

Fig. 7 shows images of multiple samples with different number of physical layers. For full-build
samples, Fig. 8 plots the mean trajectory and standard deviation of the in-situ measurements of
the inner- and outer-wall interlayer temperatures with respect to the physical layer numbers under
each laser-power strategy. All measurements correspond to the right canonical part (see Fig. 5(a)
for a sample thermal image of the left/right canonical parts). It is shown that except physical
layers 1000 - 1144, OPT1 is able to meet the target threshold for interlayer temperatures. OPT2,
albeit not able to meet the target, has reduced the interlayer temperatures during physical layers
648 - 1000 compared to the BL-FullBuild.

Recall that the inner- or outer-wall of each grouped layer is represented by a node in the FD
model in Sec. 2.2. As a result, the model-based optimization in Sec. 2.3 directly controls the
mean of the inner- or outer-wall interlayer temperature in each grouped layer. To validate such
control objective, Fig. 9 only plots the mean trajectories of the inner- and outer-wall interlayer
temperatures to compare different laser power schemes, where the standard deviations are not

shown for clarity of the illustration. The readers are referred to Fig. 15 in Appendix B for the
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standard deviations.

Fig. 9 shows that for the grouped layers before 36 or later than 64, the controlled mean inner-wall
or mean outer-wall interlayer temperatures (under either OPT1 or OPT2) resemble their respective
uncontrolled counterparts, as the optimized laser powers end up staying at the default value of 285
W for these layers (see Fig. 3). Under OPT1, the mean inner-wall interlayer temperatures during
the grouped layers 37 - 55 are closely aligned with the anticipated threshold, indicating that the
control objective is met. Under OPT2, the mean inner-wall interlayer temperatures during the
grouped layers 37 - 39 are aligned with the threshold value. However, as the laser power for
the inner-wall is saturated at its lower bound in the grouped layers 40 - 56 (see Fig. 3(b)), the
corresponding controlled inner-wall interlayer temperatures have exceeded the target threshold.
Nevertheless, compared to BL, OPT2 has reduced the inner-wall interlayer temperatures by up to
40 °C (or 13%) in the grouped layers 40 - 56.

Remark: Under OPT1, during the physical layers 1000 - 1144 (grouped layers 56 -63) where
the two walls grow closer and then merge into one junction, the temperatures are close to 250 °C
and thus do not meet the target threshold. Note that the optimal laser powers are dropped for
scanning the junction layers (see Fig. 3(a) for simulation results), but the reductions are not large
enough to lower the temperatures sufficiently. One potential source for not meeting the target
temperature threshold is due to modeling errors where the junction interlayer temperatures are
under-estimated, possibly attributed to the simplification of the powder elements used in the FD
modeling [19]. Another reason for not meeting the temperature threshold is possibly attributed to
the way of programming the optimal laser power for each STL slice in EOS M280 (see Fig. 4). In
the experiment, the default downskin and upskin of the machine setup are turned off to prevent the
EOS toolpath software from interpreting the bottom of each part slice as a downskin. As a result,

the default machine downskin-power of 95 W and upskin-power of 153 W are overridden by the
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higher power values from OPT1. Such machine programming modification has the most impact on

processing the junction as it has the largest downskin and upskin areas.

3.2 Melt-pool dimensions

As stated in Table 2, micrographs are performed on the outer-wall of BL-300 and inner-walls of BL-
876, OPT1-876 and OPT2-876. For all partial-build samples, only the melt-pool dimensions from
the top layer of each sample are measured and included for comparison, as discussed in Sec. 2.4.4.
Fig. 10 shows the optical micrographs of the melt-pool cross-sections from the inner wall of sample
OPT1-876. Lack-of-fusion defects are clearly visible and gaps exist between some neighboring melt-
pools on the top layer. Such lack-of-fusion defects are not totally unexpected considering that the
laser power for the inner-wall has dropped to as low as 150 W at the physical layer 876 (in grouped
layer 49), as shown in Fig. 3(a). This indicates that although the optimal laser-power strategy
OPT1 has achieved the objective of ensuring the interlayer temperatures below the target threshold
(except the junction), it has caused severe defects and thus is excluded from further comparisons.
Statistics of the melt-pool dimensions from OPT1-876 are given in Appendix C for completeness.

Fig. 11 compares the micrographs of the mid-of-hatch melt-pool cross-sections among BL-
300, BL-876, and OPT2-876. The sample melt-pool micrograph for OPT2-876 is taken from a
different surface side from those of BL-300 and BL-876, which explains why it shows the opposite
hatch sequence from the BL micrographs. Fig. 12 compares the micrographs for the end-of-hatch
melt-pool cross-sections. The melt-pool dimensions (mean and std) from the top layer of each
partial-build sample are given in Table 3 (for mid-of-hatch cross-sections) and Table 4 (for end-of-
hatch cross-sections) to reflect how melt-pool dimensions are affected by the interlayer temperature
and laser power resulted from different laser-power strategies. In addition, using the melt-pool

dimensions from the top layer of sample BL-300 as a baseline, the percentage of change in melt-
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(a) Mid-of-hatch, inner-wall

(b) End-of-hatch, inner-wall

Figure 10: OPT1-876: micrographs of inner-wall cross-sections show lack-of-fusion defects.

Figure 11: Comparison of the mid-of-hatch melt-pool cross-sections at the top layer of OPT2-876

(274 °C, 228 W) to melt-pools of BL-300 (100 °C', 285 W) and BL-876 (300 °C, 285 W) from [22].
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Figure 12: Comparison of the end-of-hatch melt-pool cross-sections at the top layer of OPT2-876

(274 °C, 228 W) to melt-pools of BL-300 (100 °C', 285 W) and BL-876 (300 °C, 285 W) from [22].

26



Table 3: Mid-of-hatch cross-sections: melt-pool dimensions (mean =+ std) and percentage of change

with respect to BL-300. p-value is calculated using unequal variance t-test; For p > 0.05, % of

change is deemed not statistically significant.

Build

Physical layer No.

(interlayer temp, power)

Half-width

Depth

value (um)

% of change (p-val)

value (um)

% of change (p-val)

BL-300 [22]
BL-876 [22]

OPT2-876

300 (100 °C, 285 W)
876 (300 °C, 285 W)

876 (274 °C, 228 W)

89.6£5.5

125.7£11.7

93.94+8.3

0%
1 40.3 % (p < 0.001)

1 4.8 % (p = 0.04)

173.9£13.4

167.1£12.0

142.249.8

0%
13.9% (p=10.2)

1 18.2% (p < 0.001)

Table 4: End-of-hatch cross-sections: melt-pool dimensions (mean + std) and percentage of change

with respect to BL-300. Only the post-laser-turn melt pools are included. For p > 0.05, % of

change is deemed not statistically significant.

Physical layer No. Half-width Depth
Build

(interlayer temp, power) value (um) % of change (p-val) value (um) % of change (p-val)
BL-300 [22] 300 (100 °C, 285 W) 76.4+7.2 0% 161.8+14.8 0%
BL-876 [22] 876 (300 °C, 285 W) 179.3+£14.6 1 134.7% (p < 0.001) | 220.2427.4 1 36.1% (p < 0.001)
OPT2-876 876 (274 °C, 228 W) 138.7£15.9 1 81.5% (p < 0.001) 138.8+14.4 | 14.2% (p < 0.002)

pool dimensions for each sample is given. Readers are referred to Appendix C regarding how the

melt-pool half-width and depth are measured from the micrographs.

Mid-of-hatch Consider the top layer of each sample shown in Fig. 11. They are processed with

different laser powers, where the top layer of OPT2-876 (in grouped layer 49) is scanned with 228

W and the BL samples are scanned with 285 W. The mean interlayer temperature for the top layer

of each sample is extracted from Fig. 8. Both factors (temperature and laser power) affect the

melt-pool dimensions. It is shown that for each sample, the top layer has pretty uniformly sized
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melt-pools. Under the default laser power of 285 W, the melt-pool mean half-width of BL-876 is
40% larger than its counterpart from BL-300, attributed to the 200 °C increase in the interlayer
temperature. Compared to BL-876, the average top-layer melt-pool size of OPT2-876 is visibly
reduced, attributed to both the reduced laser power (dropped from 285 W to 228 W) and the
reduced interlayer temperature (dropped from 300 °C to 274 °C'). Table 3 shows that the mean
half-width of OPT2-876 is only slightly larger (about 5% larger) than its counterpart from BL-300,
in contrast to the melt-pool half-width of BL-876 being 40% larger than BL-300. Overall, OPT2
has reduced the melt-pool mean half-width at layer 876 by about 25% compared to the uncontrolled
case (BL-876). This indicates that OPT2 has reduced the variability of melt-pool half-width along
the build direction compared to the uncontrolled case BL.

The sample variation in melt-pool mean depth between BL-300 and BL-876 is not statistically

significant, but OPT2-876 has a reduced melt-pool mean depth compared to the other two samples.

End-of-hatch Fig. 12 shows that for each sample, the end-of-hatch melt-pool cross-sections in
the top layer exhibit alternating sizes, where the post-laser-turn melt-pools are larger than their
respective pre-laser-turn melt-pools. By comparing only the post-laser-turn melt-pool cross-sections
among the three samples, we see a similar trend as observed for the mid-of-hatch melt-pool cross-
sections, but with a much amplified difference in magnitude reflecting the effect of local temperature
increase due to the laser turnaround from hatch to hatch. Table 4 shows that for the uncontrolled
case, the end-of-hatch melt-pool mean half-width in the top layer of BL-876 is about 130% larger
than its counterpart of BL-300. Under OPT2, the melt-pool mean half-width in the top layer of
OPT2-876 has reduced by more than 20% compared to the uncontrolled BL-876. The end-of-hatch
melt-pool mean depth in the top layer of OPT2-876 has reduced by more than 36% compared to

BL-876 and by more than 14% compared to BL-300.
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Table 5: Microhardness comparison among three samples at the examined area.

BL-300 BL-876 OPT2-876

% of test points having microhardness > 297 HV 100% 86.1% 91.6%

% of test points having microhardness > 318 HV 69.3% 36.0% 47.8%

3.3 Microhardness

Microhardness is considered as an indicator on how a material is able to deform plastically and
it is correlated with the material’s yield strength [35]. Fig. 13 shows comparison of the Vickers
microhardness maps taken from the outer-wall of BL-300 and from the upper inner-walls of BL-
876 and OPT2-876 (see areas of measurements illustrated in Fig. 6(b)). Table 5 compares the
percentage of test points in the examined area of each sample having microhardness above a specific
level, namely 297 HV or 318 HV. The baseline sample BL-300 has 100% of its test points above
297 HV and 69.3% of test points above 318 HV. For the uncontrolled case, the upper inner-wall
of BL-876 has a reduced percentage of test points above each specified microhardness level (297
HV or 318 HV) compared to BL-300, indicating a reduced hardness along the build direction.
Compared to BL-876, the upper inner-wall of OPT2-876 has 6% increase in the percentage of test
points above 297 HV and 32% increase in the percentage of test points above 318 HV, indicating
improved microhardness under OPT2.

The hardness variation across the three samples could be attributed to the change of cooling
rates described as follows. An approximate calculation of the average cooling rate at the center

line of a weld is given in Kistler et al. [36],

dr v 9
P Zﬂk@(Tm — 1) (9)

where k is the thermal conductivity, v is the processing speed, 7 is the laser efficiency, @ is the

laser power, T}, is the melting temperature, and T} is the substrate predeposition temperature.
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Figure 13: Comparison of microhardness maps among BL-300, BL-876, and OPT2-876.

Eq. (9) is used here for qualitative analysis. It indicates that under the same laser power of 285
W, the increase in interlayer temperatures (can be viewed as the predeposition temperature Ty here)
from lower values for BL-300 to higher values for the upper inner-wall of BL-876 will render slower
cooling rates for BL-876, contributing to reduced hardness for BL-876. By comparing OPT2-876
and BL-876, the reduced laser power @ used in OPT2-876 will increase the cooling rate, and the
reduced interlayer temperatures in OPT2-876 will further increase the cooling rate. Hence, OPT2-

876 is expected to have higher cooling rates than BL-876 and thus helps recover its hardness.

4 Conclusion

This paper presents a part-level optimization of laser power as a feed-forward control of interlayer
temperature for L-PBF processes. The optimization of (FD) node-dependent laser powers enables
the control of each geometric feature in a grouped layer with an individualized laser power. Two
specific optimal control schemes are investigated, with or without a lower bound on laser power,
and they are experimentally validated using a square-canonical geometry. Experimental results

show that the optimal laser-power scheme without a lower bound (OPT1) is capable of reducing
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the interlayer temperatures below the target threshold except at the junction of the inner- and
outer-walls due to modeling errors and implementation limitations with the EOS M280 system.
However, the significantly reduced laser power (up to 50%) from its default value in OPT1 has
resulted in lack-of-fusion defects. By imposing a lower bound on laser power, the resulting optimal
laser-power scheme OPT2 has effectively reduced the interlayer temperatures albeit not meeting
the target threshold due to control saturation at its lower bound. Experimental results also show
that OPT2 has reduced the variability of the melt-pool size along the build direction. Overall, the
melt-pool mean half-width at layer 876 under OPT2 has reduced by more than 20% compared to the
uncontrolled BL-876. In addition, for microhardness measurements in the area of interest close to
layer 876, OPT2 has 6% increase in the percentage-of-test-points above 297 HV and 32% increase in
the percentage-of-test-points above 318 HV compared to the uncontrolled case, indicating improved
hardness under OPT2.

This paper has only used laser power as a knob for controlling interlayer temperatures. Ex-
perimental results indicate that to avoid lack of fusion, the design space of laser power is limited.
Interlayer dwell time was used as an additional knob in [15] to further reduce overheating. However,
applying a common dwell time for the entire part layer as in [15] might not work well for a complex
geometry where a layer consists of both hot and cold regions. The added interlayer dwell time will
help reduce the temperature of the hot region but will further cool down the cold region, which

would increase the risk of creating shrink lines in the build.
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Figure 14: Network structure showing thermal conduction among nodes used in the FD model [19].

Appendix A: Network structure, matrices and thermal parameters

of the part-scale thermal model

A network structure showing thermal conduction among the nodes used in the FD model is given

in Fig. 14, where powder nodes are not shown for simplicity.

Model matrices Define

b
_ Aol Iizv]

i
AcspicpviA‘ri
=— > bij=

. ,
“= At ’ = ApoudViks i = Agphi (10)

Cik =
) i,
0i.
In a;, A}, denotes the cross-sectional area of node ¢ , Az; denotes its thickness; p; is its density; ¢, ;

denotes its specific heat. In b; ;, AZOIJ denotes the overlap (contacting) cross-sectional area between
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node 4 and its neighboring node j; x;; denotes the effective thermal conductivity between node 4
and node j (two nodes could be of different materials); d; ; denotes the distance between the centers
of nodes ¢ and j. In ¢;, ;1 denotes the heat transfer coefficient at the solid-powder interface with

A’i,k

powd denoting the interface area. In 7, Ag f denotes the surface area of node ¢ exposed to the

surroundings, and h; denotes the surface convection coefficient.

Then, I' =
ar+ Y, b+ > car+n —bi2—ci2 —bi,n, —C1.N,
JENY ke&f
—bo1 —c21 as+ Y baj+ Y coptre - —ba, N, — C2,N,
JENS kel
—bn,,1 — N, 1 —bN,2 = CN, 2 ceoan, D bt X enk TN,
JENT, ke,

(11)

where /\ff denote the set of neighboring nodes of node i. When node j represents a solid component,
¢ : : ) ; ¢
&; represents the set of neighboring powder nodes; when node j represents a powder node, &;

represents the set of neighboring solid nodes.

A = diag(aq,...,an,), (12)

R: [Tl,TQ,...,TNZ]T. (13)

Detailed derivations of these matrices are given in [19].

Activation temperature as a function of laser power In the grouped layer ¢, let Pg(i) denote
the laser power for node ¢, and then let P, denote the resulting vector of laser powers. Let Tgct

denote the activation temperature vector as a function of Py, where the activation temperature for
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node 7 satisfies

p()
(4) My
Toct (P, =T, 14
t( Y4 ) + pCplhstQU ( )

T, is the ambient temperature, 7 is the laser absorption efficiency, l,s; denotes the hatch spacing,

tg is the thickness of each physical layer, and v is the laser scan speed.

Model thermal parameters Model thermal parameters are summarized in Table 6, where only
the five parameters (indicated by the prefix *) Kpowd powd, Psubs, powd,sides Ypart,powds 30 Ysubs powd
are identified using experimental data. All other thermal parameters are either computed using
known material properties or pre-set using past knowledge. In [19], these five thermal parameters
were identified using randomly-selected half of the experimental data obtained under the default
laser power of 285 W by minimizing the root mean squared error (RMSE) between the model
predictions and the measured mean interlayer temperatures. The resulting model was then validated
using the other half of the experimental data. In this study where the model is used for control
purpose, these five thermal parameters are tuned using the entire set of experimental data obtained
under the constant laser power of 285 W and thus their values in Table 6 are slightly different from

those in [19].
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Table 6: Thermal parameters in the finite-difference model, where x4 g denotes the conduction
coefficient between the element type A and B (which can be part, support, substrate, or powder);
YC,powder denotes the heat transfer coefficient between the solid component (part/substrate/supp)

and powder nodes.

Category Parameter  Value
Conduction Kpart part 0.0114
(W/mmK) K subs,subs 0.0243

Kpart,subs 0.0078
K supp,supp 0.0031
Kpart,supp 0.0024
Ksubs,supp 0.0027

—6
*Fpowdpowd 1.2 X10

Convection boundary conditions hiop 1.0 x107°
(W/mm?K) *Psubs 2.1 x107°

*Npowd,side 1.0 x107°

Heat transfer between solid and powder elements *Ypart,powd ~ 3-3 X 107°
(W/mm?2K) *Ysubs,powd  3-3 x107°

Vsupp,powd 8.4 x1076

*: parameters tuned using experimental measurements.
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Appendix B: Mean and standard deviation of inner-/outer-wall in-

terlayer temperatures in each grouped layer

Emissivity calibration was conducted in our prior work [3]. The effective emissivity calibration
was performed through a dedicated test stand simulating the FLIR position on EOS, where 12
samples were heated to 350 °C and then allowed to cool to the room temperature of 22.25 °C.
Synchronized IR imaging and thermocouple data were recorded during the cool-down period for
calibration. More details were given in [3].

Fig. 15 shows the mean and standard deviation of the inner- or outer-wall interlayer temper-
atures with respect to the grouped layer number. For each grouped layer, under either OPT1
or OPT2, the coefficient of variation (COV) for the inner-wall (or outer-wall) interlayer tempera-
tures is less than 0.086. This is comparable to the interlayer temperature measurements from the

uncontrolled sample BL-FullBuild, which has a maximum COV of 0.073.
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Figure 15: Mean and standard deviation of interlayer temperature measurements at each grouped

layer, under (a) BL, (b) OPT1, and (c) OPT2.
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Figure 16: Illustration of melt-pool half-width and melt-pool depth.

Table 7: Mean and standard deviation of melt-pool dimensions under OPT1.

Physical layer No.
Build Cross-section  Half-width (um) Depth (um)
(interlayer temp, power)

Mid-of-hatch ~ 63.54+11.9 91.1£20.4
OPT1-876 876 (200 °C, 150 W)
End-of-hatch  65.4+13.4 93.34+20.4

Appendix C: Melt-pool dimensions from micrograph and melt-pool

statistics of OPT1-876

Fig. 16 illustrates how the melt-pool depth and half-width are defined. The melt-pool depth is
determined by first identifying the highest and lowest pixels within the melt-pool exposed region,
followed by calculating their difference and multiplying by the dimensional scale factor indicated
in the legend of the micrograph. The melt-pool half-width is determined as the horizontal distance
between the lowest point of the melt-pool and the farthest point on the exposed side of the melt-
pool, followed by multiplying the dimensional scale factor.

Although OPT1 has caused lack-of-fusion defects and is excluded from further comparison
against OPT2 and BL on micrographs and microhardness, the melt-pool dimensions under OPT1

are given in Table 7 for completeness.
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