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Abstract

Computer simulations have long presented the exciting possibility of scientific
insight into complex real-world processes. Despite the power of modern comput-
ing, however, it remains challenging to systematically perform inference under
simulation models. This has led to the rise of simulation-based inference (SBI), a
class of machine learning-enabled techniques for approaching inverse problems
with stochastic simulators. Many such methods, however, require large numbers of
simulation samples and face difficulty scaling to high-dimensional settings, often
making inference prohibitive under resource-intensive simulators. To mitigate these
drawbacks, we introduce active sequential neural posterior estimation (ASNPE).
ASNPE brings an active learning scheme into the inference loop to estimate the
utility of simulation parameter candidates to the underlying probabilistic model.
The proposed acquisition scheme is easily integrated into existing posterior estima-
tion pipelines, allowing for improved sample efficiency with low computational
overhead. We further demonstrate the effectiveness of the proposed method in the
travel demand calibration setting, a high-dimensional inverse problem commonly
requiring computationally expensive traffic simulators. Our method outperforms
well-tuned benchmarks and state-of-the-art posterior estimation methods on a large-
scale real-world traffic network, as well as demonstrates a performance advantage
over non-active counterparts on a suite of SBI benchmark environments.

1 Introduction

High-fidelity computer simulations have been embraced across countless scientific domains, fur-
thering the ability to understand and predict behaviour in complex real-world systems. Modern
computing architectures and flexible programming paradigms have further lowered the barrier to
capturing approximate models for scientific study in silico, enabling wide-spread use of computational
experiments across disciplines. However, despite the relative ease of capturing real-world gener-
ative processes programmatically, the resulting black-box programs are often difficult to leverage
for inverse problems. This is a common challenge in practical applications; the simulator is often
computationally expensive to evaluate, its implicit likelihood function is generally intractable, and
the dimensionality of high-fidelity outputs is typically prohibitive. To address these issues, likelihood-
free inference methods have been introduced, operating under the broadly applicable assumption
that no tractable likelihood function is available. Early success along this direction was achieved
through easy-to-use methods like Approximate Bayesian Computation (ABC) [41, 6], or extensions
of kernel density estimation. The scale of real-world applications demands more flexible and scalable
approaches, which has lead to the integration of aptly suited deep learning methods in likelihood-free
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settings. Neural network-based methods [33, 29, 17] have since been proposed, introducing greater
flexibility when approximating probabilistic components (e.g., the posterior, likelihood ratio, etc)
in the inference pipeline. The use of the term "simulation-based inference" (SBI) has since been
colloquially embraced [11] when referring to this emerging class of techniques.

SBI methods primarily leverage deep learning through their use of neural density estimators (NDE),
neural network-based parametrizations of probability density functions. Common choices of NDE in
practice include mixture density networks [8] and normalizing flows [40, 34], along with popular
extensions (e.g., Real NVP [12], MAE [16], MAF [35], etc). Methods also vary in the probabilistic
form they elect to approximate; the posterior [33], the likelihood [36], and the likelihood ratio [19, 13]
are all common choices for well-established methods.

While many SBI techniques leverage basic principles from active learning (AL), they are mostly
established as a helpful heuristic for increased sample efficiency, rather than an explicit optimization
over a defined acquisition function. For example, methods like Sequential Neural Posterior Estimation
(SNPE) [33] boost sample efficiency (over non-sequential methods) by iteratively updating a proposal
prior p(0), steering simulator parameters to values expected to be more useful for learning the
posterior under observations x,, of interest.

While sequential proposal updates are an effective first-order step to more informative simulation
runs, there are many key factors that remain overlooked. For example, the updated proposal does
not take into account the current parameters of the NDE itself, and parameter samples in the batch
are drawn from the current proposal independently. This fails to fully utilize myopic AL strategies
and batch optimization, leading to large amounts of simulation runs with high expected information
overlap and wasted computation. To address this issue, we formulate an active learning scheme that
(1) selects samples expected to target epistemic uncertainty in the underlying probabilistic model,
and (2) makes acquisition evaluation simple and efficient when using any Bayesian NDE.

We demonstrate the effectiveness of our method on the origin-destination (OD) calibration task. OD
calibration aims to identify OD matrices that yield simulated traffic metrics that accurately reflect
field-observed traffic conditions. It can be seen as a parameter tuning process, akin to model fitting in
machine learning. From the machine learning perspective, OD calibration presents challenges due to
the requirement of calibrating specific unique samples from observed traffic information, such as link
flows, trip speeds, etc.

Our contributions are summarized as follows:

* Active Sequential Neural Posterior Estimation (ASNPE), an SNPE variant that incorporates
active acquisition of informative simulation parameters 6 to the underlying (direct) posterior
estimation model, without the use of additional surrogate models. This helps to drive down
uncertainty in parameters of the utilized NDE and improve sample efficiency, both of which
are particularly important when interfacing with computationally costly simulation-based
models.

* An efficient approximation to the proposed acquisition function above, along with a means
of training Bayesian flow-based generative models for density estimation during posterior
approximation (both with open source implementations®). Leveraging this class of models
enables direct uncertainty quantification in the acquisition function, and is more flexible,
efficient to train, and scalable to high-dimensional data than many traditional Bayesian
model choices (e.g., Gaussian processes).

* A Bayesian formulation of the OD calibration problem and coupled statistical framework for
performing sequential likelihood-free inference with neural posterior estimation methods.
We show ASNPE outperforms baseline methods across a wide variety of simulation scenarios
on a large-scale traffic network. We also evaluate ASNPE on three broader SBI benchmark
environments and find it acheives a performance advantage over non-active counterparts.

*https://github.com/samgriesemer/seqinf



2 Background

2.1 Neural posterior estimation

Given observational data of interest x, and a prior p(), we want to carry out statistical inference
to approximate the posterior p(f|x = x,) under the model p(z|0). We assume p(x|6) is defined
implicitly via a simulation-based model, where direct evaluation of p(x|6) is not possible but samples
x ~ p(x|@) can be drawn. Conventional Bayesian inference is thus not accessible in this setting, and
we instead look to approximate the posterior using N generated pairs {(0;, z;)} Y ;.

Neural Posterior Estimation (NPE) methods attempt to approximate the posterior directly with a
neural density estimator g4 (6|x) trained on samples {(60;, z;)} Y ,, where 6; ~ p(0) and x; ~ p(z|6;),
by minimizing the loss

L(#) = Eoep(6)Exnp(z)o) [~ 10g g4 (0]7)]

for learnable parameters ¢. Provided g is sufficiently expressive, g, (6]x) will converge to the true
posterior p(f|x) as N — co.

Sequential Neural Posterior Estimation (SNPE) methods break up the NPE process across several
iterations, and can improve sample efficiency by leveraging the fact that p(f|x = x,) is often
far more narrow than p(6). While accurately representing p(6|x) for any = € X is ideal (where
X is the simulation output space), doing so can require prohibitively large simulation samples,
including outputs from parameters with low posterior density under x,. To combat this, SNPE
methods draw 6 expected to be more informative about p(6|z,) by using a successively updated
proposal distribution p(6) which approximates p(f|x = x,). Training the NDE g4 on samples
6 ~ p(#) when p is not the true prior, however, will cause it to converge instead to the proposal
p(0)p(z
ool
methods correct for this in different ways: SNPE-A [33] trains g4(60|z) to approximate p(6|z) during
each round and employs importance reweighting afterward, SNPE-B [29] directly minimizes an
importance weighted loss, and SNPE-C [17] (also known as Automatic Posterior Transformation, or
APT) maximizes an estimated proposal posterior that easily transforms to the true posterior.

posterior p(0|x) = p(f|z)

rather than the true posterior (as shown in [33]). Existing SNPE

2.2 Bayesian active learning

Bayesian active learning is a selective data-labeling technique commonly employed in data-scarce
learning environments. Active learning assesses the strength of candidate data points using a
so-called acquisition function, often capturing some notion of expected utility to the underlying
model given the currently available data. Given an acquisition function o, computing the next
best point to label includes optimization of o over a domain of as yet unlabeled points U: z* =
argmax;o(x, p(f| D)), where z are input data points and p(6|D) is the posterior of the Bayesian
model parameters 6 given the current training dataset, i.e., the distribution over parameters after
training the model. In modern Bayesian deep learning pipelines, this model is often a Bayesian neural
network [15, 21]. Many acquisition functions used in practice are extensions or approximations of
expected information gain (EIG) [20]

argmax, H(0|D) — Eypyl2,0) [ H[O|D U {(2,9)}]|, M

where H[-|-] is conditional entropy, and y are input labels.

Several existing works explore the use of Bayesian optimization (BO) in the likelihood-free inference
setting. [18, 22] employ Gaussian processes (GPs) as surrogate models for the discrepancy as a
function of 6, and select parameter candidates by optimizing this surrogate with BO. GPs are also
used as a surrogate by [30] to represent the proposal distribution in MCMC ABC. [4] further extends
these principles to deep Gaussian processes and leverage these models as surrogate likelihoods. In this
work, we explicitly avoid the use of likelihood surrogates and aim to leverage only the approximate
posterior NDE model, with the express intent of subverting additional computational overhead and
enabling the use of powerful NDEs (e.g., flow-based generative models).
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Figure 1: Depiction of the proposed active learning-integrated method. Demonstrates the high-
level ASNPE pipeline. Samples 6; are drawn from sequentially updated proposal distributions p(6),
filtered according to the acquisition function «(61. 5, p(¢| D)), and run through the simulator p(x|6)
to generate B pairs (6;, ;) for training the approximate posterior g,. The learned posterior is then
conditioned by the target observation z,, producing the next round’s proposal p(0) = g4 (0|z,).

2.3 Origin-destination calibration

OD calibration is an important task for transportation agencies and practitioners who develop traffic
simulation models of road networks and use them to inform a variety of planning and operational
decisions. Calibrating the input parameters of these simulators is an important offline optimization
problem that agencies must face on a regular basis (e.g., when new traffic data are made available,
when changes to the road network have occurred, etc). These simulators are often computationally
expensive to evaluate, however, and highlight the practical importance of developing sample efficient
calibration methods.

Existing works primarily approach OD calibration using general-purpose simulation-based opti-
mization (SO) algorithms, such as Simultaneous Perturbation Stochastic Approximation (SPSA)
methods [5, 47, 25, 7], genetic algorithms [24, 43, 47], and neural interaction models [48]. Many
general-purpose SO algorithms tend to require large numbers of simulation evaluations, which
can be computationally costly. To address this issue, recent extensions of SPSA have been pro-
posed [10, 27, 1, 45]. Analytic metamodels have also been considered and shown to reduce the need
for large numbers of function evaluations [31, 32, 49, 3].

3 Methodology

3.1 Active learning for SNPE

SNPE methods produce iteratively updated proposal priors 5"t (0) ~ p(flz = x,) from
g4 (0|, D) at each round r in the inference process, where D(") is the accumulated dataset
{(0;,7;)}rB, by round r and B is the number of newly collected pairs per round. These sequentially
updated proposals provide a means of drawing parameter values (") ~ 5(")(6) that are increasingly
useful (i.e., high likelihood) to the posterior estimate of interest p(6|x,). As such, SNPE offers a clear
possible benefit for improved sample efficiency over non-sequential NPE, which cannot explicitly
sample new values at expected high likelihood regions under z,,. Despite this, it’s difficult to quantify
theh value of any particular § ~ p("+1) (#) and whether it’s worth the computational cost to obtain
x ~ p(z|f) with respect to its utility to the underlying NDE gy (6|, D).

In high-cost simulation environments, we want to take every measure to sample only at highly
informative regions of the parameter space to improve our estimate ¢, (6|z,) of p(6|z = z,). This
entails a more principled analysis of candidate simulation parameters ¢ before investing in the
simulation run z ~ p(x|6). In an attempt to quantify the prospective impact of any particular 6 on
our posterior estimate, we look to Bayesian active learning, and acquisition functions such as EIG.
EIG considers the reduction in uncertainty of model parameters under the inclusion of new data in



expectation over the predictive posterior. Adapting Eq. (1) to our NPE context gives
argmax,H(| D) — Eovpaio, oy [HI61D U {(8,2)}]].

which seeks to drive down uncertainty in NDE parameters ¢ by optimizing for # with simulation out-
puts x ~ p(x|@, D) expected to be most informative. Unfortunately, EIG and related approximations
require p(x|0, D), which we cannot evaluate nor do we directly approximate in the NPE setting. This
makes it considerably more difficult to quantify the utility of candidate # values, as we have no direct
means of sampling likely simulation outputs.

3.2 Characterizing posterior uncertainty

Instead of relying on the marginal distribution p(z|f, D), we seek instead to capture uncertainty
across different parameterizations of the NDE. Broadly speaking, we want to simulate 6 expected to
be informative to our NDE model, reducing epistemic uncertainty as measured by p(¢| D) and further
elucidating parameter sets ¢ likely to explain the probabilistic mapping from simulation outputs x to
parameter inputs 6. Given that g4 models this relationship as the conditional distribution ¢4 (0|z),
we consider the uncertainty over distributional estimates induced by p(¢|D). This allows for the
targeting of epistemic uncertainty in the NDE model according to how that uncertainty appears across
feasible target posterior forms g, (6|x). More precisely, for some divergence measure D(-||), we
represent this distributional uncertainty as

Hp(x) = Egp[D (p(0]x, D)[Ip(0lz, ¢))]; 2

where p(0|x, ¢) is the corrected posterior produced by g, (6]x) (see Section 2.1), and p(f|x, D) is the
NDE’s marginal posterior (under model parameters ¢) for simulation posterior estimates (parameters

0):
p(6lz, D) = / p(6lz, $)p(6|D)de.

Intuitively, Hp captures a notion of dissimilarity between the posterior estimates from different
draws of ¢ ~ p(¢|D). Put another way, Hp indicates how certain the NDE is in assigning likelihood
values across 6 € © under a chosen z; a relatively low value would indicate that likely parameter
draws ¢ ~ p(¢|D) produce posterior estimates p(6|z, ¢) that tend to agree with the “marginal”
posterior p(6|z, D), for instance. Note that when we let the divergence measure be the KL divergence
D = Dxv, we have Hp,, = I[¢;0|z,, D] (see proof A.1). Computing this exactly is difficult in
practice, however, and we therefore seek a practically appropriate approximation below.

3.3 Acquisition of informative parameters

Eq. (2) provides a basis for evaluating uncertainty in an NDE without relying on access to or
approximations of the likelihood p(z|@). Given the posterior estimation problem at hand, we’re
particularly interested in how to select simulation parameters 6 expected to reduce Hp at or around
z,. Here we take inspiration from [23], who seek to drive down uncertainty at § with noisy estimates
of the log joint probability (albeit in a context where likelihoods p(x|f) are available). While Hp
provides a measure of distributional uncertainty, we can target specific 6 whose assigned likelihood is
widely disagreed upon across draws of ¢ ~ p(¢|D):

0" = argmax,Eyyp | (p(6]20, D) — p(6lzo,6))°] 3)

While optimization of Eq. (3) over all  in the prior support may be ideal, this is computationally
infeasible given the posterior estimates from all parameters ¢ ~ ¢|D required in expectation.
Additionally, note that Eq. (3) does not explicitly account for relative likelihoods of ¢ under the
posterior or available approximations, possibly leading to #* with high uncertainty under x, but with
low-likelihood under p(6|z,) in expectation. We account for this explicitly during integration with
specific SNPE approaches, as seen in the section below.



Algorithm 1 Active Sequential Neural Posterior Estimation (ASNPE)

Input: Prior p(), target observation x,,, round-wise selection size B, round-wise sample size N,
total rounds R
Output: Approximate posterior ¢4 (0|z,)
Let DO = {}
Let p(0) = p(0)
forr € [1,...,R] do
Draw N samples {6;}1.n ~ D(6)
Sort {6;}1. v by expected divergence (Eq (4)), select top-B {6;}1.5
forb e [1,...,B]do
Simulate x;, ~ p(z|0y)
Set D=1 = D=1 U {(Oy, )}
end for
Set D(") = p(r=1)
Train NDE ¢, on D("): ¢* = argmin,, — Z(9i7wi)eD(T) log Gy (6;]x;)
Let p(6) = g (0],)
end for

3.4 Integration with APT

In order to tractably approximate Eq. (3), we impose two additional restrictions to bring the parameter
acquisition into the SNPE loop:

1. Require the NDE be updated according to APT [17], i.e., trained via maximum likelihood
on L(¢) = — Ef\il log Gy (6;]x), where
p(e) 1

Go(0|z) = q4(0|x) —= ,
o(012) = as(010) s
and by Proposition 1 of [33] ensures g4 (60|z) — p(f]x) as N — oo without requiring post-
hoc updates to the NDE’s distributional estimate. This allows the model parameter posterior
p(¢|D) to be used directly in the contexts of Eq. (2) and Eq. (3), whereas otherwise the
corrective terms involved would need to be accounted for explicitly.

2. To account for the likelihood of 8 under the posterior estimate as captured by the proposal
prior p(0) ~ p(f|x = z,) in a given round of SNPE, we adjust Eq. (3):

o(0.p(61D)) = 5(0) - Egoi | (p(62o. D) — p(6lea. 0))°] @

Further, in practice we approximate this by optimizing Eq. (4) over samples 8 ~ 5(") (6),
straightforwardly integrating the acquisition mechanism into the standard SNPE pipeline.
Round-wise proposals 5" () = g, (0|x) are set after N = rB samples are collected (for
round 7 with B samples collected per round), and g4(8|x) — p(#|z) as N — oco. All round-
wise proposal distributions share the support of the prior p(#), which itself is established as
having support over the entire parameter domain of interest ©.

Thus, optimizing o over a sample of size N drawn from a proposal distribution (") (6) at any
round r recovers the true optimum of o as N — oo; each proposal’s support connects back
to the prior’s support, which covers ©. As a result, at each round a fixed sample size [N drawn
from the proposal can be used to approximate the acquisition maxima, while additionally
adhering to the round-wise proposal sampling required to ensure ¢, (6|z) — p(6|z). Refer
to Section A.2 for additional discussion on the functional form of the acquisition function.

3. (Optional, depending on model) To approximate the Bayesian model parameter posterior
p(¢|D), neural network-based NDEs (such as flow-based generative models or mixture
density networks) can be trained via MC-dropout [21, 14]. See additional details regarding
consistent sampling and log probability evaluation in MAFs under MC dropout in Appendix
C.

Altogether, this constitutes the ASNPE method, which is more succinctly described in Algorithm 3.3.
See Figure 1 for a visual depiction of this process.



3.5 Bayesian origin-destination calibration

We now position OD calibration as a Bayesian inference problem, with a posterior density of interest
to be approximated by SNPE methods. During a time interval of interest [t, t.] on a traffic network
G, we consider a single OD matrix d = {d, },cz, where d, represents the expected travel demand
for the origin-destination pair z. Z is the set of OD pair indices, i.e., Z = {1,2, ..., Z}, for all pairs
of interest on G. OD pairs are typically defined between elements in a fixed set of Traffic Assignment
Zones (TAZs) whose size may not be uniform due to variable demand density; see Figure 7 for zones
drawn on two candidate networks. Figure 2 loosely depicts the acquisition pipeline for traffic data,
corresponding the collection process shown in Figure 1.

Conventionally, OD calibration is formulated as a
simulation-based optimization problem over a traf-

. (OD matrices)
fic simulator S(-;u1,us), where g, us are vectors

of endogenous simulation variables and exogenous Acauisition O
simulation parameters, respectively. The goalisto | oy i Fer |
obtain an OD matrix d* that yields simulation results St

x* = §(d*; uq, uz) that are sufficiently close to avail- " a(0p(@ID)

able observational data x,,. l

While many pre-existing methods adopt a traditional
optimization scheme and iteratively produce point es-
timates for d*, we formulate the calibration problem
under the Bayesian paradigm and instead seek a pos-

terior p(d|x; d)

Simulation

p(d‘x;d) (x|d) (fi ) p(x|d)p(d; d) {xih:B x; ~ p(x16;)
p(z;d) f p(z|d)p(d; d)dd (Network flows)

. Figure 2: Simple depiction of the data ac-
where p(d; d) represents the prior distribution over OD  quisition and simulation process for the OD
matricAes, often defined around a noisy historical esti-  calibration application. The acquisition step
mate d. The posterior estimate under our observation selects parameter candidates (OD matrices)
p(d|z = x,;d) can then be used to compute different to then be simulated (via SUMO) and pro-
point estimates for d*, used in other downstream tasks duce outputs (network flow observations)
as an informative prior, and can represent intrinsic un- that are used to update the approximate pos-
certainty in the calibration problem. This formulation terior model.
achieves parity with existing approaches, where dis
otherwise used as a noisy starting point. Additionally,
the traffic simulator S is treated as a black-box that
implicitly defines the likelihood p(z|d):

p(z|d) = /ps(a:,z|d)dz = /pg(x,ul,u2|d)du1du2, 6)

i.e., marginalizing over all possible latent trajectories z. As is typical in simulation-based inference
settings, this integral is intractable for simulators of sufficient complexity.

4 Experimental results

We explore the performance of the proposed ASNPE method in the context of OD calibration on a
challenging real-world traffic network. Our goal here is to 1) compare the general purpose utility
of our approach in complex settings against tuned benchmark methods, and 2) verify ASNPE’s
candidacy as a sample efficient posterior estimation tool in high-dimensional, data-scarce settings.
These objectives are directly in line with the needs of practitioners, both in the urban mobility
community and broadly across scientific disciplines.

4.1 Experimental setup

We conducted a case study on the large-scale regional Munich network seen in [37]. The Munich
network includes 5329 configurable origin-destination pairs (constituting simulation input), as



Hours 5:00-6:00

Hours 8:00-9:00

Cong. level A

Cong. level B

Cong. level A

Cong. level B

Prior OD 0.178 0.165 0.181 0.150

Prior I Setting prior 0.396 0.488 0.539 0.387
r=0.6 SPSA  0.563 £0.089 0.521 £0.052 0.453 £0.078 0.384 + 0.049
g=03 PC-SPSA  0.193 £0.063 0.185+0.097 0.159 +0.036 0.159 £ 0.046
MC-ABC 0.275+£0.047 0.295£0.066 0.343 +0.036 0.305 £ 0.036
SNPE 0.201 £0.085 0.167 £0.092 0.187 £0.059 0.314 £ 0.025
(ours) ASNPE  0.147 £ 0.011 0.157 £0.097 0.165 +0.064 0.161 £ 0.079

Setting prior 0.340 0.311 0.245 0.277
Prior II SPSA  0.316 £0.074 0.342 £0.045 0.258 £0.061 0.189 £ 0.025
r—0.75 PC-SPSA  0.180+£0.029 0.189 £0.055 0.163 +0.032 0.155 £ 0.031
g =045 MC-ABC 0.143 £0.034 0.190 +£0.036 0.169 +0.023 0.140 + 0.010
SNPE 0.137 £0.025 0.157 £0.032 0.142 £0.024 0.135 £ 0.016
(ours) ASNPE  0.130 + 0.024 0.148 £+ 0.034  0.138 +0.025 0.132 £ 0.016

Table 1: RMSNE scores on the Munich traffic network, as described in Section 4.1. Note that methods
like SPSA (poor convergence aside) can produce RMSNE scores larger than the reported setting prior
due to noise in the starting sample. The “setting prior” value is an average RMSNE score over many
0 draws from the shifted prior. Reported errors are empirical standard deviations computed over the

five trial runs.
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Figure 3: Plots of the (averaged) calibration horizons for each of the evaluated methods on the Prior
I, Hours 5:00-6:00, Congestion level A scenario. (a) RMSN(E) scores reached throughout the 128
sample simulation horizon for each evaluated method, averaged over five repeated trials (mean line
plotted) and with error bars calculated as bootstrapped 95% confidence intervals. (b) The same scores
shown in (a), but instead plotted against the wallclock time passed before the score was reached (for
each method’s single best run). Note that the full 128-sample method trajectories are included, and
the variability in line lengths demonstrates both 1) the impact of NPE-based methods’ ability to run
simulations in parallel, and 2) noisiness in simulation runtimes due to the variable inputs explored by
each method. See Appendix E for all scenario plots.



Method C2ST MMD MED-DIST MEAN-ERR

Bernoulli  SNPE-C  0.749 £0.017 0.210 £0.024 11.454 +£0.255 0.188 £0.117
GLM ASNPE  0.725 £ 0.012 0.146 = 0.057 11.993 +0.172  0.150 & 0.085
SLCP SNPE-C 0987 £0.001 0.172 £0.001 16.716 = 1.014 0.899 + 0.065
distractors  ASNPE ~ 0.985 + 0.002 0.148 + 0.022  16.547 + 0.499  0.906 + 0.220

Gaussian ~ SNPE-C  0.773 £0.009 0.167 £0.006  1.051 £0.037 0.532 + 0.074
mixture ASNPE  0.771 £ 0.006 0.150 = 0.025 1.010 £ 0.066  0.440 £ 0.164

Table 2: Results comparing SNPE-C and ASNPE for various metrics on the Bernoulli GLM, SLCP
distractors, and Gaussian mixture tasks from [28]. Experimentation details, metrics, and associated
plots can be found in Appendix B.

well as 507 detector locations (positions of reported output traffic flows), resulting in a highly
underdetermined system.

We build and evaluate a number of synthetic demand scenarios, following an established framework
for fair evaluation of urban demand calibration methods ([2, 39, 9]). Each of the test demand scenarios
are constructed from combinations of the following factors:

Time interval: a time interval of interest is specified through which to simulate traffic flows on
the network. Prior ODs are chosen to reflect real-world traffic patterns for the affiliated times. We
evaluate peak morning demand for hour-long intervals at 5:00am-6:00am and 8:00am-9:00am.

Congestion level: within a given time interval, we can further control the level of traffic congestion
exposed during the hour. The distribution of frequencies present in the starting ODs plays a critical
role in determining route time across the traffic network. Here we define two congestion levels,
“A” and “B,” to reflect different average frequencies assigned to OD pairs. Here we use a truncated
normal distribution (lower bound at 0) to sample OD counts with varying means and variance:
@) (p = 5,0 = 25) for hours 5:00-6:00, congestion level A, (2) (u = 10,0 = 50) for hours
5:00-6:00, congestion level B, (3) (1 = 25,0 = 50) for hours 8:00-9:00, congestion level A, (4)
(1 = 50,0 = 100) for hours 8:00-9:00, congestion level B.

Prior bias and noise: under each time interval and congestion level, we further perturb the generated
OD matrices to represent realistic variance found in real-world sampling of traffic observations. Here
we use the following noise model, mirroring that of [39]: . = (r + ¢ X &) X d, where § ~ N (0, 1)
We then formulate two perturbed settings: 1) Prior I: r = 0.6, ¢ = 0.3, and 2) Prior II: r = 0.75,
q = 0.45. Prior I constitutes a heavily under-congested estimate with relatively little added noise,
while Prior II is less biased from the true OD but noisier. Both priors represent underestimations of
the true demand, reflecting the fact that most prior ODs from real-world settings are constructed from
historic travel demand observations.

The eight synthetic combinations constitute starting ODs/priors that span a variety of different settings
important for real-world urban demand calibration tasks. Each synthetic setting yields a particular

prior OD estimate d, which is then used to construct a prior p(d;d). A fixed sample is drawn

from p(d; J) and passed through the open-source traffic simulator Simulation of Urban MObility
(SUMO) [26] to generate an associated “true” network flow z,.

4.2 Comparison to SOTA Calibration Methods

We evaluate the effectiveness of the proposed solution by comparing against available SOTA bench-
marks commonly employed in the OD calibration space: Simultaneous Perturbation Stochastic
Approximation (SPSA) [42] and principal component (PC)-based SPSA, or PC-SPSA [37]. SPSA
is a widely employed algorithm for travel demand calibration, and PC-SPSA is an effective exten-
sion that optimizes over parameters in a lower-dimensional subspace, as defined by the principal
components of computed travel demand history matrix. Both of these methods are conventional
optimization-based methods, and do not leverage neural networks. Additionally, these methods
in their canonical form cannot be parallelized, requiring serial simulation evaluations across each
iteration.

For NPE-based approaches, we evaluate our proposed method ASNPE alongside SNPE-C (or
APT)[17] and Approximate Bayesian Computation (ABC)[41, 6]. ABC serves primarily as a less



sophisticated baseline that reflects early approaches to likelihood-free inference, and it typically faces
difficulty scaling and is far less flexible compared to its NPE counterparts.

For all of the eight scenario priors p(d; d), each calibration method is ran for a maximum of 128
SUMO simulations, seeking to recover x,. The root mean squared normalized error (RMSNE) is
recorded for each method’s simulation horizon, as used in [39] (see also Appendix A.3). To account
for the stochasticity across evaluations, we report RMSNE averaged of five repeated simulation runs.
See Table 1 for reported values for each method across each of the eight synthetic scenarios, as well
as paired prior plots in Figure 3.

4.3 Analyzing calibration performance

ASNPE outperforms all other methods across most explored settings: as can be seen in Table 1,
our method outperforms both the well-tuned PC-SPSA method commonly employed by the urban
mobility community, as well as popular simulation-based inference (SBI) methods like SNPE, across
almost all of the explored settings. In general, PC-SPSA tends to quickly converge but demonstrates a
limited ability to further improve beyond the first 10-20 encountered simulations. Both SBI methods
tend to make steady improvements throughout the entire trial, however, albeit often doing so more
slowly in the first 20-40 simulations than PC-SPSA. This is primarily due to the limited feedback
SNPE/ASNPE receive comparatively, only incorporating new simulation data in batches (in this case,
every 32 simulation draws).

Additionally, ASNPE reliably reaches better RMSNE scores than SNPE with fewer simulations, as
well as Approximate Bayesian Computation (MC-ABC). This can be seen as early as the first NDE
update, before which the two methods encounter the same (seeded) simulation samples. This also
empirically supports our central methodological contribution, i.e., optimization over informative
simulation parameters can more efficiently improve the accuracy of the inferred posterior estimate.

ASNPE is outperformed in some cases: ASNPE is outperformed by PC-SPSA in two of our
explored settings (under Prior I, Hours 8:00-9:00). While we wouldn’t expect a single method to be
the best choice for all variations in such a high-dimensional setting, this particular scenario serves as
an opportunity to better understand possible failure modes of the proposed method.

As alluded to above, ASNPE updates its internal model only after a batch of simulation samples is
generated, whereas PC-SPSA adjusts its parameters after each simulation run. While generating
samples in batches can be beneficial (and is often necessary) for early stability of ASNPE, it can
mean informative simulation data is incorporated later in the trial. This explains the occasional gap
that opens up between SBI methods and PC-SPSA in the first 30 simulations, only after which is
ASNPE/SNPE able to incorporate the samples to improve its posterior estimate. Note, however, that
most of the early advantage PC-SPSA may have over ASNPE is dwarfed by the ability to obtain its
simulation draws in parallel, whereas PC-SPSA must run simulations serially. This allows for larger,
more stable improvements in less time, which can be seen in subplot (b) of Figure 3.

4.4 Performance on common SBI benchmarks

We additionally report results on several common SBI benchmark environments, and compare against
the performance of (non-active) SNPE. Numerical results can be found in Table 2, along with plots
and more details in Appendix B. These additional results demonstrate the wider applicability of our
method beyond the travel demand calibration task.

5 Conclusion

In this paper, we introduced Active Sequential Neural Posterior Estimation (ASNPE), an SNPE variant
that actively incorporates informative simulation parameters 6 to drive down epistemic uncertainty in
the neural density estimator and improve sample efficiency for high-quality estimates. We evaluate
this method on a complex, high-dimensional problem in urban demand calibration, and show it
reliably outperforms available benchmark methods across a variety of scenarios with variable bias
and noise. We additionally provide results on several common SBI benchmark environments, and find
ASNPE is capable of outperforming state-of-the-art SNPE methods on key posterior approximation
metrics.
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A Appendix

A1 Connection between mutual information and Hp,,

Expanding the definition of mutual information for I[¢; |x,, D], we have the following (note that x,,
and D are fixed):

p(6, ¢\xm
Tig: Oleo, D / / b, ¢lzo, D) log ( (0l70, D ¢|xo, )) dbds
(9|xo, )p(¢|$03 ))
- 016, 20, D)p(d|ao, D) log d9d
[p/@p( 19,20, D)p(dzo, D) (<9| 20, D)p(ola D) ) %

:prwm U@p(e'x"’ )bg( 99'3: 9]

- / (8120, D) (D1, (020, &) 1060, md¢
= Bygien.0) [Pt (0010, )] [p(0]0: D))]

This aligns with the expected divergence term introduced in Eq. 2 when we let the measure D = Dkjy..
The connection to mutual information helps to position our motivation for the acquisition function
ultimately introduced in Eq. 4. That is, by seeking to drive down disagreement between “marginal”
and “component” posteriors p(f|x, D) and p(0|x, ¢), respectively, we are attempting to realize the
information we expect 6 to tell us about our NDE parameters ¢, thereby minimizing the remaining
mutual information between the two.

A.2 Regarding the functional form of the acquisition function

The family of functions «/(6,p(¢|D)) = p(6)(Egpl[...])* under parameter A constitutes valid
choices for the acquisition function for any ), facilitating different levels of emphasis on uncertainties
at values of 6 relative to their likelihoods under p. While several values of A\ may be justifiable, the
choice to use A = 1, implicit in Eq. 4, intuitively captures a desirable balance in the relationship
between uncertainties and likelihoods of 6.

In particular, under level sets (-, p(¢|D)) = z (where p(¢|D) is held constant), as likelihoods
p(0) decrease by a factor of n, the average deviation between p(6|z, D) and p(0|z, ¢) need only
increase by a factor of \/n, i.e., changes in uncertainty are sub-linear in the likelihood ratio. With the
introduction of variable ), this factor generalizes to n'/(?*)| and may require additional measures
to balance the resulting sensitivity between the terms. We find that A\ = 1 is a natural choice that
reasonably captures the desire to explore potentially unlikely parameters with high uncertainties
without ignoring them (e.g., A — 0) or relying too heavily on them (e.g., A — 00).

A.3 Additional Definitions

The root mean squared normalized error (RMSNE) for a simulated output & with respect to an
observational reference x,, as used in [39], is defined as

\/n no a6 — ng) 2
RMSNE = Z;} o )
1 %o

where there n is the number of observed segment flows, and both z, and & are n-dimensional vectors.

)

B Additional SBI benchmarks

In order to appeal to the general utility of our proposed method, we provide additional experimental
results between ASNPE and SNPE-C [17] on three common SBI benchmark tasks: SLCP distractors,
Bernoulli GLM, and Gaussian Mixture. Each of these settings corresponds to a reproducible task
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Figure 4: Results on various metrics between ASNPE and SNPE-C across four rounds of sequential
inference for the Gaussian mixture task.

environment from [28], and the corresponding implementation in the sbibm Python package is used
to run our experiments.

We additionally evaluated our method on these tasks using metrics beyond RMSNE, the primary
metric used for the travel demand calibration case study. These include classifier 2-sample tests
(C2ST), maximum mean discrepancy (MMD), the posterior median distance (median L? norm
between simulated samples 0; ~ p(0|z,) — x; ~ p(x|6;) and the observation x,), and the posterior
mean error (normalized absolute error between the true posterior mean and the approximate posterior
mean). Full details for each of these tasks and metrics can be found in [28].

We evaluate both methods over medium-size sample horizons: 4 rounds with 256 samples per round,
for a total of 1024 simulation samples. Note that this is eight times larger than the sample sizes
collected for the trials on the travel demand task. For reference, 256 samples in our (non-parallelized)
SUMO environment takes ~6 hours, whereas 256 samples from the SLCP simulator takes ~10 seconds
on our hardware.

Trials were repeated five times for each method, and the average score and standard deviation for
each metric over these trials are shown in Figures 4, 5, 6. Note that smaller values are better for each
metric (C2ST ranges between 0.5 — 1.0). While these simulation horizons are relatively small, we
find that, by the final round, ASNPE tends to outperform SNPE across most settings and on most
metrics. In particular, ASNPE outperforms SNPE on C2ST and MMD across all settings, along with
the distance-based metrics on all but the median distance for Bernoulli GLM and mean error for
SLCP Distractors.

While SNPE-C is a state-of-the-art benchmark method, comparing against it also constitutes an
ablation test for ASNPE’s acquisition component. Although parameter sets are chosen differently
and the underlying NDE varies (minimally to accommodate the need to approximate p(¢|D)) across
methods, the sequential inference procedures are otherwise identical. These results help to isolate
and identify the contribution of the active learning scheme across a wider range of tasks and metrics
for the overarching goal of producing accurate posterior approximations holistically (i.e., not just
well-calibrated point estimates).
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Figure 5: Results on various metrics between ASNPE and SNPE-C across four rounds of sequential
inference for the Bernoulli GLM task.
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Figure 6: Results on various metrics between ASNPE and SNPE-C across four rounds of sequential
inference for the SLCP Distractors task.
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C Code reproducibility

In the spirit of reproducibility and in the hopes our code may be of use for follow-up works, we
provide the following Python packages:

1. seqinf package: this package includes a full implementation of ASNPE and convenient
abstractions around the popular sbi[44] and sbibm[28] Python packages for general se-
quential inference pipelines. This package also includes an implementation of the masked
autoregressive flow (MAF) with consistent MC-dropout that was used as an NDE for all
experiments. Available at https://github.com/samgriesemer/seqinf.

2. sumo_cal package: short for SUMO calibration, this package includes many general
programmatic utilities for calibrating traffic models using results from the SUMO traffic
simulator[26] with a high-level Pythonic interface, including collecting results from several
runs, running in multi-threaded contexts, employing standardized configuration, etc. See
Figure 11 for a snapshot of the SUMO interaction scheme. Available at https://github.
com/samgriesemer/sumo_cal.

D Additional demand calibration experimentation details

D.1 Descriptions of SOTA Calibration Methods

* SPSA: SPSA (Simultaneous Perturbation Stochastic approximation) is an optimization
algorithm for systems with multiple unknown parameters, which can be used for large-scale
models and various applications. It can find global minima, like simulated annealing [46].
SPSA works by approximating the gradient using only two measurements of the objective
function with gradients, making it scalable for high-dimensional problems [42].

* PC-SPSA: PC-SPSA is proposed to address fundamental scalability issues with SPSA. This
is because SPSA searches for the optimal solution in a high-dimensional space without
considering the structural relationships among the variables. PC-SPSA combines SPSA
with principal components analysis (PCA) to reduce the problem dimensionality and limit
the search noise. PCA captures the structural patterns from historical estimates and projects
them onto a lower-dimensional space, where SPSA can perform more efficiently and
effectively [39].

Specifically, we implement the SPSA and PC-SPSA algorithms according to [38] and associated
open-source implementations*. In addition, we employ the so-called Method-6, titled "Spatial,
Temporal, and Day-to-Day Correlation," as detailed in [38]. This provides a means of systematically
generating needed historical data for PCA, and according to the original work constitutes the most
robust and optimal solution among the proposed variants.

D.1.1 Hyperparameter details & computing resources

Here we include a brief discussion on the implications of the hyperparameters found in ASNPE,
as well as the settings used in our experiments. Keeping the total number of simulation samples
constant,

1. The number of rounds R dictates how many times we update the proposal distribution over
the course of the simulation horizon. Increasing this value can enable quicker feedback to
the NDE, requiring fewer simulation samples before re-training the model. When the prior
is well-calibrated and simulation samples are representative of the observational data, this
can have a positive compounding effect that boosts the rate of convergence to the desired
posterior. However, for larger R the resulting batch sizes are smaller and the NDE receives
noisier updates, which can have the opposite effect and hurt early performance when the
prior is poor.

2. The number of selected samples B per round is directly determined by IR when the total
number of simulations is held constant, and thus the above effects apply here.

*https://github.com/LastStrikeri1/calibration-modeling
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(a) (b)

Figure 7: Depiction of traffic networks in the SUMO simulator. (a) depicts a relatively small synthetic
network for reference, with approximately 500 configurable OD pairs. (b) shows the larger Munich
network used in our reported experimental settings, with an order of magnitude more configurable
OD pairs than the synthetic network.

3. The number of proposal samples N per round governs the size of the parameter candidate
pool over which the acquisition function is evaluated. Increasing this value allows us to
consider more potentially relevant candidates under p(6), and can thus increase the quality
of the resulting B-sized batch. Given the acquisition function can be evaluated over this
pool very efficiently (i.e., as a batched inference step through the NDE model), one can
practically scale this up arbitrarily to increase the sample coverage over the proposal support
(but with decreasing marginal utility).

The following are additional hyperparameter details for the evaluated methods:

1. In the SNPE loop: total number of rounds R (4 in reported experiments), round-wise sample
size N (between 256-512), round-wise selection size B (32 in reported experiments).

2. Neural Density Estimator (NDE) model: our model architecture (used for both SNPE
and ASNPE) is a masked autoregressive flow with 5 transform layers, each with masked
feedforward blocks containing 50 hidden units, and trained with a (consistent) MC-dropout
setting of 0.25. When collecting distributional estimates as described in Eq 4, we used 100
weight samples ¢ ~ p(¢p|D) (as generally recommended in [21]).

3. PC-SPSA: this method uses PCA to optimize OD estimates in a lower-dimensional subspace
of the 5329-dimensional parameter space. The number of the principal components is chosen
such that 95% of the variance is recovered in the provided historical OD estimate (which is
further dictated by the choice of prior distribution). The number of PCs used by this method
across the many explored settings presented in Section 4.1 varies from 99-117.

All experimentation code is written in Python 3.11. To run experiments, we employed our own
hardward locally, which is an linux-based machine running an Intel(R) Core(TM) i9-10900X CPU @
3.70GHz 64GB memory, and NVIDIA GeForce RTX 2080 Ti.

E Additional demand calibration plots

Figures 8, 9, and 10 are plots of calibration horizons for the remaining settings of the demand
calibration task not shown in the main paper (which highlighted the first scenario, Prior I, Hours
5:00-6:00, Congestion level A). The associated RMSNE scores can all be found in Table 1 in the
main paper body.
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Figure 8: Plots of the (averaged) calibration horizons for each of the evaluated methods on the Prior
II, Hours 5:00-6:00, Congestion level B scenario.
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Figure 9: Plots of the (averaged) calibration horizons for each of the evaluated methods on the Prior
I, Hours 8:00-9:00, Congestion level A scenario.
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Figure 10: Plots of the (averaged) calibration horizons for each of the evaluated methods on the Prior
11, Hours 8:00-9:00, Congestion level B scenario.

F Additional distribution plots and schematics for demand calibration

F.1 Simulation schematic

Figure 11 provides a more detailed look at the programmatic interaction with the SUMO simulator.

F.2 Additional posterior plots

Figure 12 and figure 13 provide additional plots of the posterior approximation for the primary travel
calibration task.
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Figure 11: This diagram provides a more detailed look at some of the internal details behind the
preparation of input to and the transformation of output from the simulator. An input OD vector
0, drawn from some proposal distribution in the outer method context, 1) “enters” the diagram at
the left, 2) is transformed into a suitable representation for SUMO, 3) combined with additional
configuration and network files, and 4) run through the SUMO simulator, after which the output is
parsed to produce the resulting segment flows x under demand 6.
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Figure 12: Pairwise density plots of a 20-dimensional slice of the final approximate posterior

ﬁ(R)(H.) = g4(0|z,) produced by ASNPE on the Prior I, Hours 5:00-6:00, Congestion level A
scenario.
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Figure 13: Pairwise density plots of a 20-dimensional slice of the “empirical likelihood” under the
final ASNPE posterior on the Prior I, Hours 5:00-6:00, Congestion level A scenario. Figure 12
shows the approximate posterior g, (6|x,), whereas here we draw samples 6; ~ g4(0|x,) and feed
them back through the simulator {6, }1.ny — p(z|6) to visualize the resulting data space. The target
observational data point x, is shown on top these pair plots as a red “plus”, which provides a visual
anchor for how well calibrated the posterior is around the observational data point of interest.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction mention the proposed method and its demon-
strated qualities, and focus almost exclusively on related methods in both the general
simulation-based inference and demand calibration spaces.

Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The properties and limitations of the proposed method are discussed in
Section 3, and are broken down in further detail when analyzing empirical behavior on
reported results in Section 4.3.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

 The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The Background and Methodology sections provide sound context for the
methodological contributions, and theoretical details state relevant assumptions, proofs, or
build trivially on cited results.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

» Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Experimental setup is discussed extensively in Section 4.1, and relevant
hyperparameters and used compute resources are detailed in Section D.1.1.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide links to the two public code repositories (Python packages) that
were written to implement the introduced method and evaluate it on several tasks. See
Section C for full details.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Experimental setup is discussed extensively in Section 4.1, and relevant
hyperparameters and used compute resources are detailed in Section D.1.1.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Error bars in reported plots and tabular data in Section 4 are provided and
explicitly mention the method of calculation.

Guidelines:

* The answer NA means that the paper does not include experiments.
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8.

10.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Experimental setup is discussed extensively in Section 4.1, and relevant
hyperparameters and used compute resources are detailed in Section D.1.1.

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The Code of Ethics has been reviewed and our paper conforms to all guidelines.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: While not a large focus of our work, broader impacts and uses for practitioners
are discussed briefly in the Introduction and Background sections.
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11.

12.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The introduced method does not pose a high risk for misuse.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Simulation models, network data, and employed baseline methods all cite their
associated original works.

Guidelines:
* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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13.

14.

15.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

¢ For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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