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Abstract

High-dimensional autoregressive generalized linear models arise naturally for capturing how
current events trigger or inhibit future events, such as activity by one member of a social
network can affect the future activities of his or her neighbors. While past work has focused
on estimating the underlying network structure based solely on the times at which events
occur on each node of the network, this paper examines the more nuanced problem of esti-
mating context-dependent networks that reflect how features associated with an event (such
as the content of a social media post) modulate the strength of influences among nodes.
Specifically, we leverage ideas from compositional time series and regularization methods in
machine learning to conduct context-dependent network estimation for high-dimensional
autoregressive time series of annotated event data. Two models and corresponding esti-
mators are considered in detail: an autoregressive multinomial model suited to categorical
features and a logistic-normal model suited to features with mixed membership in different
categories. Importantly, the logistic-normal model leads to a convex negative log-likelihood
objective and captures dependence across categories. We provide theoretical guarantees for
both estimators that are supported by simulations. We further validate our methods and
demonstrate the advantages and disadvantages of both approaches through two real data
examples and a synthetic data-generating model. Finally, a mixture approach enjoying
both approaches’ merits is proposed and illustrated on synthetic and real data examples.
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1. Introduction

High-dimensional auto-regressive processes arise in a broad range of applications. For in-
stance, in a social network, we may observe a time series of members’ activities, such as
posts on social media where each person’s post can influence their neighbors’ future posts
(e.g., Stomakhin et al. (2011); Romero et al. (2011)). In the broadcast of social events, in-
fluential news media sources often play a crucial role and trigger other media sources to post
new articles (Leskovec et al., 2009; Farajtabar et al., 2017). In electrical systems, cascading
chains of power failures reveal critical information about the underlying power distribution
network (Rudin et al., 2011; Ertekin et al., 2015). During epidemics, networks among com-
puters or people are reflected by the time at which each node becomes infected (Ganesh
et al., 2005; Yang et al., 2013). In biological neural networks, firing neurons can trigger
or inhibit the firing of their neighbors, so that information about the network structure is
embedded within spike train observations (Linderman et al., 2016; Fletcher and Rangan,
2014; Hall and Willett, 2015; Pillow et al., 2008; Gerhard et al., 2017). The above processes
are autoregressive in that the likelihood of future events depends on past events.

In many applications, events are associated with feature vectors describing the events.
For instance, interactions in a social network have accompanying text, images, or videos;
and power failures are accompanied by information about current-carrying cables, cable
ages, and cable types. Prior works (Hall et al., 2016; Mark et al., 2018) describe methods
and theoretical guarantees for network influence estimation given multivariate event data
without accounting for the type or context of the event. The contribution of this paper
focuses on estimation methods and theoretical guarantees for context-dependent network
structures which exploit features associated with events. The key idea is that different
categories of events are characterized by different (albeit related) functional networks; we
think of the feature vector as revealing the context of each event, and our task is to infer
context-specific functional networks. Allowing for features provides a much richer model
class that can reflect, for instance, that people interact in a social network differently when
interactions are family-focused vs. work-focused vs. political (Puniyani et al., 2010; Feller
et al., 2011; Williams et al., 2013). Capturing these differences reveals how the type or
content of the information affects its spreading pattern, which is an interesting problem
in mass communication (Lazer et al., 2018; Mihailidis and Viotty, 2017; Shu et al., 2017).
Another example is the modeling of stock prices where the past stock price of a company
could influence the future price of its competitors, and the accompanying business news
illustrating the reasons behind price fluctuations can be useful context. Learning a context-
dependent network for this example may improve the prediction accuracy significantly since
it takes advantage of the important side information that is often incorporated for stock
price prediction (Li et al., 2014; Chan, 2003).

Developing a statistical model for autoregressive time series of annotated event data is
a non-trivial task. One particular challenge is that we usually cannot determine the exact
category of the event. For example, a post on social media may exhibit membership in
several topics (Blei et al., 2003); an infected patient’s symptoms can be caused by different
diseases (Woodbury et al., 1978); a new product released to the market could contain
several features or styles. Some natural-seeming models lead to computationally-intractable
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estimators, while others fail to account for ambiguity in the categories of the events. In this
paper, we propose two autoregressive time series models that suit distinct scenarios:

(i) Multinomial Model: This model is applied when each event (i.e., its feature) natu-
rally belongs to a single category. For example, a tweet may clearly belong to a single
category (e.g., “political”).

(ii) Logistic-normal Model: This model is applied when each event is a mixture of
multiple categories (i.e., mixed membership). For example, a news article may belong
to two or more categories (e.g., “political” and “finance”), and we may only have
measurements of the relative extent to which it is in each category.

To the best of our knowledge, the multinomial model we consider appeared first in Tank
et al. (2017), while no theoretical guarantee was provided. From both a modeling and
theoretical perspective, the logistic-normal model is more nuanced. It employs the logistic-
normal distribution widely used in compositional data analysis (e.g., Aitchison (1982);
Brunsdon and Smith (1998); Ravishanker et al. (2001)). The logistic-normal model has
advantages over other mixed membership models such as the Dirichlet distribution and the
more recent Gumbel soft-max distribution since it leads to a convex negative log-likelihood
function and models dependence among sub-compositions of the membership vector, which
will be explained in detail at the beginning of Section 2.2.1.

High-dimensional setting: Throughout this paper, we focus on the high-dimensional
setting, where the number of nodes in the network is large and grows with sample size. We
assume the number of edges within the huge network to be sparse: each node should only
be influenced by a limited number of other nodes. We state this condition more formally
in Section 3.

1.1 Contributions

Our contributions are summarized as follows:

e For both models, we present estimation algorithms based on minimizing a convex loss
function using a negative log-likelihood loss or a squared loss, plus a regularization
term that accounts for the sparsity of networks but shared network structure between
models corresponding to different categories. See Section 2.1-2.2.

e Meanwhile, we establish risk bounds that characterize the error decay rate as a function
of network size, sparsity, shared structure, and the number of observations, and these
bounds are illustrated with a variety of simulation studies. See Section 3-5.2.

e Since our network parameters in the two models have different interpretations and
cannot be compared when applied to the same dataset, we introduce a novel concept
of variable importance network based on prediction, which shares the same interpre-
tation across different time series models. Its shared interpretation facilitates the
comparison between our models in numerical experiments on both synthetic data
and real datasets. In addition, the formulation of the variable importance network
is applicable to interpret any autoregressive time series models with one-step-ahead
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predictions, which could be of independent interest. We also provide estimation er-
ror bounds for the variable importance networks under our proposed models. See
Section 4 and Section 3.

e Furthermore, we validate the following hypothesis through experimental results on a
synthetic data-generating model and real data from two datasets: the logistic-normal
method is more suitable for mized membership settings while the multinomial method
is more suitable for settings with a clear dominant category. The synthetic data model
is based on a noisy logistic-normal distribution with some nodes having events with
a single dominant category and other nodes following a mixed membership setting.
The multinomial model tends to correctly detect the edges between nodes with a
single dominant category, while the logistic-normal approach tends to correctly detect
the edges corresponding to nodes with mixed membership categories. We further
provide evidence for the hypothesis with two datasets: (1) a political tweets dataset
focusing on the network that varies according to political leanings of tweets and (2)
online media dataset where the network depends on topics of memes. The networks
detected for both datasets tend to support the above hypothesis. See Section 5.3 and
Section 6.

e Finally, inspired by our synthetic data-generating model, we develop a mizture ap-
proach including two main steps: (i) testing which model suits each node better in a
network using a log-likelihood ratio test, and (ii) fitting a mixture model (some nodes
following the multinomial model while the others following the logistic-normal model)
based on the test results. This mixture approach works reasonably well for both the
synthetic data example and two real datasets. See Section 5.3 and Section 6.

1.2 Related Work

There has been substantial literature on recovering network structure using time series
of event data in recent years, including continuous-time approaches (Zhou et al., 2013;
Yang et al., 2017) based on Hawkes process (Hawkes, 1971) and discrete-time approaches
(Linderman et al., 2016; Fletcher and Rangan, 2014; Hall et al., 2016; Mark et al., 2018).
Our work follows the line of works (discrete-time approaches): Hall et al. (2016); Mark et al.
(2018), but with the additional challenge of incorporating the context information of events.
Tank et al. (2017) considers the multinomial model with exact categorical information of
events but provides no theoretical guarantees.

Another popular approach aiming to recover the text-dependent network structure in
social media is the cascade analysis (Lerman and Ghosh, 2010; Yu et al., 2017b, 2018), which
focuses on the diffusion of information, e.g., retweeting or sharing the same hyperlink. How-
ever, it is also possible for users to interact in social media by posting about similar topics
(e.g., showing condolence for shooting events) or arguing about opposite opinions (e.g.,
tweets sent by presidential candidates) without sharing exactly the same text. This kind of
interaction is captured by our approach but not by the cascade analysis. Due to the nature
of our models, we can also study time series of event data with any categorical features
(either exact or with uncertainty/mixed membership), without diffusion of information in-
volved. Examples include the stock price changes with corresponding business news as
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side information. We can also analyze multi-node compositional time series (Brunsdon and
Smith (1998); Ravishanker et al. (2001) are existing works on single-node compositional
time series) if we consider a special case of the logistic-normal model (7) and (8) with
g = 1. Our work also incorporates proof techniques from the high-dimensional statistics
literature (e.g., Bickel et al. (2009); Raskutti et al. (2010)) whilst incorporating the nuances
of temporal dependence, non-linearity, and context-based information not captured in prior
works.

We will further elaborate on the connection of our models to prior work (point process
and compositional time series literature) in Section 2.3 after introducing detailed formula-
tions of our models in Section 2.1 and Section 2.2.

The remainder of this paper is organized as follows: we elaborate on our problem for-
mulations and corresponding estimators in Section 2; theoretical guarantees on estimation
errors are provided in Section 3; we present simulation results on synthetic data and our
synthetic model example in Section 5, which also introduces our mixture method inspired
by the synthetic model example; the real data experiments are included in Section 6.

2. Problem Formulation and Estimators

We begin by introducing basic notations. For any integer p > 0, AP = {v € RPF! .

f;rll v; = 1;Vi,v; = 0,} is the p-dimensional simplex. For any tensor or matrix A €
RP*Pk and 1 < | < k, let A;, . ; € RPIH1X*Pk be determined by fixing the first [
dimensions of A to be i1,...,%. We will also use A. _.;. . . € RPUCXPmotXPmi1XXPk
to denote the tensor that fixes the mth dimension of A to be i,,. For any two tensors
A and B of the same dimension, let (A, B) denote the Euclidean inner product of A and
B. If A e RP>**Pk and B € R *Pk for some 1 < [ < k, let (A, B) be of dimension

p1 X - x p—1, and (CA, B))iy.. i, = {Aiy, i, 1, B). Also, define the Frobenius norm of
tensor A as |A|r = (A4, A>% In addition, for any A € RP1XP2X"XPk B g RPAXP2X Pk e
use [A, B] € RP1+P1)xp2XXpk to denote concatenation of A and B in the first dimension:
([A7 B])lim = A and ([Av B])(p1+1)i(P1+p’1) = B.

For any 3rd-order tensor A € R™*"2%"3 define the regularization norm |A|g as

no
lAlr = ] 1A m] . (1)
m=1

For any 0 < a < 1, 3rd-order tensor A € R™"*"2*"3 and matrix B € R"2*"3 define R, (A, B)
as

N

Ra(A,B) = > (ol A} + (1 — @) B J3)? - (2)

m

With a little abuse of notation, for any 4th-order tensor A € R™*"2xnsxn4 et |A|p =
Zml’mz [ Ay iimo,: | . For any matrix A, we let Apin(A) denote the smallest eigenvalue of

A. Let
1, if F true
Limy = {

0, else

be the indicator function.
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Let M refer to the number of nodes (multiple time series) and let X! € RM*K be the
observed data at time ¢ for t = 0,1, ..., T, where K is the number of categories of events. We
assume there is either zero or one event for each node and time point. For each 1 < m < M,
0 <t < T, if there is no event, X! € RX ig a zero vector. For times and nodes with events,
we consider two different observation models:

e The first model is the multinomial model (Section 2.1) corresponding to the setting in
which each event only belongs to a single category. In this case, if the event at time
t and node m is in category k € {1,..., K}, then we let X! = ey, where ¢y, is the kth
vector in the canonical basis of RE.

e The second is the logistic-normal model (Section 2.2) corresponding to the setting in
which each event has mixed category membership, and that membership is potentially
observed with noise. In this case, we let X!, be a vector on the simplex AX~1 with
non-negative elements summing up to one.

The following two sections address these two cases separately, where the corresponding
estimator for each model is also discussed.

2.1 Multinomial Model

When each event belongs to a single category, the distribution of {X!F1}M__ conditioned on
the past data X? can be modeled as independent multinomial random vectors. As mentioned
earlier, we assume that there is either one or zero event for each node at each time, and hence
X! € {0,1}X under this multinomial model. Specifically, let tensor AMN g RM>*KxMxK
encode the context-dependent network, and each entry A%I}i g 15 the influence exerted
upon {node m, category k} by {node m’, category k’}. We will refer to this influence
as absolute influence, contrasted with the relative influence and overall influence in the
logistic-normal model introduced later. That is, an event from node m’ in category k' may

increase or decrease the likelihood of a future event by node m in category k, and A%Ii ! !

parameterizes that change in likelihood. Further define vMN € RM*K a5 the intercept term

where each entry 1/%“2 determines the event likelihood of {node m, category k} when there
are no past stimuli. For any p > 0, A € RP*M*K 1, e RP_ Jet

pH A Y) = (A XD + v = Z Azym/’k/anlvk, + v eRP. (3)
m/ k!
Then p!+H(AMN )MN) € RE and we use pf ™ (AMN, vMN) to denote the likelihood parameter
of {node m, category k} at time ¢ + 1 given the past. Then the conditional distribution of
X s

t+1/ MN ., MN
e:“‘k (Am W )

P(X, = e X') =
Em el X5) 14 35 e (AN AN

1
1+ 25—1 e“ZTI(A%N’V%[N) '

(4)
P(X.H =0/X") =

This is also the multinomial logistic transition distribution (mLTD) model considered in
Tank et al. (2017). See Figure 1(a) for a visualization of the multinomial model.
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For simplicity of exposition, we assume the offset parameter MY to be known! and only
estimate the parameter AMN ¢ RM*EXMxK = (One straightforward estimation method is to
find the minimizer of the penalized negative log-likelihood:

T—1
~ 1
AN = argmin = N4 X XL 0N + A AR, (5)
AcREXM XK T i—0
where
PN X XE N = F (i (A ™) = (it (A v, XE (6)

and f; : RX — R is defined by fi(z) = log <Zfi1 e’ + 1). Note that ||A| g is the group
sparsity penalty defined in (1).

2.2 Logistic-normal Model

When there is mixed membership, for each 0 <t < T,1 < m < M, the K x 1 vector X! is
either the zero vector or a vector on the simplex corresponding to the mixed membership
probability of categories. Thus we need to address the distribution in two parts: the
probability mass of 1 yt+1_4, and the distribution of X1 given XEH # 0.

Let Zt1 e AK~1 be a random vector on the simplex with a distribution to be specified
shortly. We model the distribution of {X:F1}M_, conditioned on the past as:

e (7)

P ZtH with probability it
" Ok, with probability 1-q

and further assume conditional independence of entries for {X:F1}M_| . For ¢'*1 e [0,1]M,
each element is the probability that an event occurs at the corresponding node and time
t + 1. We specify how ¢'*! is modeled later.

2.2.1 MODELING Z!

ZH 1 may be modeled by two kinds of distributions widely used for compositional data: the
Dirichlet distribution (Bacon-Shone, 2011) and the logistic-normal distribution (Aitchison,
1982). The Dirichlet model gains its popularity in Bayesian statistics but makes the limiting
assumption that the sub-compositions are independent. More specifically, for any r.v. X €
RX ~ Dir(a),

X1 Xy Xit1 Xk
- N and N e TR
Zi:l Xi Zi:l Xi Zz‘:kJrl Xi Zi:kJrl Xi

are independent for any 1 < k < K — 1. Another difficulty associated with the Dirich-
let modeling is the non-convexity of the negative log-likelihood objective, which presents
challenges both in terms of run-time and from a statistical perspective.

MN AMN

1. It is straightforward to estimate v together with , and the theoretical guarantees would still hold.
For synthetic mixture model experiments in Section 5.3 and real data applications in Section 6, we will
always estimate the offset parameter and network parameter together for all models.
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Hence we employ the logistic-normal distribution, which (i) has log-concave density
function and thus facilitates fast convergence to global optimizers and more tractable the-
oretical analysis; (ii) incorporates the potential dependence among sub-compositions in
different categories by introducing dependent Gaussian noise in the log-ratio (Atchison and
Shen, 1980; Blei and Lafferty, 2006). The logistic-normal distribution is also related to
the Gumbel-Softmax distribution (Jang et al., 2016), which has gained popularity in ap-
proximating a categorical distribution using a continuous one. The difference is that the
logistic-normal distribution assumes the noise to be Gaussian and is thus more amenable
to statistical analysis, whereas the Gumbel-Softmax employs the Gumbel distribution.

Specifically, we let the Kth category be the baseline category?, so that we could trans-

t+1
form ZtHt e AK=1 to log-ratios log Ztm—;f, k=1,..., K —1, which take values on the entire
m, K

RE~! and can be modeled by a multivariate normal distribution. To model the conditional

Zt+1
expectation of logztmf’f give Xt let ALN ¢ RM*(K-1)xMxK
m,K

A?nNk m
category K} by {node m/, category k’}. In addition, we let " be the corre-

sponding intercept term. Then we use ,ufjl (ALN JLNY £6 model the conditional expectation
Zi+1
of log =+ give X', where p/*!(-,-) is defined in (3).

m,K

More specifically, for any ¢ > 0,1 <m < M, given {X"},_,,

encode the network, where

, 1o is the relative influence exerted upon {node m, category k} relative to {node m,
N ¢ RMx(K-1)

Zt—i—l
log —pt = p (AR BNy el 1<k <K -1,
I 0

e e 2 N(0,3), £ e REDXED,
where ett1 e RUK—1 is a Gaussian noise vector with covariance ¥ € RS> (K-1),
See Figure 1(b) for a visualization of the logistic-normal model.

2.2.2 MODELING ¢

We now discuss models for the event probability ¢**! in (7) and study the following two
cases: (a) ¢'*! is a constant vector across ¢, which can be specified by ¢ € RM; (b) ¢'*!
depends on the past X?.

Constant ¢ = ¢g: This model is reasonable if we consider event rates that are constant
over time or multi-node compositional time series. For example, users on social media may
have constant activity levels; compositional data (e.g., labor/expenditure statistics) for each
node (e.g., state/country) may be released on a regular schedule. The latter case can be
thought of as a special case with ¢ = 1 3.

2. Using a different baseline category would not change our model form, but only lead to reparameterization.
More details on this is included in Appendix C.1.

3. In this case, all X!, are non-zero and constrained in the (K — 1)-dimensional simplex AEL 5o for
identifiability, we have to take X:t,l,:,(K—l) e RM*(E=D instead of X' € RM*K as the covariate for

predicting X‘*! and thus assume AMN ¢ RM*(E-1)xMx(K-1)



CONTEXT-DEPENDENT NETWORKS IN MULTIVARIATE TIME SERIES

X' € RMXK AMN € RMxK ymk t+1 AMN MN) ”t+1(AMN MN Xrtrl+1 c RK X! € RMxK

B -
=1.,K Multinomial WM

... ... concatenate ... ... concatenate ...

. H1m EER

w

(a) Multinomial model

Xt = RMXK ALN c [RMXK t+1(ALN LN) ﬂH'l(AkN, VkN)
B | | | "

... ... .k logistic-normal mixture W.p- Gy,
... ... + . concatenate ..
... ... Ole w.p. 1-— t+l

Zrtn+1 e RK

t=ry =
! ... concatenate ...
]

Xt+1 c [RK
HEN

Xt+1 e RMXK

(b) Logistic-normal model

Figure 1: Visualizations for the multinomial model (4) and logistic-normal model (8), with
M =4, K = 3. Bach X!! is independently generated from the corresponding
distributions, with parameter p!™!(AMN pMNY op i+ (ALN LNy determined by

the past data X! and model parameters.

Estimator: In the case of constant ¢, we only estimate AMN e RM*(K-D)xMxK 5pq

assume N to be known for ease of exposition, while ¢ and the covariance matrix ¥ are
unknown nuisance parameters. We define the estimator as the minimizer of a penalized
squared error loss:

T-1

~ 1
AN = argmin = Y N(A X XL OEN) 4 A AR, (9)
AcR(K-1)xMxK t=0
where
1
gLN(A; Xta Xrtrj_la V}rlzN) =§H{Xfﬁfr1;&0} ”er1+1 - Mt+1(A7 U7I:7,N)“%a
t t t (10)
vaz,k: log(Xm,k/Xm,K)7 XT#O, 1<k<K-1
0, X, =0

Note that if ¥ = Ix_1, the squared loss is exactly the negative log-likelihood loss, while for
a general X, this loss is still applicable without knowing 3. Note that ¢ does not appear



ZHENG, RASKUTTI, WILLETT AND MARK

in the objective function. This is because that the log-likelihood can be written as the
summation of a function of A and a function of ¢, and thus we could directly minimize an
objective function that does not depend on q.

¢' depends on past events: We model ¢'*! using the logistic link: for 1 < m < M,

1 exp{(BE™, XY + ey
m 1 + exp{(BBern Xt} 4 pBern}’

(11)

where BBem g RMXMxEK “and BnBﬁ;?/,k, is the overall influence exerted on node m by {node
m’, category k'}, while nBem € RM ig the offset parameter. If we set BB = 0, this reduces
to the constant ¢! = ¢ case with ¢, = (1 + exp{—v:N )_1. In general, our goal is to jointly
estimate AYN and BBe™ while "N and nB™ are assumed known for ease of exposition, and
the covariance matrix ¥ is regarded as an unknown nuisance parameter. The loss function
("N (A) defined in (10) can still be used to estimate AYN. While for BB we can define

/B (B) as the log-likelihood loss of the Bernoulli distributed Lixt 20y
P(B XY X ) = fo((B X 4 ) — ((BL X" + 1)L xert Loy (12)

where fy : R — R is defined by fa(z) = log(e®” +1). To exploit the sparsity structure
shared by AMN and BB we pool the two losses together and add a group sparsity penalty
on AMN and BBe™ To account for various noise levels 3, we put different weights on the
two losses, and intuitively the weight on L"N(A) should be smaller if ¥ is large. Formally,
forany 1 <m < M,

(AR B

m 'Tm

T-1
= argmin a 2 N4 Xt XL LN
=

AR e (13)
T-1
1 _
+ TO‘ ST e (B XY, XL nBe) £ ARG (A, B |,
t=0

where the penalty term R, (A, B) is defined in (2). If we let a = 0.5, this type of estima-
tor has been widely seen in the literature of multi-task learning (Zhang and Yang, 2017;
Obozinski et al., 2006; Lounici et al., 2009). When a = 0 or 1, we are estimating AN or
BB only with the penalty term A|A|r or A|B| g, respectively.

2.3 Connection of Our Models to Prior Work

After presenting the detailed formulations of our models in previous sections, in this section,
we discuss connections between our models and existing approaches in the literature.

Connection to Point Process Literature: Our work is most closely related to Hall
et al. (2016); Mark et al. (2018), which discuss a discrete-time modeling approach for point
process data. As illustrated by Mark et al. (2018), the multivariate Hawkes process (Hawkes,
1971; Daley and Vere-Jones, 2003; Yang et al., 2017) can be discretized and represented as
a Poisson generalized linear ARMA model. Considering a discrete approach improves the

10
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computational efficiency and can also deal with real-world data that is collected at discrete
time points. More specifically, Hall et al. (2016) investigates the following high-dimensional
generalized linear autoregressive process:

XHHXE~ P(v+ A*XY), (14)

where {X; € RM}T_  is the observed data, v € RM is a known offset parameter, and
A* e RM*M ig the network parameter of interest. Hall et al. (2016) specifies P to be
the product measure of independent Poisson or Bernoulli distributions. For a Bernoulli
autoregressive process, the model is:

exp{(vm + (Aj, X)X/}

1+ exp{vm + (A%, Xt} (15)

M

P(Xt+1|Xt) _ H

m=1

This model ignores the context/categorical information of the events, which is what our
methods aim to capture.

When each event corresponds to one exact category, the multinomial model (4) can cap-
ture the category-dependent network as a natural extension from Bernoulli autoregressive
process. This model can also be seen as a multi-variate (M > 1) version of the categorical
time series (Fokianos et al., 2003). By considering the multi-variate version, our model
reflects not only an autoregressive model for each node independently but also the autore-
gressive model of interactions between them. However, when the event presents imprecise
mixed membership in multiple categories, there is no established model that can be directly
applied or naturally extended for this type of data. Our logistic-normal approach (7), (8)
combines ideas from compositional time series and autoregressive process framework.

Connection to Compositional Time Series: Compositional time series arise from the
study of labor statistics (Brunsdon and Smith, 1998), expenditure shares (Mills, 2010) and
industrial production (Kynéclova et al., 2015). In a classical setup, one would observe a
time series { X'}, where X! € R¥ lies on a simplex AX~1 representing the composition
of a quantity of interest (i.e., proportion belonging to each category). Directly modeling
compositional time series data is difficult because the observations are all constrained on the
simplex. This challenge can be avoided by modeling the data after transforming the data
via taking the log of ratios between each category and some baseline category as discussed
earlier. In classical compositional time series analysis, we might use an ARMA model to
describe the transformed data.

Our logistic-normal model is closely connected to the compositional time series models
but deviates from this classical setting in two ways. On the one hand, even when we consider
the special case where event probability ¢ = 1, we have a multi-variate compositional time
series (one for each node in our network), and so our model reflects the interactions between
the nodes. The number of nodes can be large, making this a high-dimensional problem. A
more significant difference is that we consider the scenario where there is no event during a
time period ¢ for node m, meaning X! = O instead of lying on the simplex. This presents
a significant methodological challenge, as discussed earlier, and we cannot simply apply
the log-ratio transformations to all X! . Hence we introduce a latent variable Z! lying on
the simplex to address this issue: we only apply the log-ratio transformation on Z! when
modeling the conditional distribution of Z!, given X*~!, and with probability ¢}, we observe
Xt = Zt  otherwise X! = O.

11
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3. Theoretical Guarantees

In this section, we derive the estimation error bounds for the estimators defined in Section
2.1, Section 2.2, alongside the error bounds for the variable importance parameter estimators
defined in Section 4, under their corresponding model set-ups. We first introduce sparsity
and boundedness notions that will appear in the theoretical results. In particular, for the
multinomial model (4), we define the following notions:

(i) Group sparsity parameters: For 1 < m < M, let SYN := {m/ : |[AMYN |z > 0}
be the set of nodes that have an influence on node m in any category, sparsity pM~ :=

M
|SMN| “and pMN := max pMN. Further let sMN := Z PN,
lsms<M
m=1
(ii) Boundedness parameters: Let RMN := [ AMN|, 100 = maXZ max |AMN |
sy m.k K sy 3
’ m/

For the logistic-normal model with constant event probability ((7), (8) with ¢! = q), we can

define SLN| pEN ' pLN LN "and REN similarly from above, except that we substitute AMN

by AMN. While for the logistic-normal model with event probability depending on the past
((7), (8), (15)), we assume shared sparsity in A“N and BB*™ among nodes, and both of them
need to be bounded. Thus under this model, we define S’,I;q,N’ch, pIT}LN’ch plN:Bern - LN, Bern
and Rimil®™ | similarly to the above, except that we substitute AMN by the concatenated

tensor (AN, BBern) ¢ RMXKXMxK (concatenated in the second dimension).

9

3.1 Multinomial Model

. . . log M
Theorem 1 Consider the generation process (4) and estimator (5). If X = CKy/ <%=,

K < M, and T > ce*1(1 + Ke“)2K*(pMN)21log M, then with probability at least 1 —
3exp{—clog M},

MN
| A — AMNH2 <Ce (R 4 102518
F T

HEMN - AMNHR <Ce2C1 (CK e + 1)K MYy /IOgTM,

= RMN 4 |WMN) e, C > 0 are universal constants.

max

where Cy

The proof can be found in Section 7.1.

RMN

max’

Remark 3.1 The upper bounds in Theorem 1 grow with K, and M|,

To understand this phenomenon, we mnotice that when these three quantities increase,
‘(AMN,Xt> + VMN’ may also increase, and hence the event probability in each category be-
comes more extreme (closer to 0 or 1). Extreme probabilities would then cause the decrease
of both the curvature of the loss function and the eigenvalues of Cov(X!|X1).

This type of estimation error bound is widely seen in the high-dimensional statistics
literature (see e.g., Bickel et al. (2009); Zhang and Yang (2017)). As in Hall et al. (2016)
and Mark et al. (2018), a martingale concentration inequality is applied to adapt to the time

12
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series setting, and the major difference in this proof from past work includes lower bounds
on the strong convexity parameter for our multinomial loss function, and the eigenvalues
of covariance matrices of multinomial random vectors. One may be curious about why the
singular values of AMN are not required to be bounded by 1, similarly to the linear VAR
model studied in prior works (Basu et al., 2015; Han et al., 2015). In fact, linear VAR
models require this condition since it is necessary to ensure that the magnitude of the time
series data would not get larger and larger (“explode”) when t increases. In contrast, under
our set-up, each entry of the data an,k: is bounded, and thus this would not be a concern.

3.2 Logistic-normal Model with Constant ¢’ = ¢
Theorem 2 Consider the generation process (7), (8) with ¢ = q and estimator (9). If

T log M
K<MT> g’;[f; (pENY2log M, and A = C'KmI?XEk,k\/maXm Trg 8 , where Ty, =
m i1
Zthl Lixt 20y, then with probability at least 1 — 3exp{—clog M},
HALN AN <C’maxk Yk K? sMN max,, ¢ log M
= V3 min,, ¢2,T ’
(16)
HA\LN B ALNHR gC maxy Ek,kKSLN\/maX{n m 120gM.
! min,, g2, T

Here ¢,C > 0 are universal constants,

_ . [min; ;B min; ¢;(1 —gy)
71_“““{ AK +1° 1K ’
eIy { (KD 1) )
eb(2m) T K2|3|2 2Amin(2)

b=

The proof is provided in Section 7.2.

Remark 3.2 In the error bounds (16), 71 encodes the curvature of the loss (the larger,
the better), while K maxy, Xy, reveals the effect of model parameters on the deviation bound
IVLEN (AN | r. Larger K and ¥ lead to larger deviations. The curvature term v, is smaller
if there are more categories (larger K ), more extreme event probability q (close to 0 or 1),
and larger parameter values (larger REN + |v™N|| 5, ). A more extreme event probability g,

max
leads to a lower variance of 1 ytr1 g, conditioning on Xt, while larger REN + [v™N| o leads

max

#0}
to smaller covariances (controlled by 31) of logistic-normal vectors ZLH1, 1 <m < M.

Remark 3.3 One challenge for lower bounding the curvature term 1 lies in lower bound-
ing the smallest eigenvalue of Cov(Zt |Xt1) € RE-DXE-D for 1 < m < M, which
does not have a closed analytical form for each entry. Instead, for any vector u € RE1,
we lower bound Var(u'Z! | X)) by showing that P(u'Z!, < —c|ulo|X!1),P(u’Z, =
clull2| X*=1) = p for some 0 < p < 1, which implies that Var(u' Z! | X'™1) = 2¢%p|ul3.
More details are presented in the proof for Lemma 6 in Section 7.
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The error bounds in Theorem 2 have an extra factor depending on ¢q. If ¢, = qo for

1 <m < M and some 0 < gg < 1, then this factor becomes q%' If q,,,’s differ too much

from each other, a better choice is to use specific A, = C4/ I lOgM for the estimation of

max,,/ q,,/
2

each ALN , which would lead to a term qi instead of in the error bounds. This

extra factor can be understood as follows: under the multinomial model (4), the number of
samples for estimating A%N is T', while in this section, the expected number of samples is
qmT for estimating ALN.

Different from Theorem 2, the estimation error rates for the other two models (the
multinomial model and the logistic-normal model with ¢' depending on the past) presented
in Theorem 1 and Theorem 3 do not explicitly depend on P(X!, # Oxx1). (Recall that
P(X!, # Okxx1) = ¢n in Theorem 2.) This is because, under the models of Theorems 1
and 3, the event probability P(X! # Oxx1) depends on the model parameters AMN and
vMN D or BBern and nBem. In these cases, P(X! # Oxx1) can be lower bounded by a
function of RMN [vMN| ., or a function of Rﬁ}ﬁzBem, 7B . Therefore, the influence

RMN +HVMN||OQ)6

of event probability upon estimation accuracy is absorbed in (1 + C'Ke *max
Theorem 1 and (1 + e anlixBeerH’?Ber“||oo+1)6 in Theorem 3.

in

3.3 Logistic-normal Model with ¢ Depending on the Past

Theorem 3 Consider the generation process (7), (8), (11) and estimator (13) for some

O<a<1d IfA=Cla)K\/ 8 K< M, and T > %(pLNvBem)Hog M, then with

probability at least 1 — 3 exp{—clog M},

~ N 9C' 2K2 LN,Bern loc M
OéHALN . ALNH% + (1 . Oé)HBBern . BBernH% < (a) s og

2 )
Y2 r

RQ(A\LN i ALN7 éBern B BBern) < 12C’(OZ)I(SLN,Bern IOgTM7
72

[\.’MH

where Ry (-, ) is defined in (2), C(a) = [C'maxy X g + C'(1 — )]2,

eCQ+1 ) /82 602
P t Gty {4[( T 1 AK(1 + %2) } ’
2(e — 1)2 K —1)(C5 + 2)? 17
/82: (K—l ) T X {_( )( 3 ) }7 ( )
eS(2m) 7T K2[3|2 2Amin (%)

C RLN Bern + H,’,]BernHOO7 03 RLN Bern HVLN HOO’

max max

and ¢,C,C" > 0 are universal constants.

The proof can be found in Section 7.3.
Similar to Theorem 1 and Theorem 2, the curvature term -y, is smaller if there are more
categories and larger parameter values (larger K, Runie ™™, 5N o0, [7B°™|o0). Larger Cy =

4. Although Theorem 3 is only stated for 0 < a < 1, our proof also leads to the same estimation error
4
bound if a = 1, for T > C(p"NB™)? log M instead of T' > ng (pEN-Bermy2 1og M.

2
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LN,Bern LN,Bern
Rmax Rmax

+[1nBe™ |4 leads to more extreme event probability ¢!,, while larger C3 = +

m T m t
Zm

t
|v"N]| could cause more extreme means of log-ratios u! (AN, yEN) = & <log Z"”i(’;” | X t_1>
and both extreme ¢, and p’(ALN yLN) contribute to smaller covariance of X7, .

When 0 < a < 1, the estimation errors for AN and BB™ are implied directly, although
they may be loose in their dependence on «. It’s difficult to determine an optimal « for
estimation based on the theoretical result. Intuitively we need a to be away from 0 and 1
so that we boost the estimation performance by pooling the two estimation tasks together.
We will demonstrate the interplay between a and the noise level ¥ in terms of estimation

errors in the numerical results in Section 5.2.3.

Remark 3.4 Here we explain some connections between Theorem 2 and Theorem 3. If we
let a = m for estimating the logistic-normal model with time-varying q°, then
Theorem 3 implies that

~ 2 172 LN,Bern

ory% T
< C maxy Zk’kKQ SLN,Bern log M
N " T
Compared to Theorem 2, we can see that the only difference in the upper bounds for H/AlLN —
ALN||% 1s that the event probability term qn, in Theorem 2 changes to 1iZ202 or ﬁ m
Theorem 3. This is because that we have ﬁ < ¢, < 1_7_2202 for any t,m, under the

logistic-normal model with time-varying q'.

4. Post Hoc Signed Variable Importance Network

So far, we have defined an absolute network parameter AMN for the multinomial model,
a relative network parameter A™N and overall network parameter BBe™ for the logistic-
normal model, which have different interpretations due to the nature of the corresponding
models. However, in real applications, influence networks that share the same meaning
across different models are usually desired to facilitate comparison.

Therefore, in this section, we consider a more model-agnostic approach to determine
edge presence and weights by calling on the recent literature on variable importance and post
hoc interpretation methods (see e.g. Breiman et al. (2001); Strobl et al. (2008); Gréomping
(2009); Féraud and Clérot (2002)). This allows us to develop a post hoc signed variable
importance network for any multivariate autoregressive model, which focuses on the models’
ability to predict future data and is therefore not as sensitive to the specific choice of model
parameterization. First, we revisit the literature on variable importance and post hoc
interpretation methods, which serve as the inspiration for our approach.

Past literature on variable importance and post hoc interpretations: The vari-
able importance or predictive importance measure has been widely studied in random forests
(Breiman et al., 2001; Strobl et al., 2008; Gromping, 2009) and neural networks (Féraud
and Clérot, 2002; Lundberg and Lee, 2017),where the key idea is to measure the effect of
each predictor on the prediction results.
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Among these past works, our approach is most closely related to the post hoc inter-
pretation methods proposed for neural networks. For example, suppose that there are d
predictors X1, ..., Xy used for predicting the response, and f(Xi,...,Xy) is the fitted pre-
diction function based on the complete data with all predictors. Given the fitted function f,
Féraud and Clérot (2002) measures the variable importance of the predictor of interest, say
X1, by looking into the average change in f(Xi,...,Xy) when X; changes by some value &
that follows certain distributions. More specifically, they consider the following quantity:

)

where z;,7 = 1,...,n are sample versions of X. Here P(§|x; 1) should characterize how likely
we would encounter an observation X = ;1 + 0, and thus (18) shows how the prediction
result would be affected if X; changes to some comparison baseline that likely appears in
data.

% S P(Oli1) (F(@ins i) — (@i + 06, 710))]| O, (18)
=1

General idea of our approach and connection to past work: In this paper, we
consider a similar strategy to the approach of Féraud and Clérot (2002) discussed above,
with some modifications suited for our needs. First, we describe our strategy under the
same context as the aforementioned neural network example and then extend it to any
multivariate autoregressive models.

As mentioned earlier, one understanding of (18) is that it reflects the change in prediction
when X7 changes to some baseline that is likely to appear in data. Based on this idea and
for simplicity, we use a fixed comparison baseline that is representative of the distribution
of X1, and one natural choice would be the sample average x1 = %23:1 xy.1. Hence we
consider the following quantity as the post hoc variable importance of Xi:

%Z \f(xin, .- xig) — [(Frs e mia)|, (19)
=1

where each term inside the summation in (19) quantifies how much the deviation of
x;,1 from its average value influences the prediction. In fact, (19) is a special case of (18)
under a particular P(d|z; 1), and a detailed explanation for this connection is presented in
Appendix B.4.

Furthermore, we want our variable importance parameter to reflect whether the influ-
ence of X7 upon the prediction is stimulatory or inhibitory. The influence is stimulatory
if the increase (decrease) of z;; from its average Z; leads to the increase (decrease) of
f(zit,...,25q) from f(Z1,...,x;4), while it is inhibitory if the increase (decrease) of the
former leads to the decrease (increase) of the latter. Therefore, we consider the post hoc
stgned variable importance of X1 defined as follows:

% Z Sgn($¢71 — :fl) (f(ZL‘i’l, c 7$i,d) — f(:fl, e 7xi,d>) , (20)
i=1

which is positive for stimulatory effect but negative for inhibitory effect. We will illustrate
how to extend the definition (20) to the post hoc signed variable importance network notion
under the autoregressive model setting in the following.
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Post hoc signed variable importance network definition: We now define the vari-
able importance network parameter V e RM*KXMxK fq1 any multivariate autoregressive
model with data {X* € RMXK}T . Our goal is to let each entry Vi, i, mo.k, reflect the
signed variable importance of X sk for predicting Xfrjl 1k Similar to (20), where we con-
sider how the prediction function f changes as x;1 deviates from the average value 71,

now we define Vi, k1 mo ke DY how much the prediction function E(Xf:llk1|X t) changes as
an%kQ deviates from X, , = = t, 0 Xt . Define X*(mq, ko) € RM*K as the compar-
ison baseline for X*:

Xt o (m,k) # (ma, ks),

(X (M2, ko)) = 4 ™F
Xk, (m,k) = (ma, ka),

which equals X! at all entries other than (ma, ko) and takes the value of )_(m,k at entry
(ma, ko). The variable importance of X ma .k, fOT pPredicting Xm+ 1k1 can then be measured
for any model as follows:

le,khmmkz
T—1
1 v (21)
=T Z sgn (X}, by — Ximok) (E( f,jlfk1|X) E(Xﬁrjllk1|xt(m2,k2))),
t=0

which resembles (20), and whose sign suggests whether the influence is stimulatory or
inhibitory. Here the expectation function E(X ﬁj 1k1 | X") depends on the ground truth, and
thus the variable importance parameter V' defined here is an unknown population quantity.
However, for any method that performs one-step-ahead prediction, one can simply substitute
E(X tHk |X?) in (21) with the prediction output by the method. Specifically, for our three
models, we define the ground truth variable importance network parameters VMN }LN
VENBern ¢ RMxKXMXK a1 their estimates ‘A/MN, YA/LN, PLNBern 44 follows:

1. The multinomial model:

T-1

1 _
Vo Kk ks =m0 Sgn(Xt ky — Xmaks)
mi,k1,m2,k2 T ;) ma,rk2 2,K2 (22)
: [EMN(Xﬁ;rllkJXt) — Ean (X5 [ X (ma, k:g))] ,

where the subscript MN means that we take the conditional expectation under the
multinomial model, and

MN t MN
E (Xt—i-l ‘Xt) e Aml ks o X >-Hlml k1 (23)
MN = AMN MN *
ml’ X >+V7n N

1+ Z?:l SAmy ki,

To estimate VMN that depends on AMN " we can substitute AMN in (23) by AMN
defined in (5) and obtain VMN g RM*EKxMxK,

2. The logistic-normal model with constant ¢':
Since there is no closed-form expression for calculating Epn(X5H|X?) due to the
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nature of logistic-normal distribution, we consider the following alternative as the
prediction:
Epn (XA X et = 0). This is the conditional expectation of X! if there is no

Gaussian noise et+1 in (8). Then we can define VL1 ey ks DY
Vfgll\{khmz,kz
T-1
1 . -
:f (Xmg, Xm2,k2) (24)
t=0
[ELN(X;jllk1|Xt, 1 = 0) — ELx (X (X (ma, ko), ! = 0)] ,
where
<Am1 k1, Xt>+le k1

Ern (X0 5, 1XT e = 0) =g,

ma,k1

/{1 <K
Y
1 + Zf 11 6<Am1 k,: X >+V'm1 k

1
t LN
1+ 30 A e XV

(25)

ELN(Xt+1K|Xt = 0) =Aqm;

Similarly, we can estimate VN by substituting AN in (25) by AN defined in (9) and
obtain VLN ¢ RM*KxMxK

. The logistic-normal model with ¢* depending on the past: The definition for V1N:Bern
is basically the same as that of VEN except that the expectation E1N,Bern(-) would
take a different form:

LN,Bern
mi J<?1 ,ma,ka

Z mz, szvkz) (26)

+1 t t+1 t
' |:IELN,Bern()(7”1 kl‘X , € = 0) - IELN,Bern ml kl‘X ma, k2) = 0):| ;
where
t+1 t t+1
ELN,Bern(‘XVm1 k1 ’X , € = 0)
LN
BB Xty (RN XN
= k‘l <K
Bern t Bern t LN ’

1+ eBmina XOtm™ Skt AR e X DF .
E (Xt+1 |Xt €t+1 _ 0) ( )

LN,Bern\-A K =

<BBern Xt>+nBern 1

11 BRI X D 14 ZK 1 CARY o X4

We will substitute AMN, BBern py ALN, BBem for calculating (27) and obtain VLN.Bern ¢
RM x K xMxK .

Given the definitions above, for any time series dataset {X! e RM*K }tho and any

chosen model (the three models proposed in this paper or any model that can be estimated
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and perform one-step-ahead prediction), we are now able to obtain an estimated post hoc
signed variable importance network. The estimated variable importance network can then
be visualized and provide insights into the influence patterns among nodes. Moreover, we
can compare the estimated variable importance networks generated under different models
to understand the advantages and disadvantages of these modeling approaches. This is
more reasonable than directly comparing the estimated model parameters (AMN , AN and
éBem), which have different interpretations, as mentioned at the beginning of Section 4.

Estimation error bounds: Based on the estimation error bounds for AMN  ALN and

ALN:Bern iy Section 3, we can also prove the following error bounds on variable importance

parameters VMN 1IN anq YVLN.Bern ypder each corresponding model.

Proposition 1 1. Under the same conditions as Theorem 1, with probability at least
1 — 3exp{—clog M},

5 sMN1og M

~ 2
[N VANT < et (O 1)K (MR

where ¢,C > 0 are universal constants and C} is as defined in Theorem 1.

2. Under the same conditions as Theorem 2, with probability at least 1 —3 exp{—clog M},

2 _ C max;y, E%JgK?’ (P"™)? sEN max,, gm log M

P V3 min,, g2, T

)

H"}LN _ LN H

where ¢,C' > 0 are universal constants and vy is as defined in Theorem 2.

3. Under the same conditions as Theorem 3, with probability at least 1 —3 exp{—clog M},

2 < Cc(a)QK?)(pLN,Bern)Z SLN,Bern IOgM

HVLN,Bern . VLN,Bern o
F 75 min{a, 1 — o} T

9

where ¢,C > 0 are universal constants, and s is defined in Theorem 3.

The proof can be found in Section 7.4.

Compared to the error bounds for |AMN — AMN|2 AN — AMN|2 and | ALNBern _
ALNBern|2 iy Section 3, Proposition 1 has an additional term K (pMN)2 (or K(p"N)2,
K (p"N:Bermy2) - Thig is because that each entry of VMN VEN and VINBern inyolves MK

entries of AMN AMN and AMN:Bern and we have taken the sparsity into account.

5. Synthetic Data Simulation

In this section, we conduct simulation studies to validate our approaches in two ways:
we first use synthetic data generated according to the three aforementioned models to
validate our theoretical results on the rates of estimation error; and then test our method(s)
on data generated from a synthetic mixture model, which is a hybrid of the multinomial
model (4) and the logistic-normal model with ¢ depending on the past ((7), (8) and (11)).
The latter experiment is inspired by real applications and illustrates the advantages and
disadvantages of our multinomial and logistic-normal methods. Moreover, it inspires us
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to develop a mixture approach based on a testing procedure, where one can make a data-
dependent choice over the multinomial and logistic-normal methods for each node and then
fit a mixture model based on the node-wise choices. The mixture approach also provides a
unified view of the underlying network and enjoys promising performance compared to the
multinomial and logistic-normal approaches.

5.1 Numerical Details

Optimization algorithm: For all numerical experiments, we use the standard proximal
gradient descent algorithm with a group sparsity penalty (Wright et al., 2009) to solve the
optimization problems. In particular, for solving (5) and (9), we reparameterize {A,}M_,
to vectors in RME? and RME(K-1) with group sizes K2 and K(K — 1), respectively. To
solve (13), we reparameterize {(y/aAm,v1— aBn)}M_, to vectors in RME* with group
size K2. A vector soft-threshold method can then be applied in each iteration.

Choices for tuning parameters: Across the experiments in Section 5.2, we use penalty

parameter A = C)\ K4/ IO%M , where the constant C') is selected for each model via cross-

validation. The detailed cross-validation procedure is included in Appendix D.1. Since the
purpose of Section 5.2 is to validate our theoretical error rates, we do not tune « for the
logistic-normal model with q' depending on the past: we either use a fixed o (Figures 6, 7, 8)
or run experiments for each « from a list (Figure 9).

While for the synthetic mixture experiments in Section 5.3.2 and real data applications in
Section 6, cross-validation is done for each model and each data set separately. In addition,
in Section 5.3.2 and Section 6, both v and A need to be tuned for the logistic-normal model
with event probability depending on the past.

5.2 Estimation Error Rates

For each of the three generation processes defined in Section 2, we investigate the perfor-
mance of the corresponding estimators (5),(9), and (13). For all the figures in this section,
the averages of 50 trials are shown, and error bars are the standard deviations.

5.2.1 MULTINOMIAL MODEL

The synthetic data is generated according to (4) (initial data { X9 }M_, arei.i.d. multinomial

random vectors), and AMN is estimated by (5). Under all settings, for each m, the pMN =
% non-zero slices A%Nm,: are sampled uniformly from 1 < m’ < M. We set K = 2,

and given that A%lﬁm,: is non-zero, each of its K2 entries is sampled independently from
U(—2,2). To ensure the same baseline event rate under the three generation processes,

which is set as 0.8, we let vMN = (log %)« k. The tuning parameter A = 0.12 x K IO%FM

where 0.12 arises from cross-validation, as explained in Section 5.1. The scaling of mean
squared error |AMN — AMN|Z 5y MN _pMN)2 with respect to sparsity sMN, dimension M
and sample size T" are shown in Figures 2, 3.
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Figure 2: W, |AMN — AMN|2Z vs. T under the multinomial data generation process and
estimator (5), where the second plot has a log-scale. The scaling of |AMN — AMN|2 with
respect to sMN log M is similar to the theoretical bound. Its scaling w.r.t. T is a little
larger than % since the multinomial log-likelihood loss has a low curvature under our
set-up of A.
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Figure 3: W and |[VMN — yMN|2Z s sample size T under the multinomial data gen-

eration process and estimator (5), where the second plot has a log-scale. The scaling of
[VMN _ VMN|2 seems similar to that of |[AMN — AMN|2 i Figure 2.

5.2.2 LOGISTIC-NORMAL MODEL WITH ¢! = ¢

Here the data is generated under (7) (initial data {X9}M_,
vectors) and (8) with constant vector ¢ = (0.8)"*1 and the estimator is as specified in
(9). We set K = 2, the covariance ¥ = [(x_1)x(x—1) and intercept y(MM) — Mx(K-1)
ALN ¢ RMX(K-1)xMxK

are 1.i.d. multinomial random

is generated in the same way as in Section 5.2.1, except that the

log M
T

from cross-validation. The scaling of the mean squared error | ALN — AMN|Z |VLN — VLIN|2,

dimension is different. The penalty parameter \ is set as 0.13 x K , where 0.13 arises
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Figure 4: W, |ALN — ARN|Z vs. T under the logistic-normal data generation process with
constant ¢' and estimator (9), where the second figure is under log-scale. The scaling of
MSE aligns well with Theorem 2 in s*N, M, and T.
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Figure 5: Wl ple and [VEIN - vIN|2 ple size T under the logist 1 data g

ation process with constant ¢* and estimator (9), where the second plot has a log-scale.
The scaling of |[VIN — VIN|2 geems similar to that of [|ALN — AMN|2, in Figure 4.

with respect to sparsity sV, dimension M, and sample size T are shown in Figure 4 and
Figure 5.

5.2.3 LOGISTIC-NORMAL MODEL WITH ¢ DEPENDING ON THE PAST

We generate data according to (7), (8), and (11) (initial data {X9}M_, arei.i.d. multinomial
random vectors) and estimate AN and BB™ using (13). For each 1 < m < M, we sample
the support set Sy, uniformly from [M] = {1,...,M}. Given that A%nlim,’: or Bﬁe’ﬁ;,7: is
non-zero, each entry is sampled independently from U(—2,2). We set K = 2, the covariance
¥ = I(k—1)x(K—1), intercept VN = (0)MX(E=1) " and pBerm = (log4)M*1 to ensure a base
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Figure 6: W, |AMN — ALN|Z vs. T under the logistic-normal data generation pro-
cess with ¢! depending on the past and estimator (13). The second plot is under
log-scale. The scaling of |AM™N — AMN|2Z aligns well with Theorem 3 in stN-Bern,
M and T.
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Figure 7: “rxmemiogar [ B°" — BY" | vs. T under the logistic-normal data generation process

with ¢* depending on the past and estimator (13). The scaling of HEB‘““ — BBem|2 wrt.
sEN:Bern Jo0 M is similar to the theoretical bound in Theorem 3. The second plot is under
log-scale, and the scaling of |BB™ — BBer(2 w.rt. T is a little larger than = since the
Bernoulli log-likelihood loss has a low curvature under our set-up of A.

probability of 0.8. The penalty parameter A = 0.08 x K % where 0.08 arises from

cross-validation and a = 0.4. We present the scaling of mean squared errors |AMN — AMN|2,
|BBern — pBern |2 “and |VENBern _y/LN.Bern|2 4y Rigures 6, 7, and 8.
We also check the influence of a on the estimation error when the noise covariance ¥ of

the logistic-normal distribution varies. We consider the setting where M = 20, sMN.Bern —
20, K = 2, T = 1000, and each non-zero entry of AMN, BB is sampled from U(—1,1). We
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Figure 9: |AN(a)—A™|2 and | BB (o) — BB |2, v.s. . The first figure shows the results when
02 = 1, while the second one is when 2 = 2. The dashed lines are | AXN(1) — ALN|2, and
| BB (0) — BBe™|2,. When a = 0 or 1, A™N or BB™ would stay at the initializers (set
as zeros tensors), while | ALN(1) — AMN|2, | BBern () — BB |2, would be the estimation
error of separate estimations. When a moves from the extremes (0 or 1) to the middle,
the estimation errors of both are lower. When variance 0% = 1, choosing « around
0.4 would make |AMN(a) — AMN|2 and |BBe™(a) — BB™||2, both lower than separate
estimation. When o2 = 2, the figure suggests choosing a smaller a.

run 20 replicates for each a in {0,0.1,0.2,...,1}, and for each replicate, cross-validation is
used for choosing A\. We set ¥ = U2I(K—1)x(K—1) where 02 = 1 or 2, and Figure 9 shows
that a should be smaller when o2 increases.
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5.3 Synthetic Mixture Model

The simulation study in Section 5.2 shows that the three methods all perform well when
data is generated from the models these methods are proposed for. However, in reality,
and as we will see with our real data examples, for each event, we may always observe
positive membership weights in multiple categories while we cannot directly tell if it is
the noisy observation for a single category or it indeed represents true mixed membership.
Meanwhile, data from real applications is unlikely to match a true model. In particular, one
might expect that: (i) some nodes’ events have mized memberships in different categories,
(ii) while other nodes in the network only focus on one particular category of events, and
thus each of their events falls in one category. This is inspired by a news media example
where some media sources cover multiple topics, and others focus primarily on one topic.

One key question is, how would our approaches work under this complicated real-world
situation? In this section, we design a contaminated mixture model to mimic this situation
and provide numerical evidence for our central hypothesis: The logistic-normal approach will
be more effective at estimating edges among nodes whose events exhibit mized memberships
in multiple categories; while for a node more likely to have events mainly in a single category,
the multinomial approach will be more effective. The contaminated mixture model also
inspires us to propose a new mizture approach that leverages both the logistic-normal and
multinomial models in settings with uncertainty about node type. Specifically, this section
is organized as follows:

(i) We first introduce a contaminated mizture model with some nodes following the multi-
nomial distribution while the others follow the logistic-normal distribution, and the
non-zero multinomial vectors are contaminated to have a positive weight in each cat-
egory. We also propose an estimation algorithm (Algorithm 1) that assumes knowing
the type of each node. See Section 5.3.1.

(ii) We simulate a synthetic network under this contaminated mixture model to ezplore
the central hypothesis articulated above. See Section 5.3.2.

(iii) Furthermore, under the contaminated model, we develop a test procedure based on
a likelihood ratio test to estimate the type of each node. Data with unknown node
types can be analyzed by computing these estimates and then performing the mixture
model estimation discussed in Section 5.3.1, as illustrated on the simulated network
defined in Section 5.3.2. See Section 5.3.3.

The hypothesis and the mixture approach (testing and then estimation) will also be sup-
ported by our real data experiments in Section 6.

5.3.1 CONTAMINATED MIXTURE MODEL

Here we propose a contaminated mixture model that mimics the real data behavior men-
tioned at the beginning of Section 5.3. Specifically, consider a collection of M nodes that are
divided into two distinct sets: N UN2 = [M] with N1 n N2 = . Under the mixture model,
each event associated with a node in N7 only belongs to a single category and its distribution
can be captured by the multinomial model, while each event associated with a node in N5
has mixed category membership and thus can be modeled using the logistic-normal model.
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Figure 10: An illustration of the contaminated mixture model. The hidden {X!} , are
generated from the mixture model while {X®}1_, are observed contaminated
data.

The multinomial and logistic-normal models introduced in Sections 2.1 and 2.2 correspond
to two special cases of this mixture model: N7 = [M], No = &, and N7 = &, Ny = [M],
respectively. The data generated from the mixture model is denoted by {X t}%r’:m and we
assume it to be contaminated to {)Nf 81T ,. This contamination is constructed as follows: if
X! is a non-zero multinomial vector, it would be contaminated to )?,’;1 that has positive
weights in all categories; otherwise, we observe the true data X! = X7 .

Formally, let a 4th order tensor A™X e RM*KxMxK epcode the context-dependent
network and define v™* € RM*K a5 the offset parameter. Also, define V™mix ¢ RM*KxMxK
as the variable importance parameter. Conditioning on all past data (X, X 0 Xt X b,
we assume that X**1 only depends on X* through a mixture of the multinomial and logistic-
normal models, while X’frf ! only depends on X% ! given all past data and X**! (this can be
viewed as a hidden Markov model, see Figure 10). Given X!, the future data Xf“, e ,Xﬂl
are conditionally independent. The conditional distributions of each X!F! and )N(f,f L are
specified as follows:

1. When m € N7, the distribution of X!+ given X and the definition of V™* are the
same as the multinomial model, defined in (3), (4), and (22), except that we substitute
AMN and pMN by AmIX and pmix,

While for the conditional distribution of the observed data )?f;j 1 we assume )?f;j =
XEFLif XEFY = 0g 1 which corresponds to the “no event” case; otherwise, we assume
that )z'f,f ! follows a logistic-normal distribution with parameters depending on X!t
and hence each event is observed with positive membership weights in all categories.
The detailed logistic-normal distribution for the contaminated data X% given X!
and and its motivation is included in Appendix D.2.

2. When m € N3, the conditional distribution of X!f! given X* and the definition
of VMX are the same as the logistic-normal model with ¢’ depending on the past,
defined in (7), (8), (11), and (26), except that we substitute AN, BBern LN p)Bern

m

mix mix mix mix : : :
by Am,l:(K—l),:,:’ Moo Vmod(K—1)) and Vi I - The covariance matrix of Gaussian
noise €1 is still denoted by . We assume that the observed data X' = X! in

this case.
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Under this observational model, the key challenge is to come up with estimates N 1 N\’Q of the
node sets Ni, Na. If given Nj, Na, we can round )an to be an estimate of X! for m e Ny
and treat )?ﬁn as equivalent to X!, for m € J\Afg; then we can still apply the estimation
methods proposed in Section 2 for each node separately, upon the estimated data. The
detailed procedure is summarized in Algorithm 1. In the following section, we will consider

Algorithm 1 Network Estimation with Contaminated Data

Input: Contaminated data {)?t}z;o, number of nodes M, number of categories K, node
sets /(\/1,./(\/'2, tuning parameters \MN XN > 0 o € (0,1)
1: fort=0,...,7 do
20 XM= 0
3 form=1,...,M do
1 if m € N7 and X!, # Oy then
5 Xt — ¢ where k = arg max; )Z'fm
6: else
7 )’(‘—;rllix,t _ )?»fn
8 end if
9 end for
10: eAnd for R
11 A™X = 0pry e mrscics D™ = Onrseres VI = Opr o Mx K
12: form=1,...,M do
13:  if m e | then

14:
1 T-1
(Aﬂlx’ ’V\nnlnx) _ arg min T Z EMN(A; Xmlx,t’X;:Lnx,t—&-l’ I/) + )\MNHAHR
AERKXAIXK,VERK =0
15: Obtain V,glix by plugging in AMN = A\%ix, yMN — pmix ¢ (22)
16:  else
17:
o T-1
(Arnélxﬂ/j\rrznx) _ arg min f Z ELN(Alz(K_1)7:7:;Xm1x,t’XTI’rlnx,t+1’ Vl:(K—l))
AERKX]\/IXKJJGRK =0
l -« = Bern v mix,t Pmix,t+1
+ T ZE (AK,:,:;X ’ 7Xm ’ 7VK)
t=0
LN
+ A RQ(AI:(K—I),:,:a AK,:,:)
18: Obtain ‘A/n{?ix by plugging in ALN = A\nmzi,)l(:(K—l),:,:’ BBem = gg’;’}(h:, N =
DI (. B = B o (24)
19:  end if
20: end for

Output: ﬁmix, pmix apd rmix
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two naive estimates for the node sets N7 and Na: (i) /C/l = [M], /(/2 = ¢, and (ii) ./C/'l =,
Ny = [M]. Algorithm 1 with these two estimates correspond to the multinomial and
logistic-normal approaches. Then we will propose data-dependent estimators for A7 and
N> and investigate the performance of Algorithm 1 with these estimators in Section 5.3.3.

5.3.2 SYNTHETIC EXAMPLE FOR VALIDATING THE HYPOTHESIS

To investigate how the multinomial and logistic-normal approaches work under this con-
taminated mixture model, or to explore our hypothesis mentioned before Section 5.3.1, we
simulate a toy example under this model. The detailed model parameters of the simulated
example are deferred to Appendix D.3. Under this model set-up, We generate time series
(X"}T, and {X"}T_, with T = 10000, where the initial data {X2}¥_, are i.i.d. multino-
mial random vectors. The true variable importance parameter lex of the hidden mixture
model (calculated from {X*}T , and true model parameters) is visualized in Figure 11(a):
there are 17 nodes (M = 17) with 5 categories of events (K = 5) in total: “blue”, “black”,
“red”, “green”, and “yellow” events. Only influences within each category exist (Arflklj‘ w =0
if k # k'), and the edge colors indicate the categories of the influence®. Purple nodes (nodes
1-5) belong to N7, while nodes 6-17 are from N5.

After applying the multinomial (Algorithm 1 with Ny = [M], Ny = &) and logistic-
normal (Algorithm 1 with Ny = &, No = [M]) approaches upon the generated data
{Xt}tzo, the estimated variable importance networks are presented in Figure 11(b),(c).
We can see from Figure 11 that the multinomial approach mainly picks edges correctly
among nodes in N7, while the logistic-normal approach works better for nodes in N5, which
validates our hypothesis mentioned at the beginning of Section 5.3.

Notation Description

Xt c RMXK

Hidden data at time ¢ generated from the mixture model,
defined in Section 5.3.1
RMxK Observed data in thg contaminated mixture model,
defined in Section 5.3.1; X is the contaminated version of X!
Rounded data for node m at time ¢ given
the contaminated data )?fn, defined in Algorithm 2
Estimated data at time ¢ given contaminated data Xt
and estimated node sets /\71, JVQ, defined in Algorithm 1

Xte

A~

X! e RK

¥ mix,t MxK
Xt e R

Table 1: Notations for data in the contaminated mixture model

5.3.3 MIXTURE APPROACH BASED ON A TESTING PROCEDURE

Based on the findings in the previous section, naive estimates for the node sets, N = [M]
(multinomial approach) or Ny = [M] (logistic-normal approach), may not be the best
choices. In this section, we propose a heuristic test based on the idea of likelihood ratio
tests, which takes the contaminated data {)th}tTZO as input and outputs Ny, Ny < [M]

5. We set no influence in the “yellow” category (no yellow edge), which can be set as a natural baseline in
the logistic-normal model.
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(a) True Network (b) Estimated Multino- (c¢) Estimated Logistic- (d) Estimated Mixture
mial Network normal Network Network

Figure 11: True variable importance network and estimated variable importance networks
by the multinomial, logistic-normal, and mixture approaches. Solid edges are stimulatory
while dashed ones are inhibitory, and edge colors indicate the categories of the influence.

After normalizing the maximal absolute value of network parameters to 1 for each
network, edges are only visualized if their corresponding parameters have larger absolute

values than 0.15, and edge width is proportional to these values. We can see that the
multinomial approach is more likely to underestimate the edges connecting purple nodes

(nodes in N1) compared to the nodes 6-17 (nodes in N3), while the logistic-normal

approach is more likely to ignore edges connecting nodes in No. As a comparison, the
mizture approach performs reasonably well for both types of nodes (details of the mixture
approach are presented in Section 5.3.3).

as estimates of N7, Ns. Once we obtain J\Afl,/\A/'Q, Algorithm 1 can be applied to estimate
the underlying mixture model, and we will refer to this procedure, including testing and
estimation, as the mixzture approach. The pseudocode of our testing procedure is given
in Algorithm 2, and we will validate its performance using the aforementioned synthetic
example at the end of this section. In particular, this testing procedure calculates the log
likelihood-ratio statistic ﬁém for each node m and uses it to determine whether m € ./C/’l or
J\A/'z. A detailed explanation of the testing procedure is presented in the following.

Likelihood functions: For any 1 < m < M, first define the negative log-likelihood
function for Xt+1 (observed data from the synthetic model) given X (true unknown data)
by PMN(Amix pmix g (GMNY2, Xt KLY Gy e Nf; by (UN(Amix pmix s Xt XEEL) f g e
Ns. The detailed forms of ZMN andmiN are included in Appendix C.2 (see (86) and (87)).
Here a, (6MN)2 are the parameters for multinomial nodes in the contaminated mixture
model proposed in Section 5.3.2 (details presented in Appendix D.2), and ¥ is the noise
covariance matrix for logistic-normal nodes. We aim at finding estimators for AMX pmix,
a, (cMN)2 %) under each model and then derive a log likelihood-ratio statistic.
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Algorithm 2 Node Type Testing

Input: Contaminated data {)th tT:07 tuning parameters AMN AN~ 0 o €
(0,1)

LM =g, N =0

2: form=1,...,M do

3 fort=1,...,T do

4 if X! # 0x; then

5 X’,ﬂl = e, where k = arg max; )Z'ﬁm
6: else

7 Xt = Xt

8 end if

9 end for

10: end for

11: form=1,...,M do

12: Obtain AMN, pMN G~ (GMN)2 1y Algorithm 3 with input {X*}Z_, {X{ }L,, \MN

13:  Obtain ﬁ%lN, égﬁrn, pLN - pBern, S by Algorithm 4 with input {X—t}g;m m, A'N and
a

14:  Calculate test statistic:

T-1
.1 i A~ JE N e, o~
R, :T Z ZLN([A%@N’BELHH]? [V%anraem]vzm;Xt?Xﬁjl)
t=0

where /XN and MN are defined in (87) and (86)
15. if ]Em > —0 then
16: ./\/1 = N1 ) {m}

17: elsg R

18: No =Ny u {m}
19: end if

20: end for

Output: /\71, ./\72
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Approximation and estimation: Since X' is unknown, we first substitute X in JMN

and (LN by Xt as an approximation®. For each node m, we propose estimators for the
model parameters under each model separately:

(i) Under the multinomial model, we regress rounded data {)A(ﬁn}thl (defined in Algo-
rithm 2) upon past observed data {)N( t}tT:_Ol with the multinomial loss and regulariza-
tion parameter AMN > 0. Here we regress future rounded data upon past observed
data instead of past rounded data {)A( ¢ tT:_Ol, since we don’t assume the types of other
nodes when testing node m, and hence we should not round the data associated with
all nodes. Then we obtain estimators ﬁ%N, DMN for Amix pmix. g and oMN are esti-
mated by G, G%IN using the method of moments; The detailed estimation procedure

is summarized in Algorithm 3 in Appendix D.4.

(ii) Under the logistic-normal model, we regress observed data {)Z'fn}z;l upon past ob-
served data {X* f;ol with the logistic-normal loss and tuning parameters A\M'N, o > 0.
This leads to estimators ALN BBern pLN pBern 5, Aﬂl’l‘ (K—1):, A;fli’}‘{’:’:, 1/;23’1(:( K—1)

~

yglliXK. The covariance parameter ¥ is then estimated by the MLE 3, given other pa-
rameter estimates. The detailed estimation procedure is summarized in Algorithm 4
in Appendix D.4.

In practice, the tuning parameters AMN, AN and a can be chosen by cross-validation. The
motivation and formal definition for these estimators are also included in Appendix D.4.
Based on these estimates under each model, our test statistic for node m is defined as

T-1
~ 1 N A LN ~Bam & ot o
B = 3 PN(LARN, BB, [0, 380), S, X1, X041
t=0 (28)
= PN DN, A, (G3N)% XL X,
where /MN and /N are the negative log-likelihood functions mentioned in the beginning

of Section 5.3.3. Here recall that [A, B] denotes concatenation of A and B in the first
dimension for any A € RP1*P2XXPk B e RP1*P2XXPk  Larger R,, suggests a better suit for
the multinomial model, while lower R,, suggests a better suit for the logistic-normal model.

Classification criterion: The test statistic ]/%m for each node m in the synthetic example
discussed in Section 5.3.2 is plotted in Figure 12, and we notice that if and only if m € N,
the test statistic R, = —oo due to a zero estimate 52,. Furthermore, as long as the
data is generated from the synthetic mixture model and m € Ni, 52, should be a good
estimate for o2 with sufficiently many samples (large T), and thus 62, = 0 is a strong

indicator for m € N;. Therefore, we propose estimators N1 = {m : }Afm > —oo} and
Ny = {m : R, = —oo} for the true node sets N (multinomial nodes), N> (logistic-normal

nodes). Although this criterion seems a bit conservative for classifying the logistic-normal
nodes (/\72), both our synthetic experiment and real data experiments in Section 6 suggest
that it has promising performances. Finding a data-dependent threshold for R,, is an
interesting but very challenging open problem.

6. We don’t calculate the exact log-likelihood function given X" since it is computationally heavy, involving
summation over all potential hidden variables X* and 2" ~! combinations of node types of the rest M —1
nodes.
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0 5 10 15
m

Figure 12: The test statistic f?m for m = 1,...,17 in our synthetic example. Blue nodes
are multinomial nodes (N7), while red nodes are logistic-normal nodes (N2). We
can see that R, = —co if and only if m € N5.

Figure 11(d) visualizes the estimated variable importance network Vmix for the synthetic
example using the mixture approach (Algorithm 2 followed by Algorithm 1), which recovers
the edges for both the multinomial and logistic-normal nodes. The real data experiments
in Section 6 would also demonstrate the effectiveness of this mixture approach.

6. Real Data Examples

We evaluate the multinomial, logistic-normal, mixture approaches and the main hypothesis
on a political tweets data set (Littman et al., 2016), and a MemeTracker data set” (Leskovec
et al., 2009). For both data sets, we apply some NLP methods to extract a membership
vector for each post, organize them into time series {X! € RM*K}T_ ' (details provided
later), which are then fitted by the three approaches. These two data sets demonstrate the
advantages of our methodology over existed approaches and provide some evidence for our
hypothesis that for one type of nodes, the multinomial approach is better than the logistic-
normal while the converse holds for the other type. Furthermore, the mixture approach
shows promising performance for both types of nodes. In the following, we first elaborate
on the evaluation procedures of our real data experiments, and then we discuss each example
in detail (Sections 6.1 and 6.2).

One of the major challenges for network estimation is performance evaluation since there
is no obvious ground truth. For both applications, we provide two evaluations: (1) pre-
diction error performance that demonstrates the advantage of allowing influence to depend
on categories; (2) a subset of directed edges are supported by external knowledge (political
tweets example) or information extracted from a cascade data set (MemeTracker example),

7. Data available at http://www.memetracker.org/data.html
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which further supports the hypothesis from the synthetic model in the previous section, and
also demonstrate the usefulness of our mixture approach.

Comparison of estimates: Since the three approaches take different data as input
(rounded data for the multinomial method, unrounded for the logistic-normal method, and
a mixture of both for the mixture method), we also use their corresponding test data to
measure the prediction errors; thus they are not directly comparable. The detailed proce-
dure for calculating prediction errors is deferred to Appendix D.6. To investigate the benefit
of learning different networks for different categories, we compare the prediction errors of
the three methods relative to fitting (1) a context-independent network model where the
influences among nodes do not depend on categories® , and (2) a constant process where
the network parameters are all zeros (no influence from the past)”. For comparing network
estimates, we visualize the variable importance parameter VMN, VIN defined in Section 4
and V™ defined in Section 5.3.1.

6.1 Political tweets data

A central question in political science and mass communication is how politicians influence
each other. Here we measure influence using the time series of their posts on Twitter. While
constructing an adjacency matrix for this network (e.g., by looking at who follows whom)
is a simple task, it does not reveal how the level of influences among politicians varies as
a function of political tendencies of posts (i.e., left-wing or right-wing). To address this
challenge, we use a collection of tweets from the 2016 United States Presidential Election
Tweets Data set (Littman et al., 2016), collected from Jan 1, 2016, to Nov 11, 2016. The
collection includes 83,459 tweets sent by 23 Twitter accounts (M = 23): 17 presidential
candidates’ accounts and the House, Senate, party accounts for each party (Democrats and
Republicans). We consider two categories of tweets: left-leaning and right-leaning (K = 2),
and we aim to learn the influence network among the 23 Twitter accounts that depend on
the ideologies of tweets.

Due to the lack of a pre-trained NLP model for identifying political tendencies of tweets
given their contents, we use the tweets from the first half of the time period (55,859 tweets
from Jan 1, 2016, to Jun 6, 2016) to train a neural network for categorizing tweets into
two political tendencies (left- and right-leaning) and apply it on the tweets from the second
half of the time period. The detailed procedure for training the neural network and how
we obtain the data {X'}_, with T = 999 is contained in Appendix D.5. Under this pre-
processing procedure, each X* spans a time interval of 3.7 hours.

Figure 13 shows the histogram of the unrounded {Xfm? : X! # 0}, the right-leaning
weights of all tweets (averaged for multiple tweets from the same user and time window).
Since the sum of the left-leaning weight and right-leaning weight of any tweet equals 1, it
suffices to present only one of them. One important thing to note is that there are two

8. This is equivalent to assuming a Bernoulli auto-regressive (BAR) model (Hall et al., 2016) for whether
events occur, and each node’s events membership in categories follow the same multinomial/logistic-
normal distribution over time. We use ¢; penalized MLE for estimating the BAR parameter and MLE
for estimating the multinomial/logistic-normal distribution parameter.

9. MLE is used for estimating the constant process parameter.
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Figure 13: The histogram of right-leaning weights of all tweets (averaged for multiple tweets from
the same user and time window) in political tweets example. The peaks in frequency at
0 and 1 suggest that the political tendencies of these tweets contain little ambiguity.

peaks in frequency centred at 0 and 1, which suggests many clearly left-leaning tweets (0
score) or right-leaning tweets (1 score).

Prediction performance: We apply the three methods (multinomial, logistic-normal,
and mixture approaches) using the first 70% of the input data (from Jun 7 to Sept 25,
2016) and test their prediction performance on the latter 30% (from Sept 26 to Nov 11,
2016). Similar to Section 5.3.2, 5.3.3, we round the data accordingly for the multinomial
and mixture methods. Meanwhile, the right-leaning category is set as the baseline for the
logistic-normal approach and also for the logistic-normal nodes in the mixture approach:
as discussed in Section 2.2.1, all choices of the baseline category lead to equivalent models.
The prediction errors of the three fitted models and that of their corresponding fitted sub-
models (defined before Section 6.1) are presented in Table 2-4 respectively. The prediction
error tables show that both the multinomial and mixture approaches take advantage of the
context information since our context-dependent model yields a slightly lower prediction
error, but the logistic-normal approach doesn’t since the context-independent approach
out-performs our approach.

Context-independent | Multinomial
Method Constant Process Network Model (Our Model)
Prediction Error 0.30580 0.25520 0.25200

Table 2: The prediction errors of the fitted multinomial model (full model), and that of its two
sub-models: fitted constant multinomial process and context-independent network model
under multinomial framework, evaluated on the latter 30% of the data set. We can see that
the prediction error of the context-dependent network (full model) is lower than that of
the context-independent one, which llustrates the potential benefit of incorporating context
information when using the multinomial method.
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Method

Constant Process

Context-independent
Network Model

Logistic-normal
(Our Model)

Prediction Error

0.15800

0.14373

0.14442

Table 3: The prediction errors of the fitted logistic-normal model (full model), and that of its
two sub-models: fitted constant logistic-normal process and context-independent network
model under logistic-normal modeling framework, evaluated on the latter 30% of the data
set. The prediction error of the fitted logistic-normal model (full model) is slightly larger
than that of the context-independent network model, suggesting that the logistic-normal
approach does not capture the contextual information well.

Context-independent Mixture
Method Constant Process Network Model (Our Model)
Prediction Error 0.29355 0.22921 0.22913

Table 4: The prediction errors of the fitted mixture model (full model), and that of its two sub-
models: fitted constant mixture process and context-independent network model under
mixture modeling framework, evaluated on the latter 30% of the data set. The prediction
error of the fitted mixture model (full model) is slightly lower than that of the context-
independent network model, suggesting that the mizture approach probably captures the
contextual information.

Network estimates: We apply the three methods on the whole data set with the same
tuning parameters used in the prediction task, obtaining the estimated variable importance
networks. Although there is no notion of ground truth, we treat the following plausible
hypothesis as external knowledge: Republicans’ right-leaning tweets tend to have more
influence than their left-leaning tweets, encouraging other Republicans’ right-leaning tweets
and vice versa for Democrats and their left-leaning tweets. We only present the estimated
variable importance edges that are from right-leaning to right-leaning in Figure 14 since
the other three types of edges (left-leaning—left-leaning, etc.) look very similar across the
three methods and all align well with our external knowledge. The visualization for the
other three types of edges is deferred to Appendix D.7.

In Figure 14, we can see that the multinomial and mixture networks include fewer
right—right edges from Republicans (red) to Democrats (blue) than the logistic-normal
network, which may suggest an improvement of these two approaches over the logistic-
normal approach. Since the tweets of all political candidates have extreme ideologies, as
shown in Figure 13, this is consistent with our hypothesis from the previous section. Our
test classified most users (17 out of 23 total users) as multinomial nodes, which may explain
why the mixture approach also has good performance.

6.2 MemeTracker Data Set

In this section, we consider the question of how past posts sent by one online media source
influence another media source in posting new articles; and how this influence network
depends on the topics of articles. To answer this question, we apply our methods upon
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(a) Multinomial (b) Logistic-normal (c) Mixture

Figure 14: Estimated variable importance networks by the three approaches for the tweets
example, including edges from right-leaning tweets to right-leaning tweets. The
largest absolute entry of each of the three variable importance parameters is nor-
malized to one, and each visualized edge width is proportional to the normalized
absolute value of its corresponding parameter. For clarity, only the edges with
absolute parameters larger than 0.3 are shown for each network, and blue nodes
are Democrats, red nodes are Republicans. Solid edges are positive influences
(stimulatory), while dashed edges are negative influences (inhibitory).

the “Raw phrases data” in the MemeTracker data set (Leskovec et al., 2009). This data
set consists of news stories and blog posts from 1 million online sources (including mass
media sources and personal blogs) over the time period from August 2008 to April 2009.
For each news or blog item, only its phrases/quotes that have variants frequently occurring
across the entire online news corpus are recorded in the data set, and we use them as the
approximate content of the post. Note that most news media sources cover multiple topics
(although not with the same amount of coverage), so we don’t have labels for each news
article and thus cannot use supervised learning as we did for the tweet example to obtain the
membership vectors. Instead, we use topic modeling (Latent Dirichlet Allocation proposed
in Blei et al. (2003)) for extracting mixed membership vectors, and we set the number of
topics as K = 5. Based on the top keywords generated from topic modeling for each topic
(shown in Table 14 in Appendix D.5), we choose the topic names as “Sports”, “International
Affairs”, “Lifestyle”, “Finance” and “Health”. For simplicity and interpretability, we also
filter out M = 58 media sources based on their languages, frequencies, and topic coverage.
A 1-hour discretization is adopted (also applied in the prior work Mark et al. (2018)) and
leads to T'+1 = 5807 time intervals. The detailed pre-processing of the data (how we obtain
{X*}L ) is contained in Appendix D.5.

Prediction performance: We fit three models (multinomial, logistic-normal, and mix-
ture models) using the first 70% of the data (from Sept 1, 2008, to Feb 16, 2009), and test
their prediction performance on the latter 30% (from Feb 17 to Apr 30, 2009). The topic
“Health” is set as the baseline for the logistic-normal approach and also for the logistic-
normal nodes in the mixture approach.
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Context-independent | Multinomial
Method Constant Process Network Model (Our Model)
Prediction Error 0.49741 0.45062 0.43351

Table 5: The prediction errors of the fitted multinomial model (full model), and that of its two
sub-models: fitted constant multinomial process and context-independent network model
under multinomial framework, evaluated on the latter 30% of the data set. The prediction
error of the full model is lower than the error of the context-independent one, showing
potential benefit of incorporating context information using the multinomial approach.

Method

Constant Process

Context-independent
Network Model

Logistic-normal
(Our Model)

Prediction Error

0.11269

0.10809

0.10229

Table 6: The prediction errors of the fitted logistic-normal model (full model), and that of its
two sub-models: fitted constant logistic-normal process and context-independent network
model under logistic-normal framework, evaluated on the latter 30% of the data set. The
prediction error of the full model is smaller than that of the context-independent one,
showing potential benefit of incorporating context information using the logistic-normal
approach.

As explained before Section 6.1, we calculate the prediction errors of the three fitted
models and that of their corresponding fitted sub-models, which are presented in Table
5-7. All three approaches demonstrate some advantage of estimating context-dependent
networks since the context-dependent networks give lower prediction errors in all cases.

Context-independent Mixture
Method Constant Process Network Model (Our Model)
Prediction Error 0.37158 0.31140 0.29930

Table 7: The prediction errors of the fitted mixture model (full model), and that of its two sub-
models: fitted constant mixture process and context-independent network model under
mixture framework, evaluated on the latter 30% of the data set. The prediction error
of the full model is smaller than that of the context-independent one, showing potential
benefit of incorporating context information using the mizture approach.

Network estimates: We apply the three approaches on the whole data set, with the
same tuning parameters as those used in the prediction task. For each media source,
we visualize the influences it receives (a star-shaped sub-network with this media source
being the center), encoded by the estimated variable importance parameters from the three
methods. Since all sub-networks look very similar across the methods except for a few edges,
we defer the visualizations and details of the visualization procedures to Appendix D.8.

To compare the performance of these methods, we extract some supporting evidence
from a cascade data set: the “Phrase cluster data” (more details included in Appendix D.9)from
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Networks )
Edges MN LN mix
alertnet " " *
I 87 I y L7 F I
— reuters
uk.reuters
— reuters LF|SLLF S, I, F
canadianbusiness Fr S 1 F*
— wral
lfszf;t S’ F S, I9 L, F Sa I L’ F

Table 8: Edge topics suggested by the estimated variable importance networks (column 2-4) for
edges in column 1. Here we use “S”, “I”, “L”, and “F” as abbreviations for the topics
“Sports”, “International Affairs”, “Lifestyle”, and “Finance”. In the first row of the table,
“LN’, “MN” “mix” refer to the logistic-normal, multinomial, and mixture approaches.
We will present supporting evidence for the estimated edge topics marked in bold. Our
evidence also suggests the edge topics with “*” are likely to be dominant. We can see
that the multinomial and mizture approaches may work better for the first and third edges,
while the logistic-normal and mizture approaches seem to work better for the other two
edges.

Aug 2008 to Jan 2009 in the MemeTracker data set, which is also used in Yu et al. (2017a)
for studying influences among media sources. In Table 8, we present four edges (alertnet,
uk.reuters—reuters, canadianbusiness, breitbart—wral) with supporting evidence suggesting
that some methods may do better than the others. From Table 8, we can see that the multi-
nomial approach is likely to work better for the first and third edges since “International
Affairs” and “Finance” seem to be the dominant topics in these two edges. However, for
the other two edges, multiple topics are plausible, and none is dominant. Hence the logistic-
normal approach may work better for the second and fourth edges. Meanwhile, the mixture
approach seems to work well for all four edges. For most other edges estimated differently
by the three methods, we don’t have evidence suggesting which one may be better. The
detailed supporting evidence and arguments for comparing these four estimated edges are
included in Appendix D.9.

Hypothesis support based on validated edges: Table 8 suggests that the logistic-
normal and mixture methods estimate edges better if they connect uk.reuters and breitbart,
while the multinomial and mixture methods estimate edges better if they connect alertnet
and canadianbusiness. The first two media sources tend to cover multiple topics, while
the latter two media sources tend to be primarily about one topic. To further emphasize
this mixed membership or single category behavior, we consider the top topic weights of
averaged posts sent by each media source within each time interval, and then we take an
average over all time intervals when each media source posts. We present the average top
topic weights of these four media sources in Table 9. A higher top topic weight suggests
less mixed membership. We can see that posts sent by uk.reuters, breitbart within the same
time units are more mixed in topics, while those by alertnet, canadianbusiness are more
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Media sources uk.reuters | breitbart | alertnet cana'dlan—
business
Top topic weight 0.4400 0.4061 0.5539 0.5694

% of media sources
with lower top weights
R, —0o0 —00 -1.2601 -1.4343

27.59% 8.62% 74.14% | 84.48%

Table 9: Top topic weights of the averaged posts within each time unit sent by the four media
sources, averaged over time. The four media sources all have edges estimated well by
multinomial or logistic-normal method but not the other. The third row is the percentage
of all 58 media sources that have lower top topic weights than the media source in the
first row. A higher top topic weight and percentage suggest that the posts sent by the
media source are more likely to fall in one topic, while a lower top topic weight suggests
that its posts are more likely to have mixed membership. The fourth row presents the test
statistic R,,, indicating that our test identifies the types of these nodes correctly, which
explains why the mixture approach based on the test works well for all four nodes.

exclusively about one topic. This finding further validates our main hypothesis from the
previous section. In addition, the test statistic R,, for each node is presented in Table 9,
suggesting that both uk.reuters and breitbart are classified as logistic-normal nodes by our
test, which explains why our mixture approach would work well.

6.3 Summary of findings

Since real data validation is quite involved, we briefly summarize the key findings in Table
10, which provides further evidence for the hypothesis that the logistic-normal approach
will be more effective at estimating influences among nodes whose events exhibit mixed
memberships in multiple categories; while for a node more likely to have events in one
category than others and thus each of its events falls in that category, the multinomial
approach will be more effective. Furthermore, the mixture approach works reasonably well
for both types of nodes.

7. Proofs

In this section we provide proofs for Theorems 1, 2, 3, Propositions 1, and Lemma 6. Proofs
for other supporting lemmas are deferred to the appendix.

7.1 Proof of Theorem 1

We prove the error bounds for arbitrary 1 < m < M and then take a union bound. Let
A, € REXMXK " and define

F(Am) =Ly (A3 + A) = L™ (AR + MARY + Anllg = N AR [R,  (29)
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Mixed membership

Examples Prediction Network estimates .
v.s. single category

Political Each Twi h
olitica MN, mix are better MN, mix are better ach Twitter user has

tweets one ideology tendency
LN, mix better for uk.reuters, breitbart
uk.reuters — reuters and breitbart
All methods and breitbart — wral cover multiple topics
M Track
eme Tracker work well MN, mix better for alertnet
alertnet — reuters and and bizjournals are

canadianbusiness — wral | primarily about one topic

Table 10: Summary of the comparison among the three methods in the two real data exam-
ples. “MN”, “LN”, “mix” refer to the multinomial, logistic-normal, and mixture
methods. The last column shows whether nodes exhibit mixed membership in
multiple categories or falls mainly in single categories and further validates our
main hypothesis.

where

T-1 K K
N (A) = 7 37 | £, X0+ 70N - Z<Am,k,Xt>X;;t;] @) =log (2 et 1) ,
t=0 k=1

i=1
and
M
HAmHR = Z ”Am,:,m’,:HF'
m/=1
Our goal is to show that if F(A,,) < 0, the following holds with high probability:
log M

[Amlr < CpiNy 25 (30)

CpyNlog M
A < P28
The following lemma shows that we only need to prove the claim above for |A,,|r < C.

Lemma 2 For any convez function g and norm | - |, if g(0) = 0, g(x) > 0 as long as
||| = C, then g(x) < 0 implies |z < C.

Since F(-) is convex, we only need to show that F/(A,,) < 0 and |A,,|r < C imply the error

bounds (30). This is because that the error bounds suggest |A,||r < C,O%‘[N\/% < C,
thus the condition in Lemma 2 holds.
Denote the Bregman divergence induced by any function g as Dy(-, ), then if F(A,,) <0,

Dy (A + Ay A < = (VLN (ARY), Am) + A AN R = MARY + Amllr,  (31)

The following lemma provide an upper bound for the R.H.S.
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Lemma 3 Under the model generation process (4), if K < M, then with probability at least
1 —exp{—clog M},

logM A
MN /[ 4MN
where ¢, C > 0 are universal constants.
Thus we can bound the R.H.S. of (31) by

A 3A

EHAWHR + )\HA ,59M /\HA ,(SMN)e HR = HAm,:,S%IN,:HR - EHAm,:,(S%N)C,:HR'
By the definition of LMN,

D (AN + Ay, AVN) = Z Dy ((AMN Xty 4 pMN (A, X (AMN Xy 4 M

T-1 2 (et
1S Amin(VE£(E))
> 3 S LD A, X0B,

t=0

where ¢! € RE is some point lying between (AMN + A, X + yMN and (AMN Xty 4 yMN,
Since we have assumed

[ AN 00,100 < Ripayer  |1Amllr < C

we know (AMN 4 A, Xy 4 pMN (AMN X8 )MN € [-Cy — C,Cy + O], and thus ¢ €
[-C1 — C,Cy + C]¥, where C; = er\r/l[g( + MY .
The next step is to lower bound Apmin(V2f(£%)). First we calculate the Hessian matrix
of f: ) N
(v2f($))ij - . ] 7 + f( Le=s) )
7 (Zszl ek + 1) 2=y €+ 1

then for any u € R¥,

u' V2 f(x u—Z:uZuJ sz( )) i

(2 (® “z)

X _
>HuH%miine (Z x’“+1> .

k=1

The third line is due to Cauchey-Schwartz inequality:

(Ere) - o) < (o) ()
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e (9 - 0. Combining this with (31), we know that

(T2 £ (et _e(@Fe)
Therefore, Anin(Vf(£")) = (KeC1+C 11)

R <3 H(Am):,S%N,:

: (32)

- R

Now we would like to lower bound % tT;(]l H<Am,X t>”§ with the following restricted
eigenvalue condition. First we define set C(S, k) of K x M x K tensors, for any set S <

{1,..., M}, and constant x > 0:

C(S,k) ={U e RE MK, HU:,SC,:“R < k|U.s,

R}

Lemma 4 Under the model generation process (4), if K < M and T > Ce*1(1+ Kef' )2 K*
(PMN)2log M, then with probability at least 1 — 2exp{—clog M},

T—1 N
1 U, X 1
- M > e (1 + Kef) L,
vec(sing) T = |U[% 2

_ RMN

MN + oMY o, ¢, C > 0 are universal constants.

where Cy

By (32), A,, € C(SMN3). Therefore, with probability at least 1 — 3 exp{—clog M},

ce 201 5 3\ 3\/pMiN/\
Ol < 2w | < O
A(CKe§ +1)3 [AmlF < = ‘( sy 5 I(Am)lF

which further implies,

MN Jog M
(Bl <Cre0 (€ 1 1y REM

and
18l <4 |(Bm). sy
<4/ oY Al g
<SCKe*9 (CKe™ +1)3pMN logTM.
where C; = RMN 4 [[vMN| ., C > 0 is universal constants.

7.2 Proof of Theorem 2

We follow similar steps from the proof of Theorem 1. Here for any A,, € RUE-DXMxK o
define F'(A,,) as

F(Am) =Ly (A + Am) = Ly (A7) + A AR + Anllr = M AL |-, (33)
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where LEN(4,,) = %Z T [V, — (A, vENY|2 and Tr, = {t 0 XEFY # Ogw1). We
will prove that F(A,,) < 0 implies the error bounds for A,,. We start with the standard
equations

D (A + Ay AY) < (VL (ApY), Amy + AAY [r = A AR + Anlr. (34)

Lemma 5 (Deviation Bound) Under the data generation process (7) and (8) with ¢t =
q,

[VERN (AN e < OK fmax S log M|Tm| _ A

With probability at least 1 — exp(—clog M), for universal constants ¢, C' > 0.

Similarly we can also write

3\
~(ViL (A Ay + AMA R = AJAR + Am|lr < =180, 5057

9 ”Am,:,(S,I;qN)C; ”R’

and thus A, sexyesl R < 3[4, W, Drin (AN A, ALY =
35 Dte T H<Am,X t>H2, and it can be lower bounded based on the following Lemma that

holds for C(SLN, 3) = {U € RE-DxMxK HU svyed| . <O sn, b

Lemma 6 (Restricted Eigenvalue Condition) Under the data generation process (7)
N
and (8) with ¢t = ¢, if K < M and T > %‘jﬁ log M, then

m 1

s 2, KU XDIE = 28

inf
UeC(SLN,3) 2T\|U\|F e

with probability at least 1 — 3 exp{—clog M}, where

min; ¢;5 min; g;(1 - ‘Ij)}

4K +1 7 4K

_ 2e—1)? exp {_( 1) (Ripax + [N loo + 2)? }
eb(2m) "5 K2|5| 2Amin(X) ’

71 = min{ ,

and c¢,C > 0 are universal constants.
Due to Lemma 6, with probability at least 1 — 2 exp{—clog M},

6
[ A < <ﬁ”Am siv |

C’K\/rm\/ longaXm | T |HA

G mHF7 (35)
m
1A <CK4 /maxy, Ek,kpm \/longaxm/ ‘Tm/’

m||lR X - T2 .

The following lemma provides an upper bound for T;,, = |Tp,|:
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Lemma 7
P (|Tm| > 2gnT) < exp{—2¢;,T}.

Note that v; < 1, thus if T > w, exp{—2¢2,T} < exp{—clog M}. Therefore,
1

with probability at least 1 — C exp{—?log M},

CK? max;, Ei,k max,, ¢m piN log M
Via, T

CK maxy, Z‘]ﬁkp%N \/maxm/ Gy log M

|Aml <

)

A R < )
I y L

holds for 1 < m < M, which implies

2 2
HA\LN _ ALNH% < CK* maxj, Ek,k maxy, Gy s“N log M

. )
v2 min,, ¢2, T

C'K maxy, EhksLN max,, ¢, log M
o0 ming, ¢2,7

JAMN — AN <

7.3 Proof of Theorem 3

Similarly from the previous proofs, we only prove the error bounds for an arbitrary m
first. Let A2 e RUK-DXMxK AB ¢ RMxK = and A,,(a) € REXM*XE he concatenated
by aAAd and /1 —aAB in the first dimension. Formally, A (r—1y,,: (@) = VaAd
Ap k() = /1 — aAB . For simplicity, we will omit A,,(a) to A,,. Define

F(A,) =aLEN(AN L A4Y 4 (1 — ) LB (BB 4 AB) 4 AR, (ALN + A4 BBern | AB)
— N(ALY) - (1= ) LB (BE™) = AR (ALY, ™).

(38)
Our goal is to show that if F'(4A,,) < 0, the following holds with high probability:
Cpl_JnN,Bern log M
|AmlE = el ALIE + (1 —a)|AZIE < ,
g (39)

log M
Al = Ru(h, A2) < CptivBem, /18N

Given Lemma 2, we only need to show that F(A,) < 0 and |[Anlz < V1 —«a im-
ply the error bounds (39). This is because that the error bounds suggest |A,,|r <

m%#p%lN’Bemq / logTM < 4/1 — «, thus the condition in Lemma 2 holds.

If F(A,,) <0,

O[DL,I:,‘.LN (A%nN + Aﬁl’ A%.LN) + (]. - O[)DL%ern (B,’]?,Lern + AE’L’ Bgern)
< = ALy (ARY), AL — (1= a) (VL™ (B™), A (40)
+ AR (AN, Bp™) = ARo (ALY + A, BR™ + A).

The following lemmas provide an upper bound for the R.H.S.
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Lemma 8 (Deviation bound for continuous error) Under the data generation pro-
cess (7), (8), (11), with probability at least 1 — exp(—clog(M)),

log (M)
[VLEN(ALN)],, < Omas /Sy |20
for universal constants ¢,C > 0.

Lemma 9 (Deviation bound for discrete error) Under the data generation process (7),
(8), (11), with probability at least 1 — exp(—clog M),

ern ern log(M)
|[vLe™(BY™)| < C —

for universal constants c,C > 0.

By Lemma 8 and Lemma 9, with probability at least 1 — exp{—clog M},

— <VL%1N (A%HN)’ Afn> o <VLBern BBern >
M
= — 2 VAL (AR s VAL ) + (VT = VLN (Bp™))w s V1 = @A
m/=1

1
(@I VL (A slF + (1= @) [V L™ (BR™ ) o 3) * 1A - (@) |2
1

N
3
DME

log M

1
log M\ 2
<(Ca(K = 1)Ky, +C'(1-a)K O%F ) 1Amz

/N

< (C(K -1) max Spra+ C'(1 - a)) M

| Am| &

Setting A = C'(«) K4/ lOgM , where C(a) = [C'maxy, X g + C'(1 — a)]% for some universal
constants C,C’ > 0. Then we have

—a <VL%1N<A%1N), A;‘;} o <VLBern BBern > HAmHR

Let Sy = {(,4,k) : a ALY S |E+ (1—a)|BRes [|7 > 0} be the support set of ALY
and BB®™ then we can write

R, (ALN B7]731ern) — R, (A\%nN’éBern)
:R (AL SLN Bern BBeSLN Bern) - R (AL SLN Bern s BBeSLN Bern) - Ra (A}nN(SLN,Bern) BBeZgLN Bern) )
gRa (Am S7I;LN,Bern7 Ai STI;,N,Bern) - ROL(A:L SyI;LN,Bernca ATB; (SyI;]N,Bern)c)

= HAm’Sg;lN,Bern HR - HAm’(STI_leN,Bern)C HR
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Therefore, the R.H.S of (40) is bounded by %HAm gLNBern | R ’\||A (SN Bern) c|lr- Since
LEN and LBe™ are both convex, the L.H.S. of (40) is non-negative. Thus HAm (SLN-Bernyc Ir <
3HA (SLN Bern )

LN, Bern | g. Define set C of K x M x K tensors for any x > 0 as follows:

S,

C(S#N’Bern, K/) = {U € RKXMXK . HU(SLN,Bern

<K HUSLN,Bern
m

; gy

then A, € C(Spm ™, 3).

Now we would like to show the strong convexity of LEN and LE™ as a function of
(A, Xty and (B, X*). As shown in the proof of Theorem 2,
T-1
Drin(AnY + A, ALY = Z L gt u0y [<ATs X3 (42)
Meanwhile, |AZ | o Hj{”ﬁ? thus the strong convexity of LE°™ is guaranteed
by the following lemma.
Lemma 10 (Strong convexity (LB®™)) Define oc = m:éi;l)z, where Cy = R ™ +
InBe™ |, then we have

T-1
D ppeen (BB™ + AB BBem) > 72 ST (AB x1)?
" 2T =
The following Lemma provides a lower bound for
o7 20 Yixert g I<AR, XOI3 + T Sl xt
t=0 =

in terms of |A,[%.

Lemma 11 (Restricted Eigenvalue Condition) For any U e REXMxK [ vl =
Ui(k-1),,,, and U® = Uk,... There exists a constant ci, such that if K < M and T >
CK4(p%nN,Bern)2 1

—————log M,

P

T-1

T-1
f 1 UM xt2 4+ 2C Y@ xty? > 2
oA b IT Z o UL X+ 57 W, X002 2,

with probability at least 1 — 2exp{—clog M}. Here ¢,C > 0 are universal constants, and

e2t1 . Ba e
Ty (1 + eCat1)? mm{zm + 174K (1 + e©2) } ’
C =R + [P o0, O = Rias™ + [ oo (43)
2(e — 1)? K —1)(C5 + 2)?
By = <i_1> ex {_( 1)(Cs + )}'
eS(2m) "7 K2|3|2 2Amin (%)
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Therefore, combining (40), (42), Lemma 10 and Lemma 11 leads us to

HA H2 <9C( )K2 LNBernlogM

milF ’Y% T ]
120(0[)1{ LN,Bern IOgM
Pm T

|Am[r <4/ pi P A <

with probability at least 1 — 3 exp{—clog M}. Taking a union bound over 1 < m < M gives
us the final result.

7.4 Proof of Proposition 1

For notational convenience, under the logistic-normal model with ¢¢ = q, We let pBern —
log(¢m/(1 — gm)) in this proof. First we define the prediction functions gMN : RX — RK
and ¢"N : REK — RX as follows:

MN () O 1<k<K
g u) =———F——,1 < k<
¥ 1+ Zfil et
UK Uk
gEN () == S PLELES (44)
1-1-6“K1_|_Zl1 eur’
PR w) =
K Tteus 143K Tou
Let Etl\/[nljl gk Egﬁhm% kg EUN:Bern ¢ R he defined as follows:
Etlvlrrljl,mg,kg _”gMN(<Am1 aXt> + v, ) MN(<A71\7/1[?I? Xt(m27 k2)> + an\ﬁv)
— g"N(ARY X5+ ) + M (AR X (ma, ko)) + v ) 2,

By maes =19 (ALY, XD + v ™)
g N AR, X (ma, ko)) + VN, mhe™)
LN(<Am1,X >+ VLN Bern)
+ gAY, X o, ko)) + VN ),

'm1 s Thny
my? 1777m1

LN,Bern

e _HgLN,Bern(<A7I_;11\117Xt> + m17<B7]§£rn7X > + Bern)
(<A%n1\1]7 Xt(m27 k2)> + le ) <BBern Xt(m27 k2)> + nBern)
LN Bern Bern
(<Am17X>+Vﬂ’L17<Bml 7X>+77 )
(<A%n1\1]7 Xt(m27 k2)> + le ) <BBern Xt(m27 k2)> + UBem)H :
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Then by definition and Jensen’s inequality,

ol

1 T-1
{7 MN MN MN 2
HV -V ST 2 (Et,mhmz,l@) )
F T
t=0 \ mi,mao,k2
1
1 T-1 2
LN LN LN 2
HV -V <S5 Z (Et,ml,mg,k‘g) )
F T
t=0 \mi,ma,k2
1
1 T-1 2
{>LN,Bern LN,Bern LN,Bern 2
HV -V F <T Z (Et,mhmz,kz) ’
=0 \mi,ma,k2
MN LN LN,Bern .
In order to bound By ma ks Etomy mo ks and Et,mhm%,@, first we would like to upper

bound the largest singular value of VgMN(u), Vg*N(u) € RE*K. For any k > 0, define
M®) . RF — RF*F gatisfying

et et
(M® (u);j = ———— (%‘—j} - ) ;

1+ Zle et 1+ Zle el

and g% : RF — R* satisfying

el

®u)); = ————,
6O =

then some calculation shows that VgMN(u) = Mg (u) and

LN 1iZZ<A40{7D(U14K—1ﬂ (ff;%ﬁfgu(im(uliK—lﬂ
Vg (u) = B UK g (uy, (e _y)) eVK
(1+e*K ) (1+3, e™) (1+e K)2(1+3 7 em)”

Note that M) (u) is symmetric, and for any v € RX,

k k 2
k k
vTM(k)(u)v = Z gj(- )(u)v? (Z gj( )vj)
j=1 J=1
(k) : (k) : (k)
2 2
DI O DN DN (45)
j=1 j=1 j=1
S (k) : (%)
22% (u)v] (1—299 )
j=1 J=1
>0,
k
o TMB (o < Y7 g (W < ol
j=1
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which implies that | M ®) (u)[ < 1 and thus [VgMN(u)| < 1. Here we have applied Cauchey-
Schwartz inequality on the second line of (45). Meanwhile, for any v € R¥

UK e"Ky
(K-1) _C UK (K-1)
Hl T our (U1 (x—1))V1:(K—1) T 1+ euK)QQ (u1:(x-1)) ,
e"x vk |
46
< 1+ evr <|U1:(K_1)”2 * 1+ e“K> 16)
ek
-2
< VT ) ol

and

_equ(K_l)T(U1:(K—1))U1:(K—1) UKy
(Lt o)L+ S Tem) (14 em )21+ 30 em)
e [r:aenll, |vE| (47)
= 1 UK K-1 +
+e T4+>,7 ewr (14eur)(1+ Z Lew)
UK
< - VIt (L) 2ol

(L+em)(1+ 35 e)

where we have applied Cauchey-Schwarz inequality on the last line of both inequalities
above. Thus we have

wk K—1
Ve el <o QW+§wwauHM%wz "
<\/§HUH2?

where the last line is due to that (1 + ¢%¥)~2 < e "X, which implies that

evK

(1+(1+e")7?) o <!

Therefore, g™N(u) is 1-Lipschitz while g™V is y/2-Lipschitz. Now we are ready to prove the
error bounds for VMN_ IN anq j/LN.Bern,

VMN _ y/MN|  under the conditions in Theorem 1
EMN
t,miy,ma,ko

1. Upper bounding |
In the following we discuss upper bounds for each error term

Sy =A{m’: ANN. . # 0} and ma ¢ S

for two cases:

mo €
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(a) ma € S%[}\I

Under this case, note that

H<AMN Xty — (AMN Xt>H2

mi mi1
1
2
= <A Xt?
mi, kl m1 k17
k1=1
1
K 2\ 2
MN
S Z H}?‘X ‘Am1 ky,m/ k" Amlvkl,m’ak'
ki=1 \m/ (49)
1
K 2\ 2
TMN MN
S Z Z Aml,khm, B Aml,kh ,~‘2
ki=1 \m/
TMN MN
g 2 Am17 7m 5 B Am17 7ml7: F
m/

= AN = AN R

where we have applied Minkowski’s inequality on the 5th line of the above in-
equality. Similarly we also have

[CANN, X (g, kz)) = CANY, X (o, k)| < AN — AN .

mi ? my mi
Thus one can show that

BN < 2| AMN . AMN) L

t m17m2,k2

(b) mo ¢ SMN
Since A%F may: =0, <A%£\I,Xt> = <A%F, )_(t(mQ, k2)), and
H<Am1 ’Xt> <AnM7,i\Ia Xt(mQa k2)>H H1477117 :ma, ko (ang, Xm27k2) 9

H < | aM~

my,i,me,ke — Fima,,me ks 9

Since gMN is 1-Lipschitz, this implies that

MN
t,m1,ma2,k2 mi,:,ma,ke Amh!mw,kz 9 (50)

EMN < HA
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Combining the two cases together, we know that

o,

N[

1 T-1
<T Z;] 2 Z Z 13 ml:m27k2 2 2 t ml,mz,kg
t=

m1 \maeSMN kz=1 mag SYN k=1

1
2

<(§:(4Kp%¥+A% — AMN)Z 4 AMN AMNM)) (51)
m1

T

- MN
SCK320 (CR e 4 1)%pMN [ 7B ;?gM,

where the third line is due to that

(Z KO (O e 4 1yl 108 M M)

~ log M
JANN — ANN |l <CR e (CKe™ +1)%)Ny =5

- N log M
AN — AN | <CR2AC (CR e+ 1)0Em 2B

which has been shown in the proof of Theorem 1, and (' is as defined in Theorem 1.

. Upper bounding HXA/LN — VN g under the conditions in Theorem 2

Following similar arguments for bounding EtMn§1 ma.ky» W€ can also show that under

the logistic-normal model with constant ¢¢,
ALN LN
fore <2v2| ALY - A%

mi,meo kg

for mg € SEN . and

mi1?
Et ,mi,ma, k’g \/> HAml ma,ka A%nl\ll,:,mz,kz 9 (52)
which implies that
LN _ VLNH < SK LN ALN ALN
H F ; Pm M™lRg
1
=N 2
+m4ﬁ—Aﬂﬁ))
! (53)

CK*® maxy, Ek k Pm 3 max,, gm logM> 2

<
(Z V3 min,, ¢2,T

mi

)

_ CK? maxy Y xpN \/SLN max,, gm log M

001 miny, ¢2,T
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where the third line is due to that

CK maxy, Yy, 1, LN\/maxm qm log M
Y1 P min,, ¢2,T

K?maxy, Ei’k p%nl\f max,, ¢, log M

V3 min,, ¢2,T

A% = Anlr <

~ C
LN LN

1 )

which has been shown in the proof of Theorem 2.

3. Upper bounding |[VLNBern _ y/LN.Bern| - der the conditions in Theorem 3
While for the case where ¢* depending on the past,

LN,Bern < 2\/5
t,mi1,ma,ka min{\/a, M}

for mg € S,I;Llf, and

TLN LN pRBern Bern
Ra(Aml_Am1’Bm1 _Bm1 )’

(S

ELN,Bernk2 <2 (H ALN _ AN

t,mi,ma, mi,:,ma,k2 mi,:,ma,ke

2 HBern Bern 2
9 + (Bml,m2,k2 - Bml,m27k2) : <54)
which implies that

H"}LN,Bern B VLN,Bern

LN
< (Z (8Kpm1R2 (ALN _ gLN pBem _ pBern)
F = « mi mi mi
1

min{a, 1 — a} m

[ I

+M£ﬁ—Aﬂﬂ%+mﬁwﬂ—E?“Q>

1 mi 1
/ (55)
< Z CC(a)2K3  pr B3 10g M\ 2
- 72 min{a, 1 — a} T
B CC’(a)K%pLN’Bem | sLN.Bern oo N f
o min{y/a, /1 — ) T 7
where the third line is due to that
~ ~ 12C(a)K [log M
Ra(AqI;ll\ll _ A?%ll\llv Br]?leirn . Brliﬁrn) < ( ) qu;ll\lf,Bern =
72
n ~ 9C(0)2K2  pENlog M
LN LN |2 B Bern |12
VAR — AR+ 1BR — BEmE <y e el P
which has been shown in the proof of Theorem 3.
7.5 Proof of Lemma 6
First let 7; = o(X?,..., X") be the o field generated by X°,..., X!. We can write
1 1 Tl
T Z IKU, Xt>H% IEUJT Z E(XtXtTﬂ{xfn“;éoﬂft)Uk
te€Tm k (56)

t=0
1 T-1
T T T
ONZE-D) | XX 10 = BX X T )1 0) | U
k t=0
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Bounding the eigenvalue of 4 >/ E(XtXtTﬂ{Xﬁl#o}\ft)
We can write

E(X X1 1) Fe1) =E(X XTTR(L ee1 001 Fo) | Fi1)
= E(X | Fio)E(X Fie1) " + gmCov(X | Fioy),

where E(X!|F;_1)E(X!F;—1)" is positive semi-definite, thus the smallest eigenvalue
can be lower bounded by that of g, Cov(X?|F_1).

Given F_1, X1,..., X}, are all independent, which suggests Cov(X*|F;_1) to be a
block diagonal matrix. We only need to lower bound the smallest eigenvalue of each
COV(X§|.7-},1). Recall that X; = Z;'f with probability ¢;, where Z;: follows a logistic-
normal distribution. Hence we have that, for any 1 < j < M,

E(X}Fio1) = GE(Z) Fi1), E(XIX)T|Fo1) = gE(ZEZET), (57)
which implies
Cov(X}|Fi—1) = q;Cov(Z}) + ¢;(1 — q;)E(Z})E(ZLT). (58)

Our goal is to show that uTCov(X;f]]-}_l)u > vi|ul3 for any u € RX. Let a4 =
% Zfil u;, U = u — ulg, then

uTCov(Xﬂ]:t,l)u
=q;i' Cov(Z})i + ¢j(1 — ¢j)((alx + @) 'E(Z})) (59)
=q;Var(i' Z}) + ¢;(1 — ¢;)(u + 0 E(Z}))?,

where we have applied the fact that IIT(Z;? = 1 holds deterministically. In the following,

we first prove a lower bound for the variance of ﬁTZf. Let P ={1<i< K-1:

@ >0} and N = {1 <i < K —1:1u; <0}. For notational simplicity, we adopt

pt, = pt(AEN UEN) as a shorthand in the following arguments. Consider the following

two events:
,LL;‘;L‘ +1< 63‘71' < _M§7l + 27V’L € Nﬂ
and
Bl —2 < el < -y~ 1Vie A, o
Mii+ 1< €q < —pj;+ 2, Vi€ Py,
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Then if event A happens,
St exppt; + €} + Tk
Zfi}l exp{,u]z + et J+1
Zl}(_ll Ui (exp{uj2 bt - 1)
- Zfillexp{ujﬂret 3+ 1
Siep, (67— 1) + Do B (e~ 1) (62)
h Zfillexp{uﬂ—ket J+1

(1—e) Diiep, Ui+ (€= 1) Yiep (—1Ui)
(K —1)e2 +1

~T ot
qu—

~

-l
On the other hand, if event B happens,

SR <exp{,u,] T 1)

~T ot
'zt =
Ty el + e+ 1
>Zie7>,aai( - )+Zze/\/~(_ )(1_671) (63)
ZZK1 exp{,u”—ket J+1
e—1,.
<< Ljls.

Ke

Now we are ready to lower bound the variance of ﬂTZ;?. Consider the following three
cases:

o (' Z}) < — sl

Var(i' Z}) =E (@' Z! —E(u' Z}))?)
>E (1y5y(@" Z} — E(a' Z}))?)
A(e
S R T (69
A(e —1)%|u)? exp {_( 1) (R + [P oo + 2)? }
(2m) "z SK2|%)2 2Amin (%) ’

where we have apphed the fact that [pf, ;| < RN+ [vMN] o on the last line.

o E(NTz;) > & !

max

Var(i' Z) >E (L4 (@' Z, — E(@' Z}))?)

op(a) 2D e

K266
(e —1)? (K = D)(Ris + [N oo +2)% )~ 2
> e - v L Jal?
(271') 2 K266|E‘2 mln( )
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o —Slilh <E@'Z)) < 5l

o 2
Var(u th) >P(A) (E(asz-) + 61(631 171)

o 2
+ P(B) (S s~ BG72) )

e —1)2
—(B(A) + B(B)) ((E(aTz;>>2 MCnb ||a||%)

K2e6
2(e—1) o
+ (P(A) —P(B))—p 5 [ulhE(@ 'Z;)
- K2 6 THP(A) + P(B)
2(6 — 1) exp _( )(Rgix + “VLNHOO + 2)2} H,ﬁH%
(2%)%K2€6|2|% 2Amin(X)
(66)
Therefore, it is guaranteed that
N 2(e — 1) REN 05N o + 2)2
VT 2y > KSR (€ R I 4 20)
(2m) 72z K2e5|X2 min (%) (67)
=01 @l
By (59), if |u| = 2||@] s, then
uTCov(Xﬂ]-"t_l)u
quVar(ﬂTZ;f) + 41 = 4) 1 qJ)TLQ
~i2 o, G —g5)
>q; a7 + %Uz (68)
: (L= g5)\ 1~ .
> minfg;th, L2y (1 + Ka?)
( %)
= min{g; 1, L ful3,
Otherwise,
u" Cov(XHFi1)u =q;Var(i' Z¢) > 4;01 CUK D) 9iP1 2. (69)
! AK + 2T 4K +1"

Therefore, the smallest eigenvalue of Cov(X}|F;—1) can be lower bounded by

min{ 4qu<li11, a1~ qj )} which implies that
Z Z X Xt Xt+1¢0}’]:;t DUk = gmm HUHF’
k t=
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: 1-
where 71 = min{ mffﬂqr’f L qﬂ( —4;) }, and

2e—1)* {_(K—D(RﬁﬁﬁHVLNloo+2)2}
eb(2m) 7 K2|3|2 2Amin (%) '

pr =

(2) Uniform concentration of martingale sequence
Note that each element of XtXtTll{Xﬁ#O} — E(XtXtTH{Xﬁl;éo}‘ft) is bounded by
1, we can still use the same argument as in the proof of Lemma 4 (presented in
Appendix B.1) and obtain

1 2 H<U Xt>H2 gm71
vec( SLN IU|% Z

with probability at least 1 — 2exp{—clog M}, if K < M and T > %’j@w log M.
1

m

8. Conclusion

In this paper, we develop two procedures that estimate context-dependent networks from
autoregressive time series of annotated event data. The first approach is a standard regu-
larized multinomial approach for estimating the influence between pairs of nodes (m,m’)
and pairs of categories (k, k") given that each event belongs to a particular category. Our
second logistic-normal approach builds on ideas from compositional time series and is more
nuanced since each event consists of a composition of several different topics. We extend
existing compositional time series approaches by accounting for the scenario in which no
event occurs in our algorithm; significantly, the logistic-normal distribution leads to a convex
objective. Our theoretical guarantees show that we can achieve consistent estimation even
when the number of network nodes, M, is much larger than the duration of the observation
period, T

We validate our network estimation procedures both with synthetic and two real data ex-
amples. Both the synthetic and real data examples suggest that the multinomial approach is
better suited to nodes or networks where events tend to belong to a single category, whereas
the logistic-normal approach is better suited to nodes in which each event tends to have
mixed membership. To handle the situation when both types of nodes exist in the network
while the type of each node is unknown, we also develop a mixture approach, including a
test procedure for choosing the suitable model for each node and a node-wise fitting pro-
cedure, which preserves the merits of both multinomial and logistic-normal approaches in
synthetic and real data examples.
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Appendix A. Table of Notations

Since this paper involves several different models and hence a complex notation system, we
include the notations for our multinomial and logistic-normal models in Table 11, notations
for theoretical results in Table 12 and notations for the synthetic mixture models (described

in Section 5.3) in Table 13.

Notation Description
MeZ* Number of nodes in the network
KeZ* Number of event categories
TeZ" Number of time series data points
AP p-dimensional simplex
Xt e RMXK Observed data matrix at time ¢: each row X! e R
is associated with the node m
7t e RMXK Hidden data matrix in the logistic-normal model:

7zt e AK=L: X! s either Ok« or Z1,

AMN c RMXKXMXK

Network parameter of the multinomial model:

MN . .
ma k1 ma ks encodes the influence

from (node mag, category k2) upon (node m;, category ki)

I/MN c RMXK

Offset parameter of the multinomial model

ALN ¢ RMx(K-1)xM xK

LN
m1,k1,mz,

the relative influence from (node mg, category ko)
upon (node mq, category k1) compared to (node m, category K)

Network parameter of the logistic-normal model: A k, €ncodes

JIN C RMX(K—T)

An offset parameter of the logistic-normal model

T e RE-Dx(K-1)

Covariance matrix of the logistic-normal model

ntRM

Event probability of the logistic-normal model:
q%. is the event probability of node m at time ¢

BBern c RMXMXK

Network parameter of the logistic-normal model
with ¢' depending on the past: ng“;w ;. encodes the
overall influence from (node mg, category k) upon node mq

nBern c RM

An offset parameter of the logistic-normal model
with ¢' depending on the past

VMN c RMXKXMXK

Variable importance network parameter of the multinomial model

VLN c RMXKXMXK

Variable importance network parameter
of the logistic-normal model with ¢ = ¢

VLN,Bern e RMXKXMXK

Variable importance network parameter of the logistic-normal model
with ¢ depending on the past

Table 11: Notations in the multinomial and logistic-normal models

Appendix B. Proof of Supporting Lemmas

In this section, we present the proofs of the supporting Lemmas required in Section 7.
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Notation Description
GMN Set of nodes that influence node m in the multinomial model
m {m/ . HA%[N’m, HF > 0}
GLN Set of nodes that influence node m in the
m logistic-normal model with ¢' = ¢: {m’: |ALN  |F >0}
GLNBern Set of nodes that influence node m in the logistic-normal model
mn with ¢’ depending on tha past: {m/: |AIN |2 4 |BBem |2 > 0}
MY e N Indegree of node m in the multinomlal model: |SMN|
MY e N Maximum indegree of all M nodes in the multinomial model: max,, py ¥
sMN Network sparsity in the multinomial model: Zm | pMN
N e N Indegree of node m in the logistic-normal model with ¢* = ¢: |SLY|
LN ¢ N Maximum indegree of all M nodes in the logistic—normal model
P with ¢ = ¢: max,, ptN
stN Network sparsity in the logistic-normal model with ¢! = ¢: pL
m=1 m
LN,Bern Indegree of node m in the logistic-normal model
Pm eN t LN,Bern
with ¢* depending on the past: Sy, |

LN,Bern ¢ Ny Maximum indegree of all M nodes in the logistic-normal model

P with ¢' depending on the past: max,, pr oo™
LN.Bern Network sparsity in the logistic-normal model
with ¢* depending on the past: Y™ _ p prN.Bern
RMN Boundedness parameter for AMN in the multinomial model:
max MAaXyy Dy MAXp ]A%li m’,k/‘
RLN Boundedness pararneter for AYN in the logistic-normal model
max with ¢' = ¢: max, Y, maxy |Am ! |
Boundedness parameter for ALN, BB i the loglstlc normal model
RLN Bern with ¢' depending on the past:
mMax,, max{maxj y, ., Max \Am e e |3 Doy THAX Ry \Bg‘ffé‘/7k,|
Tm {t-X,tTJbrl?éOle}
T Size of set Tp: [T

Table 12: Notations in theoretical results

B.1 Proof of Lemmas in Section 7.1

Proof [proof of Lemma 2] We prove by contradiction. Assume that their exists |z| > C
and g(x) < 0, then let v = < 1. Due to the convexity of g,

1o
g(yz) = g(vz + (1 —7) *0) < vg(x) + (1 —)g(0) = vg(z) < 0.

However, |yz| = C. This contradicts with our condition, so we are forced to conclude that
||| < C' is necessary for g(x) < 0. [ |
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Notation Description
Yt e RMXK Data at time ¢ generated from the mixture model; X* is
hidden (unobserved) under the contaminated mixture model
Ft e MK Observeii data in the contaminated mixture model;
X? is the contaminated version of X*
an c RE Rounded data for node m at time ¢

given the contaminated data Xt

¥ mix,t MxK
Xt e R

Estimated data at time ¢ given contaminated data
X! and estimated node sets N, N

Amix c RMXKXMXK

Network parameter of the mixture model
and contaminated mixture model

Vmix c RMXK

Offset parameter of the mixture model
and the contaminated mixture model

Vmix e RMXKXMXK

Variable importance network parameter in the
mixture model and the contaminated mixture model

N Set of multinomial nodes in the mixture model
N Set of logistic-normal nodes in the mixture model
Le R+ Location parameter for the contaminated non-zero
multinomial vectors in the contaminated mixture model
SMN ¢ R+ Scale parameter for the contaminated non-zero
multinomial vectors in the contaminated mixture model
~ Test statistic for identifying the type of node m
Ry, € R U {oo} yins P

in the contaminated mixture model

Table 13: Notations in the synthetic mixture model

Proof [Proof of Lemma 3| By the definition of LMY,

T-1
VIMNANN) = 1 S (XA - VAN, X)) @ X
t=0

Define €1 := X!t — E (XL F), where F; = o(X,. ..

T

, X1) is the filtration. Since

e
(V@)= o
' Zszl et + 1
we can write VLMN(AMN) = — 2 ST et @ X First note that
1 T2 = =
t+1 ¢ t+1 3t T 41yt
T Z Em @X = %X T Z Em Xm’ < erl;l%/X]gK T Z €m7ka/?k/ 5
t=0 R* t=0 F T t=0

thus we only need to look into % Zth_Ol eginn, w for any m/ k' k, and then take a union

bound. Let Y,, = % Z?:_()l ef:{inn, > then {Y,}1 ) is a martingale sequence, with Yy = 0.

Since
Xn—l

m/ k"

1
En =Y, —Y, 1= TE?n,k
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1€n] < % Thus by Azuma-Hoeffding’s inequality, for any y > 0,
T 2
B(Yr > y) < exp{——-}.

Let y = C logM and take a union bound over each m/, k¥, k, we know that

T—1
1 1 ot log M
P ( T Yalext| =CK -
t=0 R*

T 2
<KMQeXp{—;J}

=exp {log K — (C?/2 —2) log M}
<exp{—clog M}.
|

Proof [Proof of Lemma 4] For notational convenience, we view X! as a M K-dimensional
vector and U as K x M K dimensional matrix in this proof. First note that

1 T-1 T 1
72 kv xH; = Z f E(X'X'T|F 1)Uy
t=0 t=0
K T—l
Z Z thtT —E(XtXtTLF.tfl)) Uk;

In the following steps we provide a lower bound for the first term, and concentrate the
second term around O.

(1) Lower bound for the first term
We can decompose the conditional expectation E(X!X!T|F;_1) as two terms:

E(X X F ) = E(XHE(X'T) + Cov(X|Fiy),

where the first term is positive semi-definite, and the second term is a block diagonal
matrix (Cov(X}L,, X! |Fi—1) = 0 if m # m’). Thus we only have to lower bound the
eigenvalue of the each Cov(X%,|F;_1). Define matrix pt € RM*(K+1) as follows:

exp{(ANY, X'H} + VMN
1+ Zl 1exp{<Aml,Xt D+

1<k<K

an,k IP(an,k =1|F-1) =

1
Prn,ic+1 =P(X, = 0| Ft—1) = K - :
14+>,., exp{(A%ﬂf, Xt=15 4 I/%I}Z\I}
Since HAMNHoo,oo,l,oo < er\r/llax’ pmk = 1+K c1 for1<k<K, pfn’KJrl = 1+éecl- We
can write
pﬁn,l 0o ... 0 .
t P
; 0 po - 0 " ; ;
COV(Xm|]:t*1) = . . .. . - : (pm,l ce pm,K) )
. . . t- p"tqlK
0 pm,K ’
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For any vector u € RX,

K K 2
u' Cov(X!E | Fio1) Z pm LUy — (Z mk“k>
pm kuk Z pm k (Z P kuk)
K
=an,1<+1 (Z P%k“i)

k=1

HMN|

>Pr, 41 0 Pl 3

MN

e “'max MNHOC

=l

1+K€RMN +||VMNH HuH2>

Thus the smallest eigenvalue of Cov(X!|F;_1) is lower bounded by ~ := 1j;:€101 where
C1 = RME + [MN] o, which implies that
K =
> Ux;rf D VEXXTF ) Uk = AU (70)
k=1 t=0

(2) Concentration bound for the second term
Since U e C(SMN, 3)

Z (XX —E(X'X'T|Fim1)) Uy

K
2 AR

<16K° o U | =

T—l
Z (XtXtT _ E(XtXtT’JT'.tfl))
t:0

0

2 XtT ( tXtT’ft—l))

oe]

We can bound Hl = (XTX'T —E(X XtT|.7:_1))‘
0

using the same argument as

the proof of Lemma 3. For arbitrary 1 < M,1< kK <K,let
n—1
Y, = Z Xt e XE e —E(XE X0 0| Fic1)

forn > 1, and YO = 0, then {Y } is a bounded difference martingale sequence. Since
Y, — Yn_1| 7, applying Azuma-Hoeffding’s inequality and taking a union bound
over m,m’, k, k’ would lead us to

17 g
P < 7 D (XX - E(XtXtT]]-}_l))‘ > >
e 6}

2 ,)MN
P 32K2pM
<2K?M? exp{—

T |
K4 (pN)?

<2exp{—clog M},
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if K < M and T > “5500" 10g 1.
Therefore, with probability at least 1 — 2 exp{—clog M},

IR (O o1 Y

i = ———m = =

vee(syiNa) T & |UZ 2’
_ _e“
where Y= 11 KeC1 |
B.2 Proof of Lemmas in Section 7.2
Proof [proof of Lemma 5| First we prove the upper bound conditioning on 7, = {t1,...,¢7,|}-
Since VLEN(ALNY = 2|Tm| elitl® Xt we start by bounding each entry of Zle| b HXt ol -

Let
Z ti+1 v t;
X /k”

with Yy = 0 and Y|7- | =T Zmﬂ ti +1th, e Then {Y, }‘Tm is a martingale with filtrations

Fo=o0X' . .. X" T). Let & = Y, — Y, 1 = %etm"kl“X:;,jkl, be the corresponding

martingale difference sequence. The moment generating function of Y,, satisfies
B(e") = E[7 B | o)) ()

for any 7. Since -1t | N(0, 3 k) given F,, we can bound E(e""|F,,_1)] in the following:

m,k

th—1 2 tn—1 2
n nXm’,k tn +1 n Ek7k(Xm',k/) ’I’]QZk’k
E(ené ‘J—'.n—l) =E (eXp {T m kl ’fn—l < exp 272 < exp 972 .

Therefore, combining this with (71) we have

v 725y, k| Tml
E(eﬂ T) <e o2

Applying Chernoff bound further shows that, for any n > 0,

P(|Yz| > r) <e ™E(e™T + ¢717T)

2y
<2exp {77 ;&’iTM - nr} .

Let n = then

Ek |T|’

T2T2
P(lY7T_¢| >7) <2e _ .
(Yra| > 7) xp{ 22k’k|Tm|}
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Now we take a union bound for all entries of 7 Y, €t ® X'

1
>r> <P <|T Z el e Xt
R*

teTm

1

|

Plug in r = CK 4 /Ek,m/% < %, we obtain the final result. |

Z 6;:;—1 ®Xt

teTm

>
K
ee}
2T2
<2MKZe —’”}.
Xp{ 2K | Tonl

Proof [proof for Lemma 7] Note that we can write || = S/ Lixtt140p where Logen o,

are i.i.d. Bernoulli r.v., with sub-Gaussian parameter bounded by % Applying Hoeffding’s
inequality would give us

T—1
P(|Tm| > 2¢,,T) =P (Z <]1{X71§:L+1:/£0} — qm> > qu> < exp{—2qfnT}.
t=0

B.3 Proof of Lemmas in Section 7.3

Proof [proof of Lemma 8| The proof is the same as that of Lemma 5, except that we need
to bound the infinity norm instead of | - ||g. Using the same argument as in the proof of
Lemma 5, we obtain

n’T
2Ek,k

Let n = C\/Xk 1/ 10%M’ we have the final result. |

Proof [proof of Lemma 9] By the definition of LBe™,

P (|VLIN (AR, > n) < 2K>M exp{— 3

T-1
1
Vquiern(Bgern) _ _T Z Ez;,;lXt’
t=0

where eff! = LixtsLop — P(XEH # 0|XY). Since E(¢F1 Xt F;) = 0 each element of ef1 X?

is bounded by [—1,1], the argument used in the proof of Lemma 3 can be directly applied
here, and leads us to

ern ern log M
P (HVLE; (By™)|., >C -

) < exp{—clog M}.
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Proof [proof of Lemma 10| Define g(u) = log(1 + €%), and ul¥ = (BBem Xt) 4 pBern
= (AB X*) then we have

DLTBnem(BELem + AB pBem) _T Z (ubl + Aub,) — g(ull) — ' (ul) Aul, ]

m

LZ "€ (Aut,

where ¢! lies between uf* and ul* + Aul,. Since |BB™|; ., < Rimi™, |AB|1» < 1,

ul* e [— RLN.Bern [nBe o, RLN.Bern [nBe™ ], Aul, € [—1,1], which implies that [£!] <

R?HI;IXB““ + [|nB™ | + 1 := Co + 1. Therefore,

t

e

g"(&") = Aredy

> exp{Cs + 1}(1 + exp{Cy + 1}) 72 = o¢.

This implies

DLEL‘*”‘ (BBern + AB BBern) <A Xt>2.

2T
]

Proof [Proof for Lemma 11] The proof is very similar to that of Lemma 6. For notational
convenience, we view X' and U® as M K-dimensional vector, U1 as (K — 1) x MK
dimensional matrix. We can still write

1 T-1 oo T-1

L 2, 9C (2) vit\2

1 T—1

=7 Z { S UNTPUY 4 0cURT PU >} (72)
R
+ o5 Z { > Ut W 4 5eUTELUC >},

where
Pl=E [XtX”]l{Xw#O”ft,l] , PL=E[X'X'T|F]. (73)

E{ :XtXtT:H-{X’fn‘Fl#O} _E [XtXtT:H-{X»fnJrl?éOﬂft_l]

(74)
By =X'X'"T —E[X'X'T|F_4].

(1) Lower bounding the first term Since

Pl=E (XtX”n{Xw#Oﬂft,l) = B (X' XTP(XE £ 0)F)|Fi)
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and
(XL # 01F) = (1 + exp{—(BE™, X1 — yhemy) ™
1 (75)
2 LN,Bern )
1 + eRma)’{ +HnBernH®
we have
2
o TP B [P(Xf,fl # 0|7 (00T x*) \ft_l]
1 (DT 3¢\ ]
> E (U X) Fi_
1 + eRmaz ™ +[nBern o [ k -1
Amin (B [ XX T Fa]) ) o
2 LN,Bern Bern ”Uk; ”2
1 + eRmax +H77 ”w
Thus,
1 T=1 (K= .- .
57 2 { S oV TRioY +JCU(2)TP§U(2)}
t=0 \ k=1
U2 oc|U@|3
> mi - (F, XtXtT _ ” F F
Hltln )\mm( [ |‘Ft 1]) [2(1 + eer}AlNd;(Bern""HnBcrn”w) 2

g .
> min Ain(B [ X' XTI F ) U
To lower bound ming Ay, (E [X tx tT|]~"t,1]), first note that

Amin (E(XT X F21))
>Amin (COV(Xt|]:t,1)) (76)
=min )\min(Cov(X;~ | Fi—1))-
j

Following the same argument as in the proof for Lemma 6, one can show that

)\min(Cov(Xﬂ}},l))
¢iBa 51— q§)}
4K +17 4K (77)
B2 e )
(4K + 1)(1 4 €©2)" 4K (1 + e¢2)2”’

> min{

> min{

where

Ba =

2(e —1)? o {_ (K —1)(C5 + 2)2} (78)

eb(2m) T K2|3|2 2Amin (%)

where Cy = Remi™ + |78 0, C3 = R ™ + [N]|oo. Let

602+1 6 eCQ
- min 2 (79)
TS ( 1 Gty AK +1"4K(1 + €%2) |7
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then it is guaranteed that

T—1
1 (DT pt (1) @T ptrr(2) 2
7 L {kzl U PO + ocUPTPIUD L = 40 |U 3.

(2) Concentrating the second term uniformly Similarly from the proof for Lemma 4
and Lemma 6, one can show that for any ¢ > 0, with probability at least 1 —
4K?M? exp{—c£?T},

<e. (80)

<eg,

1 T—1
t
57 2 P
=0 oo

1 T—1
t
57 2 b
t=0 oo

When the above holds,
T

—1
Z {Z UVTEUY 4 oeUTELUC >}|
5

L
T k=1

K
(Z U2 + |U<2>\%) (81)
k=1

<e|U}

SI6K2p B |U .

Let ¢ = then

. R
LN,B
32K2 P ern ’

V2
o7 Z Lttty [0 X0+ Z WX = 2, (s2)
holds for any U € C(Sk B 3) A Bp(1), with probability at least

2T
it >1—2exp{—clog M}, (83)

2 2
1—4K M eXp{—W} =
m

CK4( LN, Bern)g
2

as long as T' > log M.

B.4 Explanation on the connection between (18) and (19)

The following lemma shows what (18) would be when we set the comparison baseline z; 1 +
0 = C for all i. As a consequence, (18) equals (19) when the comparison baseline is set as

1 n
7 D=1 Tl 1-

Lemma 12 If P(|x;1) is set to ensure that x; 1 + 6 = C' for all i, then the variable impor-
tance (18) of X1 becomes

%Z 1 @inseeos i) = F(Con i) (84)
i=1
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Proof [proof for Lemma 12 | First note that setting z; ;1 + ¢ = C for any C suggests that
P(d|zi1) = 1(5=¢—x,,}- Then some calculation shows that (18) satisfies

1 n

- Z P(S|zi1) (f(@ig, - zig) — f(xin +06,. .., 2ia))|dd

1 n

- 2 Ls—cwsyy (F(@in, -y mia) — f(C,... 25a)) | d6
=1

1 n
~ 2 Lomcmain (F(@ins o mig) = f(C - wia))

- >

31<z’<n,6=0—xi,1

=S|
=1

($i71, ceey xi,d) — f(C, . 7$i,d))‘ .

B.5 Proof for Lemma 13

By the generation scheme for X’f,j ! detailed in Secton 5.3.2, one can show that

X*t-i—l. (K-1) K
E [10g m,1:(K—1) \X”l _ e}(ﬁK)] _ {aek , k<K,

m

X —alg_y, k=K,
and
St+1 2
E 1ogm Xt = ) _{a+02(K—1)7 k<K,
Sirl m = € =) 2 2 _
mK | a*(K—1)+0%(K —-1), k=K.
Meanwhile, note that
ptl
P(XHY = e X5 =£0) = o™,
Z lpmz
<Am1x X >+VIUIX
where thr1 = :4““" xt:rumix . Hence we have
1+Zk/:1 e m,k’ m,k/
)”(Hl K-1 t+1 t+1
1:( p k K-1 P,k
E|log U 7 Xt x0f = | Y ™ me( e P
XmK k=1 = 1 m,i Zz 1pmz

67



ZHENG, RASKUTTI, WILLETT AND MARK

and
T+l 2
E | [log —EE=D |7, x40
)(t+
m,K 2
K-1 pt+]1g thr}(
mtﬂ(2+(K—1w%+47ﬁﬁgﬂK—lmf+a% (85)
k= 121 1p m,i Zz lpmz
K-1_t+1 t+1
2:1 1 Z%;} (l( 1)pﬁj}( 2 }( 1 2
= S i + (K —=1)o”
7 1pmz

Appendix C. Supplementary Results

In this appendix, we provide some supplementary results to support some aforementioned
arguments.

C.1 Change of Baseline Category

In this section, we illustrate that our model form would not change if using a different
baseline category. Specifically, if we take a different category from the Kth category, say [,

t+1
as the baseline and want to model the distribution of log ZtLJ;’f, then the model (8) can be
m,l
equivalently written as:
t+1
log

<Amk,Xt>+u Noretl 1<k<Kk#L

ZtJrl

o em SN (0, 5), £ e RUCIHUED,

NLN LN LN ALN LN LN LN
where AN = Ay —Aml,kgé{lK} Ak = —AnG UV = mk—l/ml,kgé{l K},
177171NK = —I/YI;H, etr T is transformed from etH through a linear full rank transformation, thus

S is still of full rank (function of X).

C.2 Likelihood functions for the contaminated model
If m € N7, the negative log-likelihood of X”l given X? is

ZMN(AHHX mix a, 0_ Xt Xt+1)

m m )
t+1
log(2mwo?) (K —1 t+1 I(EMNY) 113 St+1
_ ( 2)( ) —log S | Do g €Xp — = [ X £ 0, (86)
t+1 v+l
—log(1 — Zk 1P, k) an =0,
<Amix 4’Xt>+um1x
t+1 e mk mk
Whel“e pm k = Amix xt mix and
) sy +v, A
1+Zfi1 6< m,i > m,i
vt+1
m — K-1
log bt _ qeFD 0 < K —1
(EMN)t—',-l _ Xm,K
mk xt+1 (K—1)
m,1: —
log NitL + al([{ 1)x1> k=K
m,K
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Otherwise, the negative log-likelihood of X!+! given X' is

7L ix ix v
/ N(Aml i Z;Xthfvjl)

m »¥Ym
t+1 K—1)log2n+log|¥ 1(pLNYt+1T s —1 7 pLNyE+1 vit+1
_ [ —log(qprt) + EResmoslEl g J(EIN)PATS L (EIN) L K 20 (8)
—log(1 — g ), Xit=0
<Amix H’Xt>+umix
t+1 e m, K, m,K
Where qm - 1+e<Ami);(,:,:'Xt>+V$%X and
Xit+l
LN\t+1 _ m,1:(K—-1) mix t mix
(E )m _log )?fyj_l - Am,l:(K—l),:,:’X>7Vm,1:(K—1)

Appendix D. Detailed Procedures in Numerical Experiments

In this appendix, we detail the numerical procedures for our simulations and real data
experiments.

D.1 Cross-validation Procedures

We first illustrate the cross-validation procedure for the simulations in Section 5.2. As

mentioned in Section 5.1, we use A = C\ K1/ 1°gTM across the experiments in Section 5.2,

where the constant (') is selected for each model via cross-validation. Since the time series
data is not exchangeable, we make the following modification to 5-fold cross-validation.
For each model and candidate C), we first generate data {X‘}L , under one combina-

tion of sparsity, M, K,T, then the corresponding algorithm with A\ = C\K 1OgTM is

run on 5 subsets of the data {X'}]_,, each including 80% of consecutive data points:
(Xt .. . XU+08TY i — 1, ... 5, with t; = 0.05 x (i — 1)T. The estimators obtained from
each training subset are tested on the rest 20% of the data, and we choose the constant
C) that results in the lowest average test loss ((MN, (EN /N 4 (1 — )¢Be™ previously
defined for estimation) for the experiments in Section 5.2.

While for the experiments in Section 5.3.2 and Section 6, we run cross-validation for
each model and each data set separately. In particular, for the logistic-normal model with
event probability depending on the past, both @ and A need to be tuned, and hence the
test loss af™N + (1 — a)¢B*™ is no longer a reasonable criterion for selecting the tuning
parameters. Therefore, for each pair of candidate tuning parameters (o, ), we run 5-
fold cross-validation similar to the procedure described above, except that we choose the
tuning parameters resulting in the lowest prediction error on the test sets. For comparison
fairness, we also use prediction error as the cross-validation criterion for other models across
the experiments in Section 5.3.2 and Section 6. The detailed definition for prediction errors
is included in Appendix D.6

D.2 Contaminated Mixture Model

In this contaminated model, we assume the non-zero multinomial vectors generated from
the mixture model in Section 5.3.1 are contaminated to be random vectors following logistic-
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normal distributions. Hence each event is observed with positive membership weights in all
categories, similar to the real data sets we will discuss in Section 6.

Formally, if m € N7 (set of multinomial nodes) and X!f! # 01, the observation
Xﬁj 1 ¢ RX would be a noisy version of X*+!, following logistic-normal distribution. To
define this distribution, we incorporate the following intuition: when Xf;: ; = 1 for some
1<k <K, X frj ,i is likely larger than )N(frj,i, for k' # k. Hence we design the distribution of

vi+1

X1 g0 that E <log L > = a for some a > 0, if ¥ # k. Formally,

K
a1 N LN(—CLl(Kfl)XI,O'MN), Xf,j_l = eg( ), (88)
" LN(ae,(chl),aMN), X = e,(CK) for k < K,
where a,cMN > 0, L(x—1)x1 is the all-ones vector in RE=1 and el(cK_l) refers to the kth

canonical vector in R¥~1. Here, we say a vector Y € R¥ follows LN(u, o™MN) for y e RE~!
. Yi.(k—
and oMN > 0 if log(— ¢ =) ~ N (g, (™) k1) (i —1))-

D.3 Model Parameters for Synthetic Mixture Example

For the synthetic mixture network simulated in Section 4.3.2, we specify the parameters
in the following. For simplicity, we assume the influence of events in one category is only
imposed on future events in the same category, which is reasonable if we think of the
categories as topics of news articles; also, events in the last category exerts and receives no
influence, so that it can be viewed as a natural baseline. Therefore, for m € N7, we set
Ag}bi’};’:’k, =0 for k # k' or k' = K; while for m € N>, gﬁ;k = Aﬁf§7:7k, Aﬁ’,;:,k, = 0 for
1<k<K-—1andk #k.
For reproducibility, we present the non-zero parameter values here:

. . 1
AL (m-3)/3,m,(m-3)/3 = ALKm,m-3)3 =g ™M =69,1215
. | 1
mkak = Amr 1k =3 2<m<51<k<4
| 3 (39)
A (m-3)/3,1,(m-3)3 =3> ™ =6,9,12,15,
ix 7 7 T
(m+1):(m+2),(m—3)/3,m,(m-3)/3 =(35°39) » ™= 6,9,12,15.

The intercept terms ™ is defined to align with the preference of each node, so that nodes
1-5 are equally likely to have events in any of the first 4 categories, while each of nodes 6-8
(9-11, etc) is more likely to have events in one category than the others. More specifically,
we set

v = (1,1,1,1,0), 1<m<5,
(0.5,0,0,0,—0.5) 6 <m <8,
mix _ (0,0.5,0,0,—0.5), 9<m <11, (90)
o (0,0,0.5,0,—0.5), 12<m < 14,
(0,0,0,0.5,—0.5), 15 < m < 17.
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The covariance matrix for the logistic-normal nodes is ¥ = I(f_1)x(x—1), and the noise

level oMN for the contaminated multinomial vectors is set as 0.3 and a is set as 1. The

comparison results can be influenced by o

MN

: when oMN

gets too large, neither method

works well and thus the performance gap between the two estimated networks on nodes

6-17 would be negligible.

D.4 Estimators in the Testing Procedure

1. Under the multinomial model, our estimation procedure for model parameters AMX,

mix
Vm

n’llX

, a, and (oMN)2

are summarized in Algorithm 3. First, we estimate A™* and
using a variant of our proposed multinomial estimator (5) since it _handles high-

d1mens10nahty by enforcing group sparsity. Define the rounded data X ! as follows:

0K><17
€L,

where ey is the kth canonical vector of R¥. Since the loss function /MN in (5) is
defined only for categorical response vectors, we consider regressing the rounded data
)?f,j ! upon the original observed data Xt (a surrogate for the unknown true data X1),
by solving

Yt
Xm = 0K><17

)Z'ﬁn # Orx1, k = arg max; Xt

m,k

X, =

m

(91)

T 1

(AMN pMNy _ — Z ON(A; X XE D) 4 AMN| A g,

m s Vm (92)

arg min
AcRE XM x K,VERK

where KMN is defined in (6). Here we use MN(A; X1 Xf,jl, v) instead of

MN(A; Xt X i+1 1) since we don’t assume the types of other nodes when testing node
m, and hence we should not round the data associated with all nodes. Here AMN and

MN are estimators for AMX and ™ under the multinomial model.

Meanwhile, noting that a and (cMN)? are Gaussian mixture parameters, we estimate
them using the method of moments, which is efficient and commonly adopted for
Gaussian mixture estimation (Anandkumar et al., 2012; Wu et al., 2020; Kalai et al.,
2010). The following lemma provides two key moment equalities, based on which we
will derive our estimators.

Lemma 13 If node m follows the multinomial model,

X—t+1
t+1 t+1
E[log){tﬂ|ft,X+ 750 _(1/8+
m,K |
i+l 2 i (93)
m,1:(K-1) t+1 2 t+1 MN2
E | |log —< 57— | Fe, XL £ 0| =a®kl + (K = 1) (™).
m,K 2 ]
+1 t+1
Py K-1 P, .
where Bl = Zk 1 SK ;t+1€1(c )_Wl(K 1)X16RK L awith e,(C b being the
kth canonical vector, l(K 1)x1 being the all-ones vector in RE=L and
K—1 _t+1 +H(K—1 t+1 <A%ix7xt>+y$ix
PaniE Ziz1 Pm.i * (t+l P R, Here the probability pl," ;. = < ;Zmix Xt;i,,mix :
i1=1Fm,i m,k’’ m, k'

1+25:1 e
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Lemma 13 can be proved by some direct calculations, and the detailed proof is included
in Appendix B.5. Given Lemma 13, we want to find estimators for a and (e™N)2 by
solving (93) with expectations substituted by sample average. However, since 3%t
and k! depend on the unknown pizi, 1 < k < K, we substitute it with its estimated

surrogate:
<AMN Xt>+AMN
~+1
P = AMN | ey pMN (94)
1 + 25:1 €< k” >+

and then obtain the corresponding Ef,f[ Land L. Formally, we consider the following

estimators for a and (o™MN)2:
t+1 2
ap, = argmin Z log m;lt:fj_l) Jcian I (95)
OR  4eT, m,K 2
and
1 t+1 2
~ (K1) ~2 A1
(6MN)2 — max Z lo mNt : —an Ry |,0 7, (96)
(K =D[Tw| &F Xt
where 7, = {t : Xt+1 # 0}.

. Under the logistic-normal model, the estimation procedure is summarized in Algo-
rithm 4. Similarly to the multinomial case, we also estimate AMX and v&* by a
variant of (13). We consider regressing the observed data X!! upon X* by solving

(ALN BBern ALN77/7\T]Er’>Lel"n)

_ : o\ /LN vt i+l
= arg min T; (A X5 X, )

AER(Kfl)xl\lxK’BeRJ\lxK’yeRKflmeR

(97)
1-a T-1

XL ) + ANR, (A, B),

where /N and £2°™ are defined in (10) and (12). Here A\LN , é,}?fm DLN and 7B are

estimators for Anmll’l‘ (K—1),:, Ag‘ll’}( l/gi)l(:( K—1) and leXK under the logistic-normal
model.

While for estimating X, note that its MLE is

t+1 1 T
(K-1) t+1 m,1:(K-1) t+1
o 3 (o i) (e P i)
teTm m,K m,K
where pftl = <A2”1‘ (K1) , X B4 pmix (K1) is unknown. Given the estimates ALN, JLN
we can substitute pf+! by pitl = <ALN X'y + DN then estimate ¥ by
v+l v+l T
a 1 X L(K-1) A~ Xon L(K-1)  ~p41
Ym = Z (10g e it [ og s — bt . (98)
t+1 m t+1 m
|Tm| teTm Xm,K Xm,K
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Algorithm 3 Estimation of Multinomial Parameters for the Test

Input: Contaminated data {X*}Z_, rounded data for node m: {)Z'fn}tll, tuning parameter
AMN > 0

1: Estimate network and offset parameters under the multinomial model:

T—
- , 1 <
(AN, onN) = argmin = 3 ANAXL X v) + AN AR

AcRK % JVIXK’VERK

2: fort=0,...,T—1do
3: fork=1,...,K do

4:
<AMN Xt>+’\MN
I’)\tJrl _
m,k AMN Xt +AMN
1+ 25:1 Am ?
5. end for
6
K-1 ~t+1 ~t+1
m K 41k ZK 1 L -1)x1
k=1 = 1pmz i=14mi
K—1 ~t+1 ~+1
~t+1 _Zz 1 pmz + (K 1)me
Fm = ZK ~+1
7 lpmz
7: end for

8: Estimate @, and (6)N)2 by the method of moments:

vi+1
Qy, = arg min log % —gpitt
OeR  4eT, Xm,K 2
. t+1 2
~ LK -1) ~2 ~t+1
(6MNY2 —max { Z log —= —a,.k 0
_ t+1 merm ’
(K =DITml -
where T, = {t : Xt+! 0}
Output: A%N, DN, g, (TR

73



ZHENG, RASKUTTI, WILLETT AND MARK

Algorithm 4 Estimation of Logistic-normal Parameters for the Test

Input: Contaminated data {)th}tho, node index m, tuning parameters A\'N > 0, o €
(0,1)
1: Estimate network and offset parameters under the logistic-normal model:

(A\IWJIN’ égern’ 1’/\71;1N’ ﬁﬁern)

o Lol o

= arg min — N4 X XER )

AER(K_UXMXK,BER]VIXK,VERK_I,HER T =0

11—«

T

T—1
BB X XE ) + ANRo (A, B)
t=0

2: fort=0,...,7T—1do

~t+1 ALN ¥ ~LN

:u%_ = <Am aXt> + vy,

4: end for

5. Estimate the covariance matrix:

1 >Lft+1 (K1) t+1 (K1)

s 1:(K-1 ~ m,1:(K—1 ~

Yim = —— E log — o2 i+l log —2———— — ittt
" ‘ ;m| ( X,tqul( " ;<rtrj}( "

where Ty, = {t : X1+ = 0}

Output: A%nN , B}?fm, ﬁ%nN, ﬁﬁem, Y

w
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D.5 Data Preprocessing in Section 6

Some details about how we obtain the membership vectors for each post in both examples
are listed below.

1. Identifying political tendencies of tweets:

We first use the tweets from the first half of the time period (55,859 tweets from
Jan 1, 2016 to June 6, 2016) to train a neural network for categorizing tweets into
two political tendencies (left- and right-leaning). The input feature vector of the
neural network is an embedded vector of each tweet obtained by the standard pre-
trained model BERT (Devlin et al., 2018; Xiao, 2018) (uncased, 24-layer); and the
partisanship of the user is used as the label (tweets sent by Democrats are all labeled
as “left-leaning”). The partisanship may not represent the true label, but due to the
lack of human annotated labels, we believe the partisanship serves as a reasonable
approximation, especially since politicians usually sent tweets with clear ideology.

The neural network is composed of three fully connected layers (two hidden layers of
128 nodes). RELU and softmax are the activation functions of the first two layers
and the last layer respectively, and the cross entropy loss is used for training.

Since the tweets from the first half of the time period are already used for training
the neural network, we don’t include them in the input data set to our methods to
avoid over-fitting. The trained neural network model outputs a 2-dimensional vector
on the simplex for each of the 27,600 tweets from June 7, 2016 to November 11,
2016, the second half of the time period. The neural network predicts the tweet to
be left-leaning if the vector has larger value in its first coordinate, and right-leaning
otherwise. Therefore, we first consider this vector as the mixed membership vector of
the tweet, where the first coordinate is the membership in the left-leaning category
(scorer,) and the second being that in the right-leaning category (scorer). Carefully
examining the mixed membership vectors, we find that the some scores are very close
to 0 and 1 which may lead to computational issues when calculating the log-ratios.
Hence we perform the following transformation:

o 1 " 1 n " 199
scorey =— — score —_—
L7957 200 L7 200
P 1 " 1 n " 199
TeR == X —— T —
SCOorepR 5 200 SCOIreR 200’

so that both scorer, and scorer lie in [0.0025,0.9975]. Finally, we use (Scorer,, Scorer)
as the mixed membership vector for each tweet.

2. Topic membership vectors for memes in the MemeTracker example:
We first filter for the English media sources with high frequencies (more than 1500
posts included in the data set each month), which leads to a total of 5,684,791 posts
from 101 media sources. For each post, we combine its recorded phrases/quotes
together as the approximate content of the post. We then run topic modeling (Latent
Dirichlet Allocation proposed in Blei et al. (2003)) on these posts, where the number
of topics is set as 5 (K = 5), using the module gensim (RadimRehiifek and Sojka,
2010) in python. For each topic, we present the top 10 keywords generated from topic

75



ZHENG, RASKUTTI, WILLETT AND MARK

modeling in the second column of Table 14, and we choose the topic names (the first
column of Table 14) based on these keywords. For each post item, topic modeling

Topics Keywords

Sports time, people, lot, thing, game, way, team, work, player, year
International people, country, government, time, united_states,

Affairs state, law, issue, case, work

Lifestyle life, people, man, family, love, water, woman, world, story, music

market, company, business, economy, customer,

Finance . LU
time, service, industry, bank, product

child, patient, food, health, people, drug, hospital,

Health . . .
information, research, risk

Table 14: Keywords for the 5 topics generated from topic modeling.

also outputs a corresponding K-dimensional weight vector on the simplex, indicating
its memberships in the K topics.

Using 1-hour discretizations, we obtain a sample of size T+ 1 = 5807, and if we want
to learn the network among all of the 101 media sources, there would be 255,025
(1012 x 52) network parameters to estimate for both methods. Therefore for simplicity
and interpretability, we select a subset of the 101 media sources and learn the network
among them. To preserve a variety of topics covered in the posts, for each of the first
4 topics, we select the top 15 media sources that have the highest average topic
weights in it.19 This leads us to a list of 58 media sources (M = 58), due to some
overlaps among top media sources in different topics, so the total number of network
parameters to estimate is reduced to 84, 100.

After we get the mixed membership vector of each post for each example, the time series
data {X' e RMxK }z;o is obtained as follows. For the political tweets data, the time period
is discretized into 7'+ 1 = 1000 intervals of length approximately 3.7 hrs, while for the
MemeTracker data, we use 1-hour discretization and end up with 7'+ 1 = 5807. After
discretizing the time period into 7'+ 1 time intervals, the input data {X! € RX 1 <
m < M,0 <t <T} (M is the number of nodes) is then constructed as follows: for each
time window ¢, if there is no event associated with node m, let X! = 0; otherwise, (1)
for the logistic-normal approach, let X! e RX be the mixed membership vector (over the
categories) of the event; (2) for the multinomial approach, let X! € R¥ be the rounded
mixed membership vector, that is, X!, = e, if the membership vector takes the largest value
in the kth category, where ey, is the kth canonical vector in RX. If there are multiple events
associated with one node in the same time window, we average the mixed membership
vector and use that as X! for the logistic-normal approach, and the rounded version of
that average vector as X! for the multinomial approach.

10. No selected media has high weights in the topic “health”, so that we have a good choice for the baseline
topic, as explained shortly.
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D.6 Definition of Prediction Errors in Section 6

The prediction errors for the two methods are evaluated on hold-out sets (latter 30% of
each data set), after fitting the models using training sets (first 70% of each data set). The
prediction error on a hold-out set is defined as follows:

e For a fitted multinomial model, given X*~' € RM*X (rounded data at time ¢ — 1 in
the hold-out set), a one-step-ahead predicted probability vector pf, € RE+! (the last
dimension is the probability of no event) is output for each user m, according to (4).
The prediction for X! is defined as

- 0, arg maxy pt . = K + 1,
ks arg maxy pt ., =k < K,

and the prediction error is calculated by = DI D, € — X! |2, which is the proportion
of wrong predictions for all nodes and time units in the hold-out set. Here X!, is the
observed rounded data.

e For a fitted logistic-normal model, given X*~! € RM*K (original, unrounded) in

the hold-out set, a probability ¢', is output for an event associated with node m to
t
23’:[’: HE ! of the mixed
membership vector Z! € AX~1 can also be specified by (8) with Ein,k = 0. Then we

occur at time ¢, specified by (11); the expected log-ratios {log

can transform the expected log-ratios back to 2}21 as the prediction for true mixed
membership vector. Hence we define the prediction for X! as X! = ¢! Z¢ , and

m=m?
dicti | X5 —XGl13 d
prediction error as )}, "™ (mean squared error).
bl

D.7 The Rest Three Sub-networks for the Political Tweets Example

Here we present the estimated variable importance edges that are left-leaning—left-leaning,
left-leaning—right-leaning and right-leaning—left-leaning. As mentioned earlier in Fig-
ure 15, the largest absolute entry of each of the three variable importance parameters
(XA/MN, VIN and ‘A/mix) is normalized to one and each visualized edge width is proportional
to the normalized absolute value of its corresponding parameter. For clarity, only the edges
with absolute parameters larger than 0.3 are shown for each network, and blue nodes are
Democrats, red nodes are Republicans. Solid edges are positive influences (stimulatory)
while dashed edges are negative influences (inhibitory).
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Figure 16: Estimated variable importance networks by the three approaches for the tweets
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Figure 17: Estimated variable importance networks by the three approaches for the tweets
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D.8 Neighborhood Visualization for the MemeTracker Example

We present the neighborhood estimates around each media source, instead of the whole
network estimates among 58 media sources. For each central media source, we consider the
influences it receives that are between the same topic, in the estimated variable importance
networks. The top 8 neighbors in any of the three estimated variable importance sub-
networks are included in our visualization, and the maximum absolute entry of each variable
importance parameter of the sub-network is normalized to 1. Edges with absolute parameter
value higher 0.2 are visualized'!, and each visualized edge width is proportional to its
absolute parameter value. Solid edges are positive influences (stimulatory) while dashed
edges are negative influences (inhibitory). Figure 18 and Figure 19 present the estimated
variable importance sub-networks around reuters.com and wral.com. Four edges in these
two sub-networks are summarized in Table 8, since there are supporting evidence for their
estimation by some approaches than the other approach.
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(a) Multinomial (b) Logistic-normal (c) Mixed

Figure 18: Estimated variable importance sub-networks (influences received by
reuters.com) by the multinomial, logistic-normal and mixture approaches.

11. We use a smaller threshold here than the political tweets example (0.2 instead of 0.3), since we present
the sub-networks around each node, instead of the whole network among all nodes. Smaller threshold
can still preserve clarity of presentation.

79



ZHENG, RASKUTTI, WILLETT AND MARK

ebay
webwie @ denverpost
@

seekingalpha preinside pr-inside

forbes forbes

prewswire

L @S @
Z
bostonherald
| gothamistlle
\ @
reuters
o

priewswire

newsobserver

gothamistlle

neyhiny
@

\
\
ik reuters

fotu

|
\
— u
® I'u(; ) ]

s gdtv anﬂt“\,in ukreuters .
) °
(a) Multinomial (b) Logistic-normal (¢) Mixed

Figure 19: Estimated variable importance sub-networks (influences received by wral.com)
by the multinomial, logistic-normal and mixture approaches.

D.9 Supporting Evidence for the Estimated Edges in the MemeTracker
Example

Extracting evidence from the phrase cluster data: For evaluating these edges, the
external knowledge used in the tweets example is not applicable here since many media
sources post on multiple topics. Instead, we present supporting evidence based on a cascade
data set: the “Phrase cluster data” from Aug 2008 to Jan 2009 in the MemeTracker data
set, which is also used in Yu et al. (2017a) for studying influences among media sources. In
contrast to the “Raw phrases data” used for our network estimation, where original phrases
are recorded for each post, the “Phrase cluster data” collects phrase clusters consisting of
variants of the same phrases, and for each phrase cluster, there are records of which media
source posts variants in it and when.

For convenience, in the following, we say that a media source posts a phrase cluster if it
posts a phrase in that cluster. For each phrase cluster and any pair of influencer (m) and
receiver (m') media sources, if the first time m’ posts the phrase cluster is within an hour
after m posts it, we refer to it as an influence-involved phrase cluster from m to m’. Here
we set the time limit as one hour since 1-hour discretization is used in the estimation task.
In order to demonstrate the topics of these phrase clusters, we combine all the influence-
involved phrase clusters from m to m’ into one “document” and generate a word cloud and
topics weights for the document. To assign topic weights, we apply the previously trained
topic model (mentioned at the beginning of Section 6.2) to the document, quantifying how
much the document falls in each topic. The word clouds and topic weights for the discussed
four edges are presented in Figures 20-23. Details about the generation of word clouds and
topic weights are included in Appendix D.10.

The number and topics of the influence-involved phrase clusters should reflect stimula-
tory influences between media sources qualitatively, and thus can facilitate our comparison
among the proposed three approaches given that there is no ground truth. However, we
don’t expect this procedure based on phrase cluster data to provide us with an accurate
network estimate due to the following reasons: this procedure only looks at the marginal
dependence of each receiver media source on an influencer media source, instead of its con-
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ditional dependence on that influencer media source given all media sources; meanwhile,
the group sparsity structure is not leveraged to handle the high-dimensional problem.

Evidence for alertnet, uk.reuters—reuters: We look at the number of influence-
involved phrase clusters from each media source to reuters and calculate the percentage
of all phrase clusters that media source ever posts that are influence-involved. The results
for alertnet and uk.reuters are presented in Table 15, suggesting that these two media sources
are likely to be influential to reuters. We further investigate the topics of influence through
the word clouds and topic weights in Figures 20 and 21, which support two methods than
the other for each edge.

Media Total Number of Influence-involved Percent | Rank

Source Posted Phrase Clusters | Phrase Clusters

alertnet 2552 758 29.70% 1
uk.reuters 4998 875 17.51% 2

Table 15: Number of phrase clusters that are posted at least once by alertnet and uk.reuters, and
the number of influence-involved phrase clusters from them to reuters (column 3). The
third column includes the percentages of the phrase clusters these two media sources
post that are influence-involved, while the last column lists the ranks of them among all
the media sources in terms of these percentages.
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Figure 20: (alernet— reuters) The word cloud and topic weights of the document consisting of
influence-involved phrase clusters from alertnet to reuters. We can see from the word
cloud that these phrase clusters are mostly focused on “International affairs” (e.g.,
words like “country”, “world”, “people”, “government”). Meanwhile, the topic weight
of “International affairs” is much larger than the other topics. Since the logistic-normal
method estimates edges in all of the first four topics, the word cloud, together with the
topic weights, provides evidence for the edges estimated by the multinomial method and
the mixture method, other than the logistic-normal method.

Evidence for canadianbusiness, breitbart—wral: Similarly, we also present the num-
ber, word cloud, and topic weights of influence-involved phrase clusters from canadian-
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Figure 21: (uk.reuters— reuters) The word cloud and topic weights of the document consisting
of influence-involved phrase clusters from uk.reuters to reuters. We can see from the
word cloud that these phrase clusters cover multiple topics including “International
affairs” (e.g., words like “people”, “country”, “world”, “government”), “Lifestyle” (e.g.,
“child”, “family”), “Finance” (e.g., “market”, “economy”) and “Health” (e.g., “drug”,
“treatment”). Although we can see few words clearly referring to sports, both “Sports”
and “Lifestyle” have non-negligible topic weights (compared to the highest topic weight
0.3327) in the table above. We believe this is because that the topic “Sports” is not
exclusively about sports although we name it so, as indicated by the key words in Table
14. Specifically, its top 10 keywords include “time”, “lot”, “thing”, which do not clearly
refer to any topic. The word cloud, together with the topic weights, provides evidence
for edges in all five topics; hence the edges estimated by the logistic-normal method and
the mizture method may be more reasonable than the multinomial method.

business and breitbart to wral, see Table 16, Figure 22, and Figure 23. Table 16 suggests
that both canadianbusiness and breitbart may be influential to wral, while Figure 22 and
Figure 23 support two methods than the other for each edge.

Media Total Number of Influence-involved Percent | Rank
Sources Posted Phrase Clusters | Phrase Clusters

canadianbusiness 2339 252 10.77% 3
breitbart 19279 1408 7.30% 4

Table 16: Number of phrase clusters that are posted at least once by canadianbusiness and breitbart
(column 2); and the number of influence-involved phrase clusters from them to wral
(column 3). The third column includes the percentages of the phrase clusters the two
media sources post that are influence-involved, while the last column lists the ranks of
them among all the media sources in terms of these percentages.
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Figure 22: (canadianbusiness—wral) The word cloud and topic weights of the document con-

information _

famil

sisting of influence-involved phrase clusters from canadianbusiness to wral. We can see
from the word cloud that these phrase clusters are mostly focused on “Finance” (e.g.,
words like “market”, “economy”, “company”, “dollar”), and also with some coverage on
“International affairs” (e.g., “government”, “country”). Meanwhile, the topic weight of
“Finance” is much larger than the other topics. The word cloud, together with the topic
weights, provides evidence for the edges in “International Affairs” and “Finance”, and
“Finance” s likely the dominant topic. Hence the edges estimated by the multinomial
method and the mizture method may be better than the logistic-normal method.
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Figure 23: (breitbart— wral) The word cloud and topic weights of the document consisting of

influence-involved phrase clusters from breitbart to wral. We can see from the word cloud
that these phrase clusters cover multiple topics including “International affairs” (e.g.,
words like “people”, “country”, “government”, “taxpayer”), “Finance” (e.g., “market”,
“business”), “Lifestyle” (e.g., “life”’, “family”, “work”). Meanwhile, all the first four
topics have non-negligible topic Welghts in the table above. The word cloud, together
with the topic weights, provides evidence for the edges in all the first four topics; hence
the edges estimated by the logistic-normal method and the mizture method may be better
than the multinomial method.
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D.10 Generation of Word Clouds and Topic Weights in the MemeTracker
Example

To understand the topics of the influence, we also combine those influence-involved phrase
clusters together as one document. We remove the stop words and only preserve nouns in
this document, just as what we did for the pre-processing of the topic modeling. Then we
generate a word cloud for this pre-processed document using the module wordcloud'? in
Python, which assigns larger fonts to words with higher frequencies. The top 100 words with
highest frequencies are included in each word cloud. We also apply the previously trained
topic model (mentioned in the beginning of Section 6.2) on the pre-processed document to
obtain its topic weights, as a quantitative characterization of the influence strength in each
topic.
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