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Abstract

In today’s world, Al systems need to make sense of large amounts of data as it unfolds in
real-time, whether it’s a video from surveillance and monitoring cameras, streams of egocentric
footage, or sequences in other domains such as text or audio. The ability to break these continuous
data streams into meaningful events, discover nested structures, and predict what might happen
next at different levels of abstraction is crucial for applications ranging from passive surveillance
systems to sensory-motor autonomous learning. However, most existing models rely heavily on
large, annotated datasets with fixed data distributions and offline epoch-based training, which makes
them impractical for handling the unpredictability and scale of dynamic real-world environments.
This dissertation tackles these challenges by introducing a set of predictive models designed to
process streaming data efficiently, segment events, and build sequential memory models without
supervision or data storage.

First, we present a single-layer predictive model that segments long, unstructured video
streams by detecting temporal events and spatially localizing objects in each frame. The model is
applied to wildlife monitoring footage, where it processes continuous, high-frame-rate video and
successfully detects and tracks events without supervision. It operates in an online streaming manner
to perform simultaneous training and inference without storing or revisiting the processed data.
This approach alleviates the need for manual labeling, making it ideal for handling long-duration,
real-world video footage. Building on this, we introduce STREAMER, a multi-layered architecture
that extends the single-layer model into a hierarchical predictive framework. STREAMER segments
events at different levels of abstraction, capturing the compositional structure of activities in
egocentric videos. By dynamically adapting to various timescales, it creates a hierarchy of nested
events and forms more complex and abstract representations of the input data. Finally, we propose

the Predictive Attractor Model (PAM), which builds biologically plausible memory models of

1X



sequential data. Inspired by neuroscience, PAM uses sparse distributed representations and local
learning rules to avoid catastrophic forgetting, allowing it to continually learn and make predictions
without overwriting previous knowledge. Unlike many traditional models, PAM can generate
multiple potential future outcomes conditioned on the same context, which allows for handling
uncertainty in generative tasks.

Together, these models form a unified framework of predictive learning that addresses
multiple challenges in event understanding and temporal data analyses. By using prediction as the
core mechanism, they segment continuous data streams into events, discover hierarchical structures
across multiple levels of abstraction, learn semantic event representations, and model sequences

without catastrophic forgetting.



Chapter 1: Introduction

“I want Al to do my laundry and dishes so that I can do art and writing, not for Al to do my art and writing so

that I can do my laundry and dishes.”
— Joanna Maciejewska

The human brain is continuously bombarded with an immense amount of sensory informa-
tion from the world around us. Every second, we receive multimodal inputs from our environment
through our eyes, ears, skin, and other sensory organs, each transmitting a myriad of signals that
need to be processed and interpreted in real-time. Additionally, these perceptual inputs are usually
redundant, incomplete, and ambiguous; the brain continuously filters out redundant information,
detects and summarizes events, as well as fills-in [132, 177] information based on our current beliefs
about the world (e.g., physics laws, expected behaviors). This raises fundamental questions about
cognition: How does the brain manage to process such overwhelming sensory input efficiently?
And, more intriguingly, how do we perceive the world with all its richness and complexity, turning
this chaotic stream of data into coherent and meaningful experiences?

Consider, for example, the simple act of walking through a bustling city street. As we
navigate the crowded sidewalks, our eyes and ears receive an enormous amount of perceptual input -
people moving in different directions, flashing signs, the sound of many distant conversations, and
honking cars rushing by. Despite this overwhelming sensory input, we effortlessly and efficiently
navigate to our destinations while avoiding obstacles and recognizing familiar faces and landmarks
on the way. While the brain excels at real-time processing of the sensory stream, it is challenging
to reconstruct specific details about what has been perceived. For example, we may remember
the scene of a busy street with many cars but not the models or colors of each one of these cars.
This suggests that the brain operates at multiple levels of abstraction to efficiently deal with the

overwhelming complexity of the world. Higher levels of the hierarchy represent more stable and



abstracted events (e.g., a scene of a busy street), whereas lower levels process more detailed aspects
of a scene (e.g., individual cars). On the other hand, we can effortlessly retrieve the memory of a
vintage car and recall the unique sound of its bulb horn. What determines which events are more
important (i.e., vintage car) and which ones can be summarized (i.e., busy street)?

A growing body of research, from cognitive neuroscience [34, 62, 193, 194] and cognitive
psychology [128, 278], suggests that the key lies in the brain’s ability to continuously predict
incoming sensory stimuli. Instead of passively receiving and processing sensory input, the brain
actively builds models of the world that can anticipate the incoming perceptual inputs. Prediction
errors result in a learning signal that refines the world models for more accurate predictions. In
addition to building world models and representations, the transient increase in prediction errors
marks segmentation boundaries [279], separating events (i.e., reaching and grasping) from each
other. These segmentation boundaries form a spatio-temporal compositional structure of events
at multiple levels of abstraction. The notion of the brain as a dynamic predictive system, where
continuous predictions about sensory input and environmental interactions form the basis for
perceptual learning and inference, is fundamental to this dissertation and forms its core thesis.

This thesis proposes novel solutions to long-standing challenges in artificial intelligence,
particularly in the field of computer vision, by integrating insights from other cognitive disciplines,
such as neuroscience and psychology. We leverage the notion of perceptual prediction to develop
learning rules for (1) discovering compositional (i.e., part-whole) structures of events and enhanc-
ing their representation, (2) supporting streaming online learning and inference, (3) mitigating
catastrophic forgetting, and (4) generating multiple possibilities in a non-deterministic sequence
modeling framework. The following sections begin with a brief history of Al and an overview of the
fundamentals of deep learning, as well as their current limitations, before delving into our proposed

solutions, which are detailed in the subsequent chapters.



1.1 Brief History of Artificial Intelligence

Artificial intelligence (Al) has significantly evolved since its inception; the groundwork
for AI was laid in the 1940s and 1950s. In 1943, the seminal work of Warren McCulloch and
Walter Pitts was published [159]; they showed that neurons can be used to perform binary logic.
After which, Alan Turing, in his 1950 paper “Computing Machinery and Intelligence” [250],
asked whether machines could think, introducing what we now call the Turing Test — a way to
determine if a machine’s behavior is indistinguishable from that of a human. During the same period,
John von Neumann’s work on digital computer architecture provided the necessary foundation
for programmable machines. His design allowed computers to store both data and instructions in
memory, which was a critical step toward creating machines capable of performing complex tasks.

The term “Artificial Intelligence” was coined at the 1956 Dartmouth conference organized
by John McCarthy, Marvin Minsky, Nathaniel Rochester, and Claude Shannon. The conference
brought together researchers who were optimistic about the possibilities of creating machines
that could mimic human intelligence. Two years later, in 1958, Frank Rosenblatt developed “the
Perceptron” [205] as one of the earliest models for neural networks. The Perceptron demonstrated
how a neural network could learn to classify by adapting its weights. While the McCulloch and
Pitts Neuron only showed how neurons can collectively represent symbolic logic gates without
any mention of how the weights could be learned, the Perceptron, on the other hand, showed how
neurons can learn to classify from data.

The 1980s saw significant developments in neural networks, including the introduction of
the Hopfield Network by John Hopfield in 1982 [103]. The Hopfield Network is a type of recurrent
neural network that functions as an associative memory system. It can store and retrieve patterns,
even when presented with noisy or incomplete inputs. This capability was a key advancement
in understanding how memory could be modeled in machines and provided insights into how
networks of neurons might function in the brain. In 1980, Kunihiko Fukushima developed the

Neocognitron [66], a neural network model inspired by the visual cortex and the findings of Hubel



and Wiesel [106]. The Neocognitron introduced a hierarchical, layered structure that allowed it
to recognize patterns in images, such as characters, regardless of their position or scale. This
hierarchy represented different levels of visual stimuli and features such as edges or movement. The
Neocognitron was a precursor to the convolutional neural networks (CNNs [133]) that would use
backpropagation [206] to later become central to computer vision tasks in Al

Al research saw a resurgence in the 1990s, largely driven by the advent of machine learning.
Unlike earlier rule-based approaches (e.g., expert systems), machine learning algorithms were
designed to learn from data and improve over time. This period saw the development of key learning
algorithms such as Support Vector Machines [37], decision trees [99], and a renewed interest in
neural networks. A pivotal moment in the development of Al, particularly in computer vision,
came with the creation of the ImageNet dataset and the corresponding ImageNet Large Scale
Visual Recognition Challenge (ILSVRC). In 2009, Fei-Fei Li and her team at Stanford University
introduced ImageNet [43], a large dataset of millions of labeled images organized into thousands of
categories. The dataset not only provided an unprecedented resource for training models but also
set the stage for deep learning breakthroughs in visual recognition.

One such breakthrough came in 2012 with the success of AlexNet [125], a deep convolutional
neural network (CNN) developed by Alex Krizhevsky, Ilya Sutskever, and Geoffrey Hinton. AlexNet
significantly outperformed previous approaches in the ILSVRC competition by stacking multiple
layers of convolutional filters to form a deeper architecture. The success of AlexNet demonstrated
that stacking more CNN layers and using powerful hardware (GPUs) could lead to significant
improvements in performance, marking a turning point for computer vision and fueling the interest
in Al The success of ImageNet and AlexNet spurred interest in CNNs, leading to the development
of even deeper architectures, such as VGGNet [228] and ResNet [89], which continued to push
the boundaries of computer vision performance. The most recent breakthrough in Al has been
the development of transformer architecture [254], which has revolutionized natural language

processing [188], with advancements extending to computer vision [49].



1.2 Deep Learning Fundamentals

Artificial Neural Networks (ANNs), in the context of deep learning, refers to a model’s
ability to approximate a function = x Yy given a dataset D . These
data points can be anything. For example, can be a sentence in English, and is its translation
in French, or  can be an image while is a caption describing the image. This approximation is
achieved by applying a series of linear projections, separated by non-linear activation functions,
on the input. The last projection outputs a prediction of the label (i.e., ). The error between the
predicted label and the true label constructs a learning signal to adjust the weights of each
projection layer. Learning this function approximator enables the model to generalize to novel data

points (i.e., not seen during training) from the same data distribution.

1.2.1 Single and Multi-Layer Perceptron

Deep learning can be traced back to Rosenblatt’s Perceptron [205], where a single-layer
neural network was used to classify inputs into one of two categories. A single perceptron computes
the weighted average of its inputs and applies a step function as an activation. These weights are
tuned to minimize the output error. Rosenblatt’s single-layer architecture could only approximate
linear functions; however, it laid the foundation for more complex neural network architectures
with multiple layers of projections and non-linear activations. The Multi-Layer Perceptron (MLP)
stacks multiple layers of perceptrons and backpropatates the gradient of the error with respect to
every weight in every projection layer using the chain rule [206]. The training can be stabilized by
averaging the gradient over multiple data points (i.e., a batch) in an optimization procedure called

Stochastic Gradient Descent (SGD) [200].



1.2.2 Types of Objective Functions

The objective function is crucial in guiding the training process by quantifying the error
between the model’s prediction and the target values. The choice of objective function depends on
the nature of the task, with regression and classification being two of the most common types. In
regression-based prediction, the model outputs a continuous value and often uses mean squared
error (or L1) to minimize the error in prediction. For example, a model that is trained to reconstruct
images can apply a pixel-wise regression loss to minimize the difference in raw pixel values
between the prediction and the actual image. A classification-based prediction assumes a finite
set of categories and learns to minimize the error in predicting the correct class. By leveraging
contrastive cross-entropy loss, the model is not only trained to predict the correct class but also to
differentiate between multiple classes, improving its overall discriminative power. The usefulness
of the model depends on the quality and granularity of the categories. For example, an object
detection model tasked to detect the existence of the class “animal” in an image will learn to inhibit

discriminative features between different subclasses of animals (e.g., dog, cat).

1.2.3 Architectures and Inductive Biases

The simple idea of a perceptron has inspired the creation of various neural network archi-
tectures with specific designs that are more tailored to the type of data being processed. While
the perceptron laid the groundwork by introducing the concept of learnable weights and activation
functions, modern architectures have built upon these ideas by embedding more complex assump-
tions about data structure and relationships. An Inductive Bias refers to the assumptions a model
makes about the data it processes; these assumptions can be incorporated into the architecture
design to improve its learning, sampling efficiency, and performance. We will only discuss some
inductive biases that exist in the design of Convolutional Neural Networks (CNNs [133]) and
Recurrent Neural Networks (RNNs [100]); however, many other architectures (e.g., Graph Neural

Networks [118]) have incorporated more tailored biases for their own targeted applications.



1.2.3.1 Convolutional Neural Networks

CNNs are designed with an inductive bias towards spatial hierarchies of features, local

receptive fields, and spatial weight sharing.

* The hierarchical feature learning refers to the progressive growth of the receptive field with
each stacked layer. Deeper layers have higher receptive fields allowing for the processing of
higher-level features (e.g., shapes and objects), whereas earlier layers can only process simple

low-level features (e.g., edges).

* Local receptive fields is a design choice embedded in the shape of the CNN filter kernel.
CNNs assume that nearby pixels in an image are more closely related than distant pixels.

Therefore, a grid-shaped square kernel is applied to images to detect local features.

» Weight sharing is an inductive bias in that it assumes translation invariance. Applying the
convolution operation of a CNN filter on an image forces each filter to become a detector of

features that can exist anywhere in the image (i.e., translation invariance).

1.2.3.2 Recurrent Neural Networks

RNNs introduce an inductive bias towards sequential data, making them well-suited for
order-specific tasks such as Natural Language Processing (NLP) and processing frames in videos.
RNNSs assume that the current input is dependent on previous inputs (i.e., Temporal Dependency);
therefore, the inductive bias is implemented through recurrent connections, where the hidden state
from the previous time step is fed back into the network along with the current input (maintaining
memory and context). Unlike the spatial weight sharing used in CNNs, the learnable weights in
RNNss are shared temporally. This allows an RNN block to learn general feature extractors from

different inputs and integrate the information over time.



1.3 Biological Inspiration and Lack Thereof

Neural networks, both biological and artificial, are designed to process information in a
manner that resembles the functioning of the human brain. However, despite their similar goals,
biological neural networks (BNNs) and artificial neural networks (ANNSs) differ significantly in

their structure, connectivity, and learning mechanisms.

1.3.1 The Neuron Model

Although the perceptron model [205] of Rosenblatt was originally inspired by the biological
neuron model [159] and was later extended to build deep neural networks architectures [125], it
did not model the full complexity of a biological neuron; the perceptron is a highly simplified
version of the neuron. For example, an artificial neuron implements a global summation function
over all its synaptic inputs, whereas biological neurons are characterized by dendritic branches
exhibiting more complex local computations [148]. The spatial proximity of synaptic inputs on the
dendrites controls the summation properties and, therefore, spiking. For example, nearby inputs
on the same branch are summed sigmoidally, as opposed to the linear summation of separated
inputs [184]. The spatial and temporal proximity of synaptic input are often required to generate a
dendritic spike. On the other hand, a perceptron performs a simplified global summation over all
presynaptic neurons, eliminating the compartmentalization effect of dendritic branches and spatial
proximity. Active dendrites [107] not only receive and integrate synaptic input but also actively
modify and amplify them, which adds to the complexity of neural processing. This complexity
allows for non-linear dendritic computations [153], which cannot be easily predicted, even with

multiple layers of perceptrons [21, 183].



1.3.2 Activation and Weight Sparsity

In biological neural networks, only a small subset of neurons are engaged in processing a
given stimulus at any one time while most neurons remain inactive [175]. This property of activation
sparsity also extends to weight sparsity, where only a fraction of possible synapses are formed
between populations of active neurons [59]. This sparsity property can have various advantages
in terms of memory capacity [83, 247] and speed of learning [221]. On the other hand, ANNs are

formed of densely-activated perceptrons with fully-connected weights between the layers.

1.3.3 The Learning and Plasticity

ANNSs adjust the synaptic weights by calculating and backpropagating the gradient of
the error with respect to every learnable parameter [206]. This weight update process requires
information that is not locally available, whereas learning in the brain utilizes only locally available
information [233]. While some research has shown that backpropagation can be approximated
using more local methods [143, 265, 266], some aspects of backpropagation are still regarded
as biologically implausible [39]. For example, in ANNSs, there is an assumption of symmetry of
forward and backward weights; the same weights are used to back-propagate errors and forward-
propagate information during prediction [143, 212]. Other theories of local plasticity in the brain are
based on Hebbian learning [90], where correlation in the firing of neurons strengthens the synapse
between them. More recent theories have also factored in the timing of the neuron spikes; spike
timing-dependent plasticity (STDP [232]) adjusts the synaptic strength based on the relative timing

of pre and postsynaptic action potential firing.



1.4 The Unresolved Challenges of ANNs

Despite recent significant advancements [26, 109, 226] in artificial intelligence research,
a paradoxical gap remains between the capabilities of artificial and biological intelligence. As
Moravec noted, “It is comparatively easy to make computers exhibit adult-level performance on
intelligence tests or playing checkers, and difficult or impossible to give them the skills of a one-
year-old when it comes to perceiving and manipulating objects.” This disparity, known as Moravec’s
paradox [164], highlights the surprising difficulty of replicating human-like intelligence in machines
despite their ability to excel in complex tasks such as playing chess or recognizing faces. In this
section, we highlight some of the challenges faced by deep learning when attempting to replicate

human-like intelligence.

1.4.1 Continual and Stream Learning

Continual and Stream learning address the need for models to adapt to non-static, evolving
data streams, moving beyond the limitations of traditional, epoch-based training setups. In continual
learning, models are trained on a sequence of tasks and must learn the tasks incrementally while
retaining knowledge from previous tasks. Stream learning introduces a more complex training setup
where models must learn continuously from a non-stop flow of data. In this section, we explore the
key challenges of continual learning, present current approaches to overcoming issues like concept
drift and catastrophic forgetting, and introduce stream learning as a more challenging framework

where models must adapt to continuously evolving data streams.
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1.4.1.1 Incremental Continual Learning

1.4.1.1.1 The L.I.D Assumption and Concept Drift

Traditional deep learning approaches rely heavily on the i.i.d (independent and identically
distributed) assumption, which states that the training data is statistically independent and is
randomly sampled from a fixed distribution. This allows the models to be trained in batches of data
points, where every batch becomes a representative sample of the fixed data distribution, and the
stochastic gradient becomes an unbiased estimate of the full gradient [25, 68, 191]. A larger batch
size, combined with a small optimization step size (i.e., learning rate) and many training iterations,
slowly adjusts the model’s parameters such that it aligns with the fixed data distribution. However,
this 1.i.d assumption is often violated in real-world applications, where data is collected as a stream
of sequential data points, leading to correlations and temporal dependencies between the distribution
samples. In real-world applications, the training distribution is continuously changing to introduce
new concepts and model the everchanging true distribution of data in a dynamic environment. This

is referred to as concept drift [67, 260].

1.4.1.1.2 Catastrophic Forgetting

Consider a dataset of handwritten digits (e.g., MNIST [44]); the sampling of data points
for training must follow the i.i.d assumption such that a training batch contains data points that are
uniformly and randomly sampled from the full distribution of data (i.e., digits classes). However, in
an incremental learning setting [198, 255], the model is trained on a single class at a time (e.g., digit
“0”, then digit “17). In this case, a deep learning model will overwrite the previously-learned digit
with each new digit [48, 244]. This inability to process incrementally available information from
non-stationary data distributions generally leads to the catastrophic forgetting [60, 158, 178] of
older knowledge. Finding an effective solution for catastrophic forgetting remains a long-standing
challenge in deep learning [137, 196], as well as some biologically-inspired models, such as

Hopfield Networks [27, 172].
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1.4.1.2 Current Solutions

Current solutions to continual learning predominantly focus on task-segmented continual
learning [198], where the boundaries between tasks are explicitly defined. However, a few works [12,
81] explore the use of change point detectors to automatically identify task transitions. The ability
to identify task boundaries and distinguish between current and new tasks enables targeted strategies

to preserve knowledge and adapt to changing tasks.

1.4.1.2.1 Regularization-Based Approaches

Regularization-based methods impose constraints on the model’s parameters. These con-
straints typically prevent parameter changes that would result in overwriting previous knowledge.
Elastic Weight Consolidation (EWC [119]) penalizes changes to important weights, effectively
consolidating knowledge from previous tasks while adapting to new ones. Another approach,
Learning without Forgetting (LwF [142]), uses a distillation loss [95] to retain knowledge from
earlier tasks, forcing the model to produce similar outputs for previous tasks while learning new

ones.

1.4.1.2.2 Dynamic Architectures

Dynamic architectures accommodate novel neural resources to account for the learning of
new tasks. These approaches typically expand the model size by adding new parameters to train on
subsequent tasks. For instance, Progressive Network [208] trains a separate neural network for each
incremental task while learning lateral connections with the existing tasks. This approach continually
learns with minimal forgetting at the expense of linear growth of the model size with the number of
tasks. In contrast, Dynamically Expandable Networks (DEN [276]) strike a balance by selectively
retraining the old parameters while still expanding the model parameters to accommodate new
knowledge from subsequent tasks. This adaptive approach reduces the number of added parameters,

enabling the model to dynamically determine its optimal capacity as new tasks are introduced.
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1.4.1.2.3 Replay-Based Approaches

Replay-based methods use stored or generated data from previously learned tasks to inter-
leave old and new tasks data, thereby maintaining performance on both and mitigating catastrophic
forgetting. Gradient Episodic Memory (GEM [149]) stores a subset of examples from previously
learned tasks and ensures that the loss on these examples does not increase during the training
of new tasks. This requires the model to store data, which increases the memory requirements.
In contrast, generative replay approaches [224] recreate pseudo-data from previous tasks using a
generative architecture (e.g., GAN [71]). The generated data is then mixed with the data from the
current task. These generative approaches store the generative model weights for each task and

require additional computations to generate the pseudo-data during training.

1.4.1.3 A More Challenging Streaming Setup

In addition to continual learning, it is important to distinguish a more challenging type of
learning that separates artificial from biological intelligence. Deep learning approaches mark a clear
distinction between training and testing phases [48, 101]. In the deep learning setup, the model has
access to the full training data and is allowed to iterate over the data until learning stabilizes and the
loss converges to a minimum value then the model is evaluated on the test set in an offline mode
where the weights are not allowed to change. This setup does not support real-world applications
(e.g., surveillance and monitoring) where the information is continuously being streamed and
processed and may not be stored [20]. In such applications, the model should only see each data
point a single time while performing training and inference simultaneously. Stream learning presents
a more realistic and challenging problem compared to continual learning, as it encompasses all the
difficulties associated with continual learning while introducing additional constraints. Specifically,
stream learning inherits the challenges of catastrophic forgetting, concept drift, and distribution shift
from continual learning and imposes further restrictions of simultaneous training and inference from

a continuous, non-stationary data stream, without data storage. A comparison between traditional,
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Figure 1.1: A comparison between traditional, continual and stream learning. The figure shows a
simple fruit classification example. In stream learning, the data is not stored in a dataset and used
for epoch-based training, instead each sample is processed a single time as part of a stream. Stream
learning performs training and inference simultaneously.

continual and stream learning is shown in Figure 1.1. This dissertation targets the stream learning

setup.

1.4.2 Compositional Structures and Interpretability

Humans perceive a structural representation of the world. A long sequential data stream is
effortlessly parsed into chunks of coherent units, forming a part-whole hierarchical structure. This
nested compositional structure can be seen in visual scenes [96, 97], temporal events [268, 281],
or even natural language [157, 181]. This structured representation extends to hierarchical action
planning [8, 204]; tasks are usually composed of subtasks in a nested hierarchy of action goals at
different levels of complexity and detail [193]. Consider the seemingly simple event of making a

sandwich as shown in Figure 1.2, the higher-level event “Make Sandwich” can be composed of
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multiple lower-level events, i.e., Cut Bun, Smear Butter, and Put Topping. The multiple levels

perceive the world at different levels of abstraction, trading off detail for receptive field.

1 1
1 1
1 1
Before ' Make Sandwich ' After
1 1
Cut : Smear : Put
Bun Butter Topping
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 ] 1 ] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ]
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1] 1 1 1 1 ] 1 ] 1 1 1 1 1 1] 1 1
/:l::\::\ \ :\j::j::i/ ::\4:\:‘:
Reach Carry Cut Carry Reach Open  Scoop Move Reach Open
bread bread bread knife knife lid butter Topping  lid

Figure 1.2: An example of nested events structure. The events hierarchy consists of multiple levels
of segmentation. The higher-level event “Make Sandwich” can be segmented into lower-level events
“Cut Bun”, “Smear Butter”, and “Put Topping” Each lower-level event can be further segmented into
its constituent events at a lower level. The event “Make Sandwich” can be part of an even higher
level event, “Have Breakfast”. This compositional relationship between events forms “the events
hierarchy”. Images are from the Breakfast Actions Dataset [127]. Figure reused with permission in
Appendix D.

While ANNs are often perceived as hierarchical due to the layered arrangement of con-
volutional filters in CNNs or the stacking of perceptron layers in MLPs, this hierarchy is limited
to learning a progression of feature complexity rather than discovering the inherent part-whole
compositional structure in the data [96]. The inability to represent the part-whole hierarchy moti-
vated a series of works on “capsules” [94, 209], as well as the hierarchical JEPA architecture [132],
discussed later in Chapter 2. Perceiving a structural representation of the world can significantly
enhance the explainability and interpretability of deep learning models. By explicitly representing

the relationships between parts and wholes, these models provide a clear understanding of how
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they arrive at their decisions. Moreover, learning such compositional representations can signifi-
cantly facilitate communication between intelligent agents, enabling them to share knowledge and
coordinate actions more effectively and efficiently [220]. In Chapter 4, we propose a solution to

discovering the nested structure of events using a simple predictive objective.

1.4.3 Multiple Future Possibilities

ANNSs are inherently deterministic; given a specific input and a set of weights, they always
produce the same output. This limits the ability of the model to represent multiple equally probable
possibilities in regression-based prediction tasks [42, 132]. Large Language Models (LLMs) have
mitigated this issue by transforming the regression task into a classification task, predicting a
probability distribution over all the possible tokens, and sampling the next token id from this
distribution [45, 188]. However, this approach relies on a priori knowledge of all the possible tokens,
which may not be feasible for other tasks and modalities, e.g., video frame prediction [259]. Inspired
by the success of LLMs, some approaches [53, 252] have implemented a two-step method to learn
and quantize a bottleneck representation into a codebook (i.e., dictionary of embeddings), then
perform classification in an autoregressive manner on the codebook entries. While this approach
has shown promise, it is not without limitations. The use of fixed embeddings as tokens would not
adapt to concept drift or data distribution shift. Additionally, the generation performance depends
on the quality of the quantization and the number of entries in the codebook.

To model the conditional probability of future inputs given the observed context, generative
models offer a promising solution. Theoretically, these models can capture the complex conditional
distributions required for future predictions. However, existing generative models, such as Varia-
tional Autoencoders (VAEs [117]), Generative Adversarial Networks (GANs [71]), and diffusion
models [98], exhibit limitations that restrict their ability to predict longer sequences of future
predictions. Diffusion models, for instance, rely on a slow iterative denoising process, resulting in
limited generation durations. GANSs, while capable of single-pass generation, employ an adversarial

objective that can be challenging to optimize, resulting in unstable training. VAEs, on the other
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hand, often suffer from mode collapse, failing to capture the full data distribution, and typically
yield lower-quality generations compared to diffusion and GAN models. In Chapter 5, we introduce
a novel predictive framework that learns through local plasticity rules, specifically Hebbian-based
rules, in conjunction with competitive learning and fixed-point attractors. This approach enables
stochastic sampling and prediction of multiple future possibilities while learning sequences in a

streaming manner and avoiding catastrophic forgetting.

1.4.4 Noise Robustness and Pattern Completion

Despite the significant advancements in deep learning, current models exhibit a critical
weakness in their robustness to noisy and incomplete inputs. Even small perturbations to the input
data can cause these models to produce drastically incorrect outputs with high confidence [70, 230,
239]. Another key shortcoming of deep learning models is their inability to apply common sense or
higher-order reasoning to fill in missing information. These models lack the capacity to perform
pattern completion, which involves leveraging prior knowledge and beliefs about the world (i.e.,
world model) to reconstruct incomplete or corrupted inputs.

We argue that the issues of noise robustness and pattern completion are not separate chal-
lenges but are intrinsically linked. For a model to be robust to noise, it must be capable of using
high-level predictive priors to infer and complete missing or ambiguous information from sensory
data. This form of top-down inference is a key feature of human cognition [177] but is notably
absent from current artificial neural network architectures [38, 42, 132]. In Chapter 5, we in-
troduce a predictive attractor model that uses higher-level predictive priors to build fixed-point
attractors of observations. We show that our proposed approach is robust to a large amount of visual

perturbations.
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1.5 Layout and Contributions

In this thesis, we propose novel solutions to several key challenges in deep learning, specifi-
cally focusing on self-supervised streaming learning and hierarchical event segmentation. These
contributions aim to address the limitations of existing models (Section 1.4), particularly in process-
ing streaming data, handling dynamic data distributions, and avoiding catastrophic forgetting. We
lay out the contributions in three main chapters, each building on the core idea of how predictive
learning allows for building event models to solve a diverse set of tasks. In Chapter 2, we start by
providing a high-level overview of prior works and theories of cognition that rely on prediction as a

core learning signal. In subsequent chapters, we present our predictive framework.

* We propose a single layer predictive model [168, 169] (Chapter 3) for continual processing
of streaming video data. This method is used to efficiently process streaming wildlife
monitoring video (over ten days of footage) and successfully detect temporal events. An
attention mechanism is used to spatially localize the event without using any labels to guide

the learning process.

* We extend the single-layer model to a multi-layered predictive architecture [167] (Chapter 4)
for hierarchical processing of egocentric streaming video. This approach uses a stack of
predictive layers operating at different dynamic timescales to discover the compositional struc-
ture of events in egocentric videos without any supervision. The learned event representations

are used for event retrieval across videos.

* We propose a Predictive Attractor Model [166] (Chapter 5) which operates within the con-
straints of a biological system to model long sequences of data (e.g., video frames, protein
sequences, text). PAM uses sparse representations (i.e., SDR) and biologically plausible
learning rules (i.e., Hebbian plasticity) to continually learn sequences without catastrophic
forgetting. Additionally, PAM can regress multiple future predictions by learning fixed-point

attractors in a contrastive online manner.

18



Chapter 2: Prediction in Prior Works

“If I have seen further than others, it is by standing upon the shoulders of giants.”

— Isaac Newton

Our brains are constantly making predictions of what features our senses expect to see next.
When we observe someone cooking, we continuously make predictions. These predictions are made
at different temporal granularities. We predict the trajectory of motion at fine temporal scales to
anticipate hand location in the next frame. And, at coarse scales, anticipate what utensils could
be used next. We make predictions at multiple partonomic hierarchy levels about the event being
observed.

Indeed, there is a definition of artificial intelligence that puts the ability to make predictions
as the central feature [85, 91, 132, 194]. The extent to which an agent can be considered intelligent
is determined by the temporal window and spatial extent to which it can predict with precision.
Thus, a small insect can make predictions of its immediate surroundings and its near future. Humans,
armed with high-level scientific reasoning and logic, can predict events over much larger space and
longer temporal windows. The content of the prediction depends on the task at hand. For example,
an agent can predict the existence of an occluded logo on a coffee mug [84], the next note in a
familiar melody [83], or even learn to make predictions in abstract spaces such as traversing a family
tree [267].

The ability of an agent to make accurate predictions is indicative of the quality of learned
representations. Many cognitive theories of prediction converge on the idea that in order to make
precise long-term predictions, the agent must build a world model constructed from the data it
receives. A world model summarizes a single event at a specific level of abstraction and, therefore,

can only make precise predictions of future observations within its scope. Furthermore, there is
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a general consensus among these theories that these world models are organized compositionally
in a nested hierarchical structure, such that lower-level models serve as constituent components
of higher-level world models [268]. Consequently, the relationships between the models can be
described in terms of transformations between coordinate reference frames [96, 97, 101]. In this
chapter, we cover a few influential cognitive theories that place prediction at the core of learning

structured representations of the world.

2.1 Zacks’s Theory of Event Segmentation

Event Segmentation Theory (EST), introduced by Zacks et al. [278, 279], explains how the
human brain processes continuous streams of sensory information by breaking them down into
discrete, manageable events. According to EST, the brain organizes perception by maintaining a
model of the current event, referred to as the working event model, which acts as a prior during
predicting future sensory inputs. When these predictions are incorrect, the brain updates the model,
effectively marking the transition from one event to another. This predictive process of segmenting
events provides a valid theory for explaining how humans structure their experience of the world,
allowing for efficient processing and comprehension of complex sequences of actions, interactions,
and occurrences.

At its core, EST suggests that perception is not a passive process but an active one, where
the brain constantly anticipates what will happen next. The theory applies across various domains
of cognitive function, from understanding visual sequences like someone walking down the street
to more abstract mental processes like solving a complex mathematical problem. The segmentation
of continuous sensory input into events allows for more efficient processing, memory consolidation

and retrieval, and comprehension of the broader context in which these events occur.
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2.1.1 The Working Event Model

The working event model is the central concept within EST. It represents the brain’s internal
model (i.e., world model) of the current event and is constantly updated to reflect changes in the
environment. The working event model acts as a dynamic representation, guiding the brain’s
interpretation of incoming sensory data by anticipating future states based on what is currently
happening.

This model allows the brain to process perceptual input by focusing on relevant information
and filtering out noise or minor variations that are unlikely to indicate a significant change. For
instance, small deviations in someone’s walking speed or facial expressions are accounted for by the
working event model, ensuring that perception remains stable and coherent over time. Therefore, the
event model is a summary of the observations in an event and can explain all possible observations
within the scope of such event.

The brain uses this model to predict what sensory features will be encountered next. When
sensory input aligns with these predictions, the event model is reinforced, allowing for smooth
and uninterrupted processing of information. However, the working event model is not static; it is
continuously updated as new information comes in, ensuring that the brain’s predictions remain
accurate. The more accurate the model, the better the brain is at maintaining a stable representation

of the current event.

2.1.2 Prediction Error and Event Boundaries

Figure 2.1 shows an overview of EST. The perceptual processing unit receives, filters, and
encodes sensory features into higher-level representations conditioned on the working event model.
This conditioning ensures that feature representations are robust to small variations from one instant
to another. The perceptual processing unit sends the extracted features to a prediction unit, which

anticipates future perceptual features based on the working event model.
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Figure 2.1: Overview of Event Segmentation Theory (EST). The information flow is adapted
from [281]. The letter acronyms refer to the different brain regions where these activities are
happening, as discovered by cognitive neuroscience experiments. The “Perceptual Processing”
unit uses “Sensory Inputs” to extract higher-level features relevant to the predictive task. The
extracted features are used to predict future perceptual features and compare them to the actual
future perceptual features. The “Error Detection” module computes the prediction error, which
generates a reset signal (denoted by «) at high prediction errors. The reset signal updates the “Event
Model” by accepting input from the “Sensory Inputs™ and “Perceptual Processing™ blocks. Figure
reused with permission in Appendix D.

Prediction error is the mismatch between the brain’s expectations and the actual sensory
input. Such errors form a learning signal, indicating that the working event model requires updating
to maintain high prediction accuracy. When the model’s predictions fail to align with the actual
sensory input features, a significant change in the environment may be occurring. This change
marks the end of one event and the beginning of another, referred to as an event boundary.

Transient spikes in prediction error indicate that the current event has concluded, prompting
the model to revise its working event model. For example, while watching someone cook, the

model might predict that the next action will involve stirring a pot. If the person suddenly stops and
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answers the phone instead, the model experiences a prediction error. The shift in action is flagged
as an event boundary, and the working event model is adjusted to reflect this new state of affairs.
Note that the event segmentation process in EST (i.e., detecting event boundaries) occurs as a side

effect of perceptual processing and does not require additional computations.

2.1.3 Event Schemata and Long-Term Memory

While the working event model operates dynamically in real-time, there is also a need for
more stable, long-term representations of event models. The event schemata serve as a repository
for a wide range of event models that have been stored in memory over time. These models include
information about objects, actions, goals, and even social interactions, all of which are derived from
past experiences.

At the boundary between events, when prediction errors signal that a change has occurred,
the working event model is stored in the schemata, and a more suitable model is retrieved to explain
the new sensory input. For instance, if the current event model no longer aligns with the input —
such as shifting from a walking scenario to a conversation — the event schemata are accessed to
retrieve a more suitable model for understanding the new context (i.e., conversation event), while
the updated event model for walking is stored in the schemata.

Event schemata are updated more slowly compared to the working event model. This
slower rate of updating allows the schemata to integrate new information while retaining stable
representations of frequently encountered events. This ensures that the model can adapt to new
situations without constantly rewriting its long-term memory models. The combination of the
flexible, short-term working event model and the more stable, long-term event schemata provides a

comprehensive framework for perceiving and processing a continuous stream of sensory information.
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2.2 Hawkins’s Theory of Intelligence

Hawkins’s theory of intelligence [82] provides a comprehensive model that redefines our
understanding of how the cortex might function. This section begins by revisiting Mountcastle’s
observations of the cortex, emphasizing the columnar organization of the Neocortex and the role of
cortical columns in sensory processing. We then discuss the Hierarchical Temporal Memory (HTM),
a framework that highlights the brain’s ability to learn temporal patterns and make predictions using
sparse distributed representations. Finally, we discuss the Thousand Brains Theory (TBT) and

voting across cortical columns.

2.2.1 Mountcastle’s Observations

2.2.1.1 Columnar Organization

Vernon Mountcastle described a modular, laminar structure of the cortex [170], where the
neurons are organized into vertical structures called cortical columns. These columns are repeated
throughout the cortex and vary from 300 um to 600 um in diameter [57, 84]. These columns extend
through the six layers of the cortex and represent the basic functional units of cortical processing. A
cortical column - spanning from the surface of the cortex (layer 1) to the white matter below layer 6
- comprises smaller units called minicolumns, which consist of 80-100 neurons each. Mountcastle
focused on the similarities of the neuronal structure across the Neocortex rather than the structural

differences between cortical regions.

2.2.1.2 Receptive Field

Receptive fields are zones in which external stimuli can activate neurons within a column.
In somatosensory regions, for example, each neuron in a minicolumn shares a common receptive
field, meaning they respond to stimuli from the same area of the body. Thus, the columnar

organization allows for precise, localized sensory processing. In Mountcastle’s research [170],
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based on nerve regeneration experiments [110], microelectrode penetrations perpendicular to the
cortical surface revealed that neurons within a column respond to the same type of stimulus, with
their receptive fields nearly superimposed. Conversely, tangential penetrations across the cortical
surface encountered distinct columns with differing receptive field properties, showing abrupt shifts

in response properties from one column to another.

2.2.2 Hierarchical Temporal Memory

2.2.2.1 Dendritic Specialization

Unlike artificial neurons, which assume uniform dendritic depolarization and synaptic input
integration, biological neurons exhibit dendritic specialization [83], where distinct types of dendrites
serve different functional roles based on their proximity to the soma. Excitatory pyramidal cells, for
instance, are characterized by proximal, basal, and apical dendrites, each with unique contributions
to cellular activity. Proximal dendrites receive driving synapses, capable of directly inducing
action potentials in the cell body. In contrast, basal and apical dendrites have modulatory roles,

depolarizing the cell body without triggering any spikes.

2.2.2.2 Sparse Distributed Representations

Sparse Distributed Representations (SDRs) are high-dimensional binary vectors that capture
the spiking state of neurons, where each bit corresponds to the on or off state of a neuron. The
SDR is characterized by being sparse where the number of off-bits are much more than the on-bits,
mirroring the sparse cellular activity observed in the neocortex [7, 83]. The use of SDRs in learning
has been shown to significantly increase capacity while minimizing the risk of representation
collision and false positives during matching tasks [7]. Sparsity also has other desirable properties,
such as unions of representations, which can represent multiple possibilities simultaneously in the

same encoding.
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2.2.2.3 Online Learning and Lateral Inhibition

According to the Hierarchical Temporal Memory (HTM) framework [83], depolarization
of neurons without triggering action potentials (caused by distal synapses) can still carry crucial
information, indicating that the cell has entered a predictive state. In HTM, cells in the same
minicolumn (i.e., sharing the same receptive field) exhibit lateral inhibition, such that a cell that
fires inhibits all other cells in the same minicolumn from firing. When a cell is in a predictive state
(depolarized by basal input), it is primed to fire before other cells. Therefore, when a predictive
cell receives driving proximal input from the Lateral Geniculate Nucleus (LGN) of the Thalamus,
it spikes and inhibits the other cells - sharing the same receptive field - from firing, resulting in
a unique context encoding. This unique context prevents the overwriting of previously learned

knowledge.

2.2.3 Thousand Brains Theory of Intelligence

Hierarchical Temporal Memory describes a sequential memory framework that takes place
in layer 4 of a cortical column. It can learn to predict into the future and detect anomalies in the
data. However, In 2021 [82], Hawkins extended HTM by proposing the thousand brains theory of
intelligence, which proposed that “cortical columns are more powerful than currently believed” [86].
Each cortical column learns models of complete objects, and the columns vote [84] on which object

is being perceived during recognition.

2.2.3.1 Reference Frames and Allocentric Locations

In the Thousand Brains Theory, Hawkins draws parallels between grid cells, which are
known for their role in spatial navigation in the hippocampus [73, 77], and how the Neocortex might
use similar mechanisms for defining locations of features within an object model. He proposes
that each cortical column contains an internal reference frame that works similarly to how grid

cells track positions in space. This reference frame helps the column map features of objects in
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relation to each other, allowing for allocentric (object-centered) perception [138]. Just as grid cells
help animals navigate an environment by representing the environment’s layout, the neocortical
columns learn the structure of objects using locations relative to the object itself. Recent research
has demonstrated the effectiveness of a two-layered model (i.e., GridCellNet) that combines a
Hierarchical Temporal Memory (HTM) layer with grid cell modules for path integration in a single

framework, to successfully perform visual object recognition [136].

2.2.3.2 Voting

One of the key ideas in the Thousand Brains Theory is that individual cortical columns
work together by voting on what object is being perceived [84]. Each column independently forms
its own hypothesis about the object and communicates with each other a stable representation of
the object and its pose information. The correct object is determined when a consensus is reached
across multiple columns, integrating diverse sensory inputs into a unified perception. This collective
voting system allows the brain to be resilient to noise and ambiguity, as even if one column receives
imperfect or partial information, the correct hypothesis can still emerge from the broader agreement

among columns, as shown in Figure 2.2.

2.3 Heeger’s Theory of Cortical Function

Traditional models often describe sensory processing as a sequential, hierarchical operation
where each stage processes inputs from the previous one in a unidirectional flow. These feedforward
architectures, particularly in artificial neural networks, have shown success in modeling various
neurophysiological and psychophysical phenomena [69]. However, Heeger’s theory [91] introduces
an alternative computational model that is based on observations of information flow in the neocortex.
Heeger proposes a framework where information flow is not strictly feedforward but is instead
driven by a combination of feedforward inputs (bottom-up sensory information), feedback signals

(top-down contextual information), and prior expectations (learned predictions of sensory inputs).
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ColumnB

Voting Across Columns

Figure 2.2: Overview of Thousand Brains Theory (TBT). An illustrative figure showing two cortical
columns voting on the perceived object. Each column can be attached to a different sensory modality
(e.g., touch, vision) and forms its own representation of the same object. Every column receives the
sensory feature at an allocentric location, i.e., with respect to the object.

Heeger’s theory suggests that neuromodulators play a key role in controlling brain states,
which determine how neural processing shifts between different types of information flow. Ac-
cording to Heeger, brain states can range from being dominated by feedforward drive (a bottom-up
process where information flows from lower to higher processing areas) to being controlled by
inference-based top-down processes (where prior knowledge or expectations influence perception)
or a hybrid of both. These state parameters are not static and can be modulated by specific neu-
romodulators (ACh) and brain oscillatory activity. By adjusting the state parameters, the brain
can transition between different modes of operation — whether purely sensory-driven, inference-
driven, or a combination of the two, enabling it to adapt flexibly to different perceptual or cognitive
demands.

Heeger defines a single energy function which computes a feedforward drive and a prior

drive. Minimizing this energy function by taking its derivative adds an additional term for feedback

28



drive. Having both feedforward and feedback terms in the energy minimization function has an
effect of balancing both terms. As a result, a neuron’s response is driven towards the value of
the feedforward processing of its inputs, and vice versa. The prior term accounts for sensory
predictions, where minimizing the prior drive in the energy formulation minimizes the mismatch
between predicted and observed values. Balancing the three drives with a single energy formulation

provides an elegant approach to balancing perception, inference, and prediction in the brain.

2.4 Rao’s Theory of Active Predictive Coding

2.4.1 Predictive Coding

Predictive coding (PC) proposes a framework for the hierarchical processing of information.
It was initially formulated as a time series compression algorithm to create a more efficient coding
system [52, 174]. A few decades later, PC was used to model visual processing in the Retina [104,
235] as an inference model. In the seminal work of Rao and Ballard [194], PC was reformulated
as a general computational model of the cortex. The main intuition is that the brain continuously
predicts all perceptual inputs, resulting in a quantity of prediction error, which can be minimized by
adjusting its neural activities and synaptic strengths. In-depth variational free energy derivation is
provided in Appendix C.3.1.

PC defines two subgroups of neurons: value and error. Each neuron contains a value node
sending its prediction to the lower level through learnable function , and error
node propagating its computed error to the higher level. The total prediction error is computed as

, which is minimized by first running the network value nodes to equilibrium
through optimizing the value nodes . Atequilibrium, the value nodes are fixed, and inferential
optimization is performed by optimizing the functions . Both optimizations aim to minimize
the same prediction error over all neurons. This propagation of error to equilibrium is shown to

be equivalent to backpropagation but using only local computations [265]. The PC formulation
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has shown success in training on static and i.i.d data [79, 213, 265, 275]. More recently [241],
Temporal Predictive Coding (tPC) has also shown some success in sequential memory tasks by
modifying error formulation to account for a one-step synaptic delay through interneurons, thus
modeling temporal associations between sequence inputs. A simplified illustration of PC is provided

in Figure 2.3 (A).

2.4.2 Active Predictive Coding

Recently, Rao proposed an extension to Predictive Coding (PC) termed Active Predictive
Coding (APC), which takes into account the interaction between sensory and motor processes within
the neocortex [193, 195]. As shown in Figure 2.3 (B), the APC framework introduces a hierarchical
architecture consisting of two key components: a state-transition function () and an action-policy

function (). The state-transition function models the evolution of the system’s state over time by

predicting the transition from a previous state to the current state , conditioned on the prior
state and action ( ). The action-policy function generates the next action  based on
the current state  and prior action , effectively closing the sensory-motor loop.

This recurrent interaction between state and action networks offers a framework that aligns
with the cortical laminar structure. Rao hypothesizes that the state-transition computations are
primarily carried out in cortical layers 2/3, responsible for sensory input integration, while the action-
policy computations occur in layer 5, which is traditionally associated with motor output [115].
Furthermore, layer 6 is postulated to compute predictions, which are then propagated to lower
regions in the cortical hierarchy. At the lowest level, layer 6 computes predictions of sensory inputs.
APC presents working examples of compositional processing of visual inputs (i.e., images), where
hierarchical, top-down processes facilitate the recognition of complex objects by breaking them

down into constituent parts (i.e., part-whole hierarchy).
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Figure 2.3: Overview of Predictive Coding (PC) and Active Predictive Coding (APC). (A) In
Predictive Coding, errors in prediction are fed forward to the higher levels, whereas a prediction of
the sensory information is fed backward down the stack of layers. (B) In Active Predictive Coding,
each layer forms a sensory-motor loop of states and actions. The higher-level state-action pairs
become priors in lower-level predictions. Dashed lines represent a time-step delay, and lines with a
circular termination represent learnable transformation functions.

" State Transition
| Function

2.4.3 Deep Predictive Coding

Other PC-inspired models have diverged from the biologically plausible constraints by
training through backpropagation through time as opposed to local learning rules (e.g., Hebbian-
based plasticity). Some of these models still adhere to general principles of predictive coding
and show compelling results despite using biologically-implausible deep recurrent models. One
example is PredNet [152], and subsequent models [186], which builds a hierarchical model of
multiple stackable layers with prediction error being sent up the hierarchy and predictions from

recurrent models are sent down the hierarchy.
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2.5 Hopfield’s Model of Pattern Completion

Attractor dynamics refer to mathematical models that describe the behavior of dynamical
systems. In our review, we focus on fixed point attractors, specifically Hopfield Networks [103]
(HN), which is an instance of associative memory models [111, 113, 122]. Hopfield Networks are
capable of storing and retrieving patterns even when presented with an incomplete or noisy query.
The network operates by minimizing an energy function that guides it toward stable configurations
(i.e., the stored patterns). Each pattern in the Hopfield network is encoded as a stable state, known
as an attractor, in the system’s energy landscape. When the network is given a partial or distorted
version of a pattern, it iteratively updates its internal states to converge toward the nearest attractor,
eventually recalling the complete pattern.

Consider, an ordered sequence of consecutive patterns , where

. We refer to the Universal Hopfield Networks (UHN) framework [162] to describe all
variants of HN architecture using a similarity (sim) function and a separation (sep) function, as
shown in equation 2.1. This family of models can be viewed as a memory recall function, where a
query (i.e., noisy or incomplete pattern) is compared to the existing patterns to compute similarity
scores using the “sim” function. These scores are then used to weight the projection patterns
after applying a “sep” function to increase the separation between similarity scores. The classical
HN uses symmetric weights to store the patterns; therefore, it cannot be used to model temporal
associations in a sequence. The asymmetric Hopfield Network (AHN) [231] uses asymmetric

weights to recall the next pattern in the sequence for a given query

sep sim Asymmetric Weights
sep sim 2.1)

Projection  Separation  Similarity sep sim Symmetric Weights
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When a dot product “sim” function and identity “sep” function are used, we get the classical
HN [103] and AHN [231]. A few variants have been proposed to increase the capacity of the model.
Recently, [30] has extended AHN by using a polynomial (with degree ) or a softmax function
(with temperature ) as the “sep” function. HN can also be applied to continuous dense patterns [30,

126, 192].

2.6 The Tollman-Eichenbaum Machine

The Tolman-Eichenbaum Machine (TEM) [267] is a computational framework designed to
model how the hippocampal-entorhinal system supports both spatial and relational memory tasks.
It builds upon cognitive map theory (originally proposed by Tolman in 1948 [246]) to create a
unified mechanism for representing abstract structural knowledge. At the core of the TEM model
is the factorization of sensory and relational knowledge into separate representations, as shown
in Figure 2.4. More specifically, TEM separates relational memory (i.e., relationships between
experiences) from the content of those experiences to learn generalizable structural knowledge that
can be applied to different sensory experiences. For example, a cognitive map of the family tree
structure can be learned and transferred to different instances of family trees. This allows TEM to
make novel predictions of sensory inputs based on the inferred relational representation. In line
with the work of Manns and Eichenbaum [155], TEM assumes that the medial entorhinal cortex
(MEC) encodes spatial structural knowledge, while the lateral entorhinal cortex (LEC) encodes
sensory information.

While TEM demonstrates compelling similarities between the learned representations and
neural activity in both the hippocampus and entorhinal cortex (e.g., grid and object-vector cells),
some aspects of TEM’s implementation are not biologically plausible. Notably, the learning
of structural representations in TEM relies on the backpropagation of gradients through a deep
recurrent network. This process resembles slow learning of the general relational structure (“outer

loop” process). In contrast, the learning of specific contents occurs through fast Hebbian learning
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(“inner loop” process). The binding between specific sensory inputs and a structural cognitive map

is implemented using an associative attractor network [103].
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Figure 2.4: Overview of the Tolman-Eichenbaum Machine (TEM). The learning in TEM factorizes
sequences of sensory features and actions into structural knowledge and sensory stimuli. This
factorization allows for building associative maps (i.e., conjunctive code) for new environments
using the same structural priors. MEC, LEC, and HC denote Medial Entorhinal Cortex, Lateral
Entorhinal Cortex, and Hippocampus, respectively.

2.7 Hinton’s Theory of Learning Agreement Islands

2.7.1 Capsules and Routing

2.7.1.1 Dynamic Allocation of Neurons

Capsules, as introduced Hinton [93, 209], aim to solve the problem of how neurons represent
objects and their parts in a hierarchical manner, ideally constructing a parse tree of objects. In

standard neural networks, neurons cannot rapidly change their weights to represent different parts
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dynamically. Instead, groups of neurons, known as capsules, are allocated to represent specific
entities, such as an object or a part of an object. These capsules generate activity vectors that encode
the object’s properties, such as pose, position, and orientation. The length of this activity vector
represents the probability that the object exists, while the orientation describes the instantiation

parameters (i.e., object properties).

2.7.1.2 Iterative Routing Algorithm

To address the challenge of connecting capsules across layers, Sabour, Frosst, and Hin-
ton [209] proposed an iterative routing algorithm known as “routing by agreement”. In this
algorithm, lower-level capsules predict the instantiation parameters of higher-level capsules through
transformation matrices. In practice, each capsule is encouraged to align with a capsule in the
layer above it to become its parent in the parse tree. If multiple predictions align, the higher-level
capsule becomes active. The routing process iteratively adjusts the connection strengths between
capsules, ensuring that parts are correctly assigned to wholes. This method provides a more effective

alternative to max-pooling.

2.7.2 The GLOM Architecture

2.7.2.1 GLOM Structure

The GLOM architecture [96] is inspired by the organization of cortical columns, also known
as hypercolumns, in the brain’s visual cortex [106]. Each GLOM column represents different
hierarchical levels of visual processing within a fixed spatial region. These columns consist of
multiple layers of autoencoders, each responsible for transforming the embedding at one level into
an embedding at an adjacent level through a combination of bottom-up and top-down signals. Each
GLOM column has its own receptive field, which determines the region of the image it processes.
This receptive field expands as the information moves up the hierarchy, similar to how receptive

fields in the visual cortex become larger and more complex at higher levels of abstraction.
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2.7.2.2 Embedding Computation

In GLOM, part-whole representations are handled through embeddings that reflect the
relationship between parts and wholes at various levels of a hierarchy. At each level, interactions
occur not only vertically between layers in a column but also horizontally with nearby columns.
Each embedding at a particular level is updated iteratively, considering four key factors: (1) bottom-
up prediction from the level below, (2) top-down prediction from the level above, (3) the embedding
from the previous timestep, and (4) attention-weighted contributions from neighboring columns.
These contributions are combined together to form a weighted average that refines the representation

over time.

2.7.2.3 Emergence of Agreement Islands

As attention-weighted contributions encourage similar vectors to cluster together, agreement
islands emerge, where nearby embeddings converge toward similar values. At higher levels in the
hierarchy, these islands grow larger, forming nodes of a parse tree. For example, if the image is of a
face, one column might initially represent a small feature, such as a nostril. As information moves
up the levels of the column, the receptive field grows, allowing the column to represent larger parts

of the face, such as the nose or eyes, in the same column.

2.8 Lecun’s Theory of Predictive Architectures

2.8.1 Energy-Based Models

Energy-Based Models (EBMs) serve as the theoretical foundation for Lecun’s predictive
architectures [132]. At their core, EBMs assign a scalar “energy” value to measure the compatibility
between two inputs. For instance, a model can learn to evaluate the energy of video frames,
where consecutive frames have low energy and non-consecutive frames have high energy due to

incompatibility. This enables the model to learn multiple valid possibilities for any input (i.e., low
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energy values for all compatible pairs), modeling stochastic and ambiguous solutions. The primary
objective is to minimize this energy by optimizing the model’s parameters. Unlike generative models,
EBMs prioritize learning abstract representations and useful world models over generating accurate
predictions. The energy formulation allows for representing multiple compatible possibilities,
but generating a single possibility requires navigating the energy landscape to find a low-energy

solution.

2.8.2 Joint-Embedding Predictive Architecture

The Joint-Embedding Predictive Architecture (JEPA) builds on the principles of EBMs,
using two separate encoders to process input data. The architecture allows independent encoders to
handle different modalities. For example, one encoder might process visual inputs while another
processes audio inputs. The system then learns to predict one modality from the representation of
another, thus supporting multi-modal learning. By embedding both inputs into a shared latent space,
JEPA enables the model to learn relationships between different types of data in an abstract space.

JEPA can be trained using contrastive or non-contrastive approaches. Contrastive approaches
train the model to output low energy for positive pairs and high energy for incompatible negative
pairs. Such contrastive objectives require negative pairs for training. In contrast, non-contrastive
approaches rely on regularization techniques to “measure the volume of space that can take low
energy values” [132]. This can be mainly achieved through maximizing the information content of
the encoder embeddings, as well as learning embeddings that are easily predictable from each other
in the representation space, i.e., minimizing the energy term. VICReg [18] and Barlow Twins [282]
are two examples of such architectures. More recently, JEPA-based architectures [15, 17, 19] have

shown success in learning useful and transferable representations.
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2.8.3 Hierarchical JEPA

Hierarchical JEPA (H-JEPA) builds on top of the JEPA framework by adding multiple
layers of abstraction, allowing for multi-level predictions. Each layer of the hierarchy represents
increasingly abstract representations, enabling the model to predict not just immediate future states
but also longer-term, more complex representations. At the lower levels, the system might predict
basic sensory information, such as object positions or movement trajectories. At higher levels, it
can predict more abstract representations, such as actions, strategies, or goals. This hierarchical
approach allows H-JEPA to perform predictions across different time scales, from immediate
reactions to long-term planning. However, H-JEPA remains a theoretical concept that has yet to be

implemented and proven effective in practice.
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Chapter 3: Single-Layered Predictive Model

“It is difficult to make predictions, especially about the future.”

— Niels Bohr

Advances in visual perceptual tasks have been mainly driven by the amount and types
of annotations of large-scale datasets. Researchers have focused on fully-supervised settings to
train models using offline epoch-based schemes. Despite the evident advancements, limitations
and cost of manually annotated datasets have hindered further development for event perceptual
tasks, such as detection and localization of objects and events in videos. The problem is more
apparent in zoological applications due to the scarcity of annotations and length of videos - most
videos are at most ten minutes long. Inspired by cognitive theories, we present a self-supervised
perceptual prediction framework? to tackle the problem of temporal event segmentation by building
a stable representation of event-related objects. The approach is simple but effective. We rely on
LSTM predictions of high-level features computed by a standard deep learning backbone. For
spatial segmentation, the stable representation of the object is used by an attention mechanism
to filter the input features before the prediction step. The self-learned attention maps effectively
localize the object as a side effect of perceptual prediction. We demonstrate our approach on long
videos from continuous wildlife video monitoring, spanning multiple days at 25 FPS. We aim to
facilitate automated ethogramming by detecting and localizing events without the need for labels.
Our approach is trained in an online manner on streaming input and requires only a single pass
through the video, with no separate training set. Given the lack of long and realistic (includes
real-world challenges) datasets, we introduce a new wildlife video dataset - nest monitoring of the

Kagu (a flightless bird from New Caledonia) - to benchmark our approach. Our dataset features a

2This chapter was published in the International Journal of Computer Vision. Permission is included in Appendix D
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video from 10 days (over 23 million frames) of continuous monitoring of the Kagu in its natural
habitat. We annotate every frame with bounding boxes and event labels. Additionally, each frame is
annotated with time-of-day and illumination conditions. We find that the approach significantly
outperforms other self-supervised, traditional (e.g., Optical Flow, Background Subtraction) and
NN-based (e.g., PA-DPC, DINO, iBOT) baselines and performs on par with supervised boundary
detection approaches (i.e., PC). At a recall rate of 80%, our best-performing model detects one
false positive activity every 50 minutes of training. On average, we at least double the performance
of self-supervised approaches for spatial segmentation. Additionally, we show that our approach
is robust to various environmental conditions (e.g., moving shadows). We also benchmark the
framework on other datasets (i.e., Kinetics-GEBD, TAPOS) from different domains to demonstrate

its generalizability.

3.1 Introduction

Much effort in computer vision science has been devoted toward tracking, modeling, and
understanding the behavior of humans [51, 92, 120, 182]; however, fewer works explore the same
tasks for other species [88, 243]. The scarcity of annotation and difficulty of collecting data has
a significant contribution to the slow progress of the field [88]. Recent developments in digital
video and recording technology opened new opportunities to study animal behavior in the wild.
Not only do these recent developments increase the volume of data, but also the speed at which
data is generated. Monitoring video systems can generate data at faster rates than those that can be
handled by Al systems, leading to the notion of fast data [129]. Batch (offline) learning systems
fail to process fast data, where - possibly infinite - items arrive in a temporal sequence [210], due
to the need to access old data. Revisiting old data not only wastes computational resources but
also requires that the data be stored, which is impractical for large volumes of data and hinders
the scalability of the learning systems. For streaming input applications (e.g., monitoring and

surveillance), storage costs can exceed computational costs. The goal is to process and summarize
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streaming input data to store only useful high-level information, such as detected events and their
objects’ attributes while ignoring spatial and temporal background clutter.

Stream Learning (SL) aims to build adaptive models of the streaming data [20]. These
models must be updated after every data point without access to any past data. Additionally, the
SL systems need to account for distribution shifts by adapting to the changes in the streaming
data. Our training scheme completely disregards data points after being processed by the network.
Training and inference are done simultaneously, alleviating the need for epoch-based training in
order to appeal to practical applications and reduce training time. We address the distribution shift
problem by building adaptable event models which contain a feature representation of the event and
its objects (i.e., bird), allowing us to effectively segment the object from its surrounding at every
frame - despite changes in illumination and environmental conditions.

Ethology is the scientific and objective study of animal behavior, from which stems the
term Ethogram. Ethogramming defines and categorizes animal behaviors in a completely objective
manner. [t is important to avoid subjectivity and bias when describing animal behavior in ethograms;
behavior definitions must be based on “mechanical actions that are observed rather than on any
intentionality, motivating the expression of that behavior” [203]. The required objectivity in
the behavior descriptions makes computer vision algorithms a suitable candidate for automating
ethograms. Ethogramming can ideally be automated by correlating low-level attributes (e.g.,
location, motion patterns, time-of-day) to high-level behaviors (e.g., incubation) [88]. Our goal is to
detect the low-level attributes used in describing the behavior of animals in ethograms, such that
these attributes can then be used to generate and localize objective behavior labels automatically.

Events are ubiquitous; they are the building blocks of videos. Events can be present at
various time scales, whereas actions are a type of event that occurs at a smaller temporal scale.
For example, the event of a bird feeding its chick can be composed of multiple feeding actions,
where feeding here refers to the activity. To truly understand videos, algorithms must be capable
of detecting and segmenting significant events from background noise. The detected events can

then be encoded in an embedding space for representation learning [146, 176], annotated and
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Figure 3.1: Overview of the single-layer predictive architecture. The perceptual processing unit
encodes current frames and future frames into grid feature representations. An attention operation
is applied to the current features to spatially segment the event objects. The predictor combines
the event model representation with the current features to predict future features. Error in the
prediction is used as a learning signal for the trainable weights. The spatio-temporal pooling layer
receives as input spatial localization map and prediction error signal and outputs the detected events.
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classified [14, 141, 147, 270], or even used for video summarization tasks [13, 55, 108, 286]. The
task of detecting prominent events becomes even more important when processing long videos for
wildlife monitoring or even video monitoring of other contexts [36]. To perceive events, one must
not rely on the noisy low-level features but instead, build algorithms that detect the dynamics and
patterns of high-level features. These high-level features should be sufficient to capture object-level
representations; the designed architectures should ideally capture these features’ temporal evolution
over time.

Very few publications show event detection and localization performance on video spanning
several days, mainly due to the challenges arising from storing, processing, and evaluating on
large datasets. Researchers have mainly focused on event-centric datasets by using trimmed
videos of actions, thus eliminating the need to segment events. This is analogous to removing
background from images and using only masks of objects to train an object classifier. Although
this makes the task easier on the learning model, it becomes harder to generalize to real-world
applications. Real-world datasets contain more challenging scenarios of untrimmed events (e.g.,
empty segments) and noisy low-level changes in the foreground (e.g., occlusions, shadows). Most
wildlife monitoring studies use camera traps with motion triggers to store images of animals or
record short videos of animals in controlled environments - eliminating real-world lighting variations
and environmental conditions. We address the issues mentioned above by collecting and annotating
a ten-day continuous monitoring dataset of a nest of the Kagu; a flightless bird of New Caledonia.
The dataset is sampled at 25 FPS, offering more than 23 million frames and more than 253 hours of
video footage. Events are not trimmed to allow researchers to evaluate the models’ performances
in more realistic and challenging scenarios. Ideally, algorithms will have to deal with overfitting,
catastrophic forgetting, and sparsity of events to maintain high performance in spatial and temporal
event segmentation tasks.

Our framework follows key ideas from the perceptual prediction line of work in cognitive
psychology [151, 278, 279, 280]. Research has shown that “event segmentation is an ongoing

process in human perception, which helps form the basis of memory and learning” [190, 281].
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Humans can identify event boundaries, in a purely bottom-up fashion, using a perceptual predictive
model that predicts future states based on the current perceived sensory information. Experiments
have shown that the human perceptual system identifies event boundaries based on the appearance
and motion cues in the video [189, 234, 277]. Our model implements this perceptual predic-
tive framework and introduces a motion-weighted loss function to allow for the localization and
processing of motion cues.

As shown in Figure 3.1, our approach uses a feature encoding network to transform low-level
perceptual information into a higher-level feature representation. The model is trained to predict
the future perceptual encoded input and signal an event if the prediction is significantly different
from the future perceived features (i.e., unpredictable features). The prediction error signal is used
to flag events and train the model to predict better features. Prediction occurs after aggregating
higher-level features with a recurrent cell; the hidden state incorporates a higher-level representation
of the movement cues within frames. We utilize an attention mechanism on the backbone features
to provide a more focused prediction error signal and, more importantly, spatially segment the
frames. The error signal is used for temporal event segmentation, while an attention map segments
a frame spatially. Our approach takes a significant step toward an eventual system that can detect
adverse behavioral events without requiring a dataset of such behaviors. We aim to facilitate the
goal of automated ethogramming, which is detecting and characterizing the behaviors of animals
objectively without prior domain information or low-level annotations.

Our key contributions can be summarized as:

* Introducing a stream learning framework capable of detecting and localizing prominent events

without prior knowledge of the target events.

* Collecting and annotating a remarkably long wildlife video monitoring dataset (over 23M
frames) with frame-level bounding box annotation and behavioral categories. For all frames
containing the bird (i.e., moving or stationary), a single frame-level bounding box is provided

to highlight its location.
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» Providing extensive evaluation of our framework’s performance with respect to other tradi-

tional and state-of-the-art approaches on multiple domains and datasets.

3.2 Predictive Model

-1 "

Teacher Forcing

I

Figure 3.2: Detailed architecture of the perceptual prediction algorithm. Input frames from each
time instant are encoded into high-level features using a deep-learning stack, followed by an
attention overlay that is based on inputs from the previous time instant, which is input to an LSTM.
The training loss is composed of the predicted and computed features from the current and next
frames. & and ® denote element-wise addition and multiplication operations, whereas I, y, h, ¢,
and A represent input image, prediction, hidden state, cell state, and attention map, respectively.
The teacher-forcing connection is discussed in the implementation details section.
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Algorithm 1 Temporal Event Segmentation Model with Attention-based Spatial Event Localization.
The input is an untrimmed/streaming video , which is a set of frame blocks ,
each of the size  frames. The output is a boolean set of event predictions

Input: Video frames
Output: Event prediction values

1: procedure ATTENTION( )
7.
3:
4:
5 return
6: end procedure
7: procedure SEGMENT( )
8: ENCODER
: ENCODER
10: ATTENTION
11: LSTM
12: DECODER
13:
14: GATE
15: return

16: end procedure

17:

18: for do

19: SEGMENT
20:

21:

22: end for

This section introduces the technical details of our cognitively-inspired stream learning
framework. We first discuss the inspiration from cognitive theories in Section 3.2.1. The proposed
architecture, summarised in Figure 3.2, can be divided into several individual components. We
explain the role of each component, starting with the encoder network and attention unit in Sec-
tion 3.2.2 & Section 3.2.3, followed by a discussion on the recurrent predictive layer in Section 3.2.4.
We conclude by introducing the loss functions (Section 3.2.5) used for self-supervised learning as

well as the output pooling layer (Section 3.2.6). Full pseudocode is provided in Algorithm 1.
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3.2.1 Cognitive Inspiration

Our proposed framework is heavily inspired by cognitive psychology theories, more specif-
ically, the Event Segmentation Theory (EST). The theory is developed by Zacks el al. [278]
based on findings from cognitive neuroscience experiments. EST introduces a cognitive learning
theory, where making predictions of future inputs plays a central role in both, learning and event
segmentation. The theory posits that humans maintain a stable representation of the current event
called the “event model”. The event model and the current perceptual inputs are used to predict
the future perceptual input. Failing to predict the next input is an indicator that the current event
has changed, and the event model cannot be used to predict inputs received from a different event,
which results in perceiving an event boundary. Thus, event segmentation does not require conscious
attention; instead, it emerges as a side effect of the ongoing perceptual prediction process. The
predictive learning approach allows for detecting generic events without providing a definition or a
description of the target event.

The mismatch between the predicted future inputs and the actual future inputs drives the
segmentation process to group events into discrete time intervals. EST is a continual perceptual
process that segments a continuous stream of multimodal sensory input into a discrete and coherent
set of events. The prediction error is also used as a training signal for the predictor to finetune the
predictions within the same event. A more detailed explanation of EST is provided in Section 2.1.

Our approach uses an LSTM unit as a predictor where the hidden state builds an event
representation over time. We also use a CNN backbone to extract features, resembling the perceptual
processing unit in EST. We study the prediction error to detect and localize events in a stream of
RGB images. Additionally, we utilize the event model representation inside the LSTM to spatially

localize the objects in the input feature representation.
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3.2.2 Input Encoding

The raw input images are transformed from pixel space into a higher-level feature space
by utilizing an encoder (CNN) model. This encoded feature representation allows the network to

extract features of higher importance to the task being learned. We denote the output of the CNN

layers by where is the learnable weights and biases parameters and  is the input
image at time . The encoder network transforms an input image with dimensions to
output features with dimensions , Where is the spatial dimensions and  is

the feature vector length.

3.2.3 Attention Unit

In this framework, we utilize Bahdanau attention [16] to spatially localize the event in each
processed frame. The attention unit receives as an input the encoded features and outputs a set
of attention weights () with dimensions . The hidden feature vectors ( ) from the
prediction layer of the previous time step are used to calculate the output set of weights using

Equation (3.1), expressed visually in Figure 3.2.

3.1

where represents hyperbolic tangent ( ) function, and represents a softmax function. The
weights () are then multiplied by the encoded input feature vectors () to generate the masked
feature vectors (). The attention function uses the object representation embedded in to filter
the features and remove the noisy background features. In other words, the attention function
ensures that the LSTM model receives only the object (i.e., bird) features when making its prediction.
Interestingly, as we will see in the experimental section, this change does not have a significant
quantifiable effect on the overall temporal segmentation performance due to the sparsity of events

in the proposed dataset; however, it does enable spatial segmentation. We have experimented with
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other datasets (i.e., Kinetics) in different domains where multiple objects can be present. Results

(Figure 3.18) show that the model can localize multiple objects simultaneously.

3.2.4 Prediction Layer

The process of future prediction requires a layer capable of storing a flexible internal state
(event model) of the previous frames. For this purpose, we use a recurrent layer, specifically
long-short term memory cell (LSTM) [100], which is designed to output a future prediction based
on the current input and a feature representation of the internal state. More formally, the LSTM
cell can be described using the function , where and are the output
hidden state and previous hidden state respectively, 1is the attention-masked input features at time
step and is a set of weights and biases vectors controlling the internal state of the LSTM.

The input to the LSTM can be formulated as:

(3.2)

where  is the masked encoded input feature vector and is defined as . The notation

[.] represents vector concatenation.

3.2.5 Loss Function

The perceptual prediction model aims to train a model capable of predicting the feature
vectors of the next time step. We define two different loss functions; prediction loss and motion-

weighted loss.
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3.2.5.1 Prediction Loss

This function is defined as the L2 Euclidean distance loss between the output prediction

and the next frame encoded feature vectors

(3.3)

3.2.5.2 Motion Weighted Loss

This function aims to extract the motion-related feature vectors from two consecutive frames
to generate a motion-dependent mask, which is applied to the prediction loss. The motion-weighted
loss function allows the network to benefit from motion information in higher-level feature space

rather than pixel space. This function is formally defined as:

(3.4)

where denotes an element-wise multiplication operation.

3.2.6 Spatio-Temporal Pooling Layer

The spatio-temporal pooling layer is a decision-based function that receives as input a spatial
attention map and continuous prediction error signal. The pooling layer generates a bounding box
from the attention map and detects events from the error signal. The output of the layer is the
detected events segmented spatially and temporally. We define pooling, in this context, as going
from noisy frame-level representation of prediction error to event-level classification. Ideally, more
layers of prediction and pooling can be built on top of this pooled event-level representation to

create a hierarchy of event models [83, 84, 278].
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3.2.6.1 Bounding Box Generation

We use the attention map output from Equation (3.1) to spatially localize the objects in the
frames. However, it can be further processed to generate bounding boxes, which are more important
to ethogramming. As shown in Figure 3.1, the model outputs an attention map, which we
resize to the original image size using bilinear interpolation. Then, we apply MinMax scaling to
the attention map and threshold it. The result is a binary map for which we calculate the bounding
rectangle. We evaluate the performance of the attention maps and the generated bounding boxes in

Section 3.4.2.2.

3.2.6.2 Activity Gating

The Activity gating function receives, as an input, the error signal defined in Section 3.2.5
and applies a thresholding function to classify each frame. The threshold function applies a threshold
( ) to each loss value, resulting in a binary signal (i.e., ). Groups of frames with loss above
the threshold value are detected as events. Additionally, we define the parameter as the gap
(in frames) between two consecutive events, below which the two events will be merged as one.
The performance of our approach with different thresholds and model ablations are provided in

Section 3.4.1.2.

3.2.6.2.1 Simple Threshold

The simple threshold function applies a constant threshold value to the prediction error

signal e . Each loss value  is compared against the threshold as shown in Equation (3.6).
e 3.5
if
(3.6)
otherwise
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3.2.6.2.2 Adaptive Threshold

A simple threshold does not adapt to changes in the loss values over time; it is expected
for the loss values to decrease as the model learns to predict better future features. Therefore, we
propose to use an adaptive threshold function that defines the threshold value as an offset above the
smoothed error signal e . First, we compute the smoothed values e as shown in Equation (3.7). The
smoothing function acts as a low-pass filter to attenuate high-frequency noise in the raw prediction
signal e. Then, we use Equation (3.8) to calculate the difference between the raw prediction signal

and the smoothed signal. Finally, we apply a threshold to each value  ine using Equation (3.9).

e
(3.7
e J— J—
e e e (3.8)
if
3.9
otherwise

where represents a 1D convolution operation.

3.3 Nest Monitoring of the Kagu

3.3.1 Dataset Overview

We used a dataset of videos from nest monitoring of the Kagu [75]. The dataset consists
of around ten days (253 hours) of continuous monitoring sampled at 25 frames per second. We
fully annotated the entire dataset (23M frames) with spatial localization labels in the form of a

tight bounding box. Additionally, we provide temporal event segmentation labels as five unique
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bird activities: Feeding, Pushing leaves, Throwing leaves, Walk-In, Walk-Out . The feeding
event represents the period of time when the birds feed the chick. The nest-building events
(pushing/throwing leaves) occur when the birds work on the nest during incubation. Pushing leaves
is a nest-building behavior during which the birds form a crater by pushing leaves with their legs
toward the edges of the nest while sitting on the nest. Throwing leaves is another nest-building
behavior during which the birds throw leaves with the bill towards the nest while being, most of
the time, outside the nest. Walk-in and walk-out events represent the transitioning events from an
empty nest to incubation or brooding, and vice versa. We also provide five additional labels that
are based on time-of-day and lighting conditions: Day, Night, Sunrise, Sunset, Shadows . While
our approach ignores the lighting conditions and focuses only on object-centric (bird) activities, we
include these labels to evaluate and contrast the different performances under different conditions.
Ideally, a model with a robust representation of the bird should perform consistently well during all
lighting conditions. A good model learns to extract useful features and inhibit background features.

Figure 3.3 shows a sample of images from the dataset.

3.3.2 Dataset Statistics

We present the distributions of event counts and their durations in Figure 3.4. Both event
counts and event durations are further categorized by Day and Night conditions. As can be seen
from the stacked bar charts, the Walk-in, Walk-out, and Feeding contribute the highest number
of events, whereas the Throwing event has the highest total duration. Most events have a high
day-to-night ratio, except for the Throwing event, where around 40% of the event duration occurs
during twilight periods. Feeding event occurs only in the daytime. It can be seen that both count and
duration plots show the same day-to-night ratio for each event type, which means that the duration
of each event at night equals its duration at day. In other words, the average duration of each event
does not change based on the time of day.

Figure 3.5 shows the durations of different event types and bird states (stationary inside

frame, moving inside frame, outside frame). As shown in the right subfigure, event duration varies
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Figure 3.3: Samples of images from the nest of the Kagu dataset. Samples presented at different
behavioral categories and lighting conditions. The red bounding box shows the ground truth label

of the bird’s location.

significantly based on its type. Throwing events can span over two minutes, whereas short events
(e.g., Walk-In/Out) only take a few seconds. This variability in durations makes the dataset more
challenging for activity detection algorithms. The left subfigure introduces a different kind of
challenge - sparsity of events. We show that the dataset contains a total duration of around one

hour of motion/activities (for the whole dataset), while for the rest of the dataset, the bird is either
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Figure 3.4: Statistics of behavioral categories for the nest of the Kagu dataset. Information is
subcategorized by day and night and presented for event counts (left) and event durations (right)

stationary in the nest or outside of the image frame. The sparsity of events simulates real-life
conditions; online algorithms should be robust against the resulting challenges - unbalanced dataset,

catastrophic forgetting, etc.

3.3.3 Annotation Protocol

We have manually annotated the dataset with temporal events, time-of-day/lighting condi-
tions, and spatial bounding boxes without relying on any object detection/tracking algorithms. The
temporal annotations were initially created by experts who study the behavior of the Kagu bird and
later refined to improve the precision of the temporal boundaries. Additional labels, such as lighting
conditions, were added during the refinement process. The spatial bounding box annotations of
23M frames were created manually using professional video editing software (Davinci Resolve).
We attempted to use available data annotation software tools, but they did not work for the scale

of our video (10 days of continuous monitoring). We resorted to video editing software, which

55



[ Day EEEB Night

107 4
] 150

1254

1

(=1

(=]
1

10' 4

Duration (s)
~
w
1

Duration (hr)

504

10°

: I =~ — =
Jo—L

Moving Outside Frame  Stationary Throwing Leaves

Pushing Leaves Feeding Walk Out Walk In

Figure 3.5: Event statistics for the nest of the Kagu dataset. (Left): Total durations of bird states
plotted in log scale and categorized by Day and Night conditions. (Right): Box-and-Whisker-Plots
for the duration of behavioral categories.

helped us annotate and export bounding box masks as videos. The masks were then post-processed
to convert annotations from binary mask frames to bounding box coordinates for storage. It is
worth noting that the video editing software allowed us to linearly interpolate between keyframes
of the bounding boxes annotations, which helped save time and effort when the bird’s motion is
linear. Both temporal and spatial annotations were verified by two volunteer graduate students. The

process of creating spatial and temporal annotations took approximately two months.

3.3.4 Validation and Test Splits

We split the full 10-day dataset into a validation and test set. The validation set is chosen as
the first two days of the dataset (20% of the total frames), while the remaining eight days are used
to create the test set. The validation set can be used to tune hyperparameters, such as segmentation
thresholds, for adjusting segmentation granularity. The tuned parameters are then used to evaluate
the test set. As shown in Figure 3.6, less than 10% of the total number of events occur in the first two
days. Additionally, the feeding event occurs only after the chick has hatched on day 8, which also

affects the frequency of walking in and out of the nest. The significant changes in event statistics
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(counts and durations) between the validation and test splits provide a challenging setup for learning

algorithms.

3.4 Experimental Evaluation

In this section, we present the results of our experiments for our approach defined in
Section 3.2. We divide the results section into temporal segmentation and spatial segmentation. In
both sections, we explain the evaluation metrics used to quantify the performance, discuss model
variations, and conclude by presenting quantitative and qualitative results on the Kagu monitoring
dataset. We also provide comparisons with state-of-the-art approaches on other datasets in different

domains in Section 3.4.3
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Figure 3.7: Illustration of prediction and motion-weighted loss. Plots present both kinds of errors
before, during, and after an activity: (fop): feature prediction loss over the frames, (bottom): motion
weighted feature prediction loss over the frames. Some selected frames are shown and overlaid with
corresponding attention maps (after bilinear interpolation resizing).

3.4.1 Temporal Segmentation

Temporal segmentation is the task of segmenting events in untrimmed videos. The goal is
to detect and localize events such that important activities (e.g., bird walking out) are accurately
trimmed to their start and end boundaries. We present two different evaluation approaches to
temporal event segmentation; activity detection and boundary detection. Activity detection targets

the detection of the full event and distinguishes between the start and end boundaries. Boundary
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detection only considers the detection of event boundaries as a separation between events. As
discussed in Section 3.4.1.1, the evaluation of activity detection is based on one-to-one mapping,
with IoU maximization objective, of the predicted events and the ground truth events, whereas the
boundary detection is evaluated based on the distance between the predicted boundaries and the
ground truth boundaries. Figure 3.7 shows an example of temporal segmentation for an event; the

event is detected by thresholding the error signal.

3.4.1.1 Evaluation Metrics

Our evaluation metrics are tied directly to the quality of ethogramming. Accurately localizing
the events and their boundaries can lead to higher ethogramming quality since the behavior attributes
can only be found within the boundaries of the event. It is important to increase the recall rate
(reduce missed detections) and decrease false positives to ensure all important events are detected
and analyzed while erroneous and irrelevant activities are disregarded. We use three different
evaluation metrics to assess the temporal segmentation performance of our approach. Conceptually,
frame-level evaluation captures the ability of a model to correctly classify whether a frame belongs
to an event. Unlike frame-level, activity-level evaluation focuses on the ability to capture the
existence and location of full events within an untrimmed video. The boundary distance metric
measures the temporal precision of the predicted boundaries to the ground truth boundaries. We

discuss the evaluation metrics in more detail in the following paragraphs.

3.4.1.1.1 Frame Level

The frame-level evaluation of temporal segmentation measures the ability of an algorithm to
classify whether each frame belongs to an event. The recall value in frame-level ROC is calculated
as the ratio of true positive frames (event present) to the number of positive frames in the annotations
dataset, while the false positive rate is expressed as the ratio of the false positive frames to the total
number of negative frames (event not present) in the annotation dataset. Frame window size ( ) is

defined as the maximum joining window size between events; a high  value can cause separate
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detected events to merge, which decreases the overall performance. The threshold value ( ) is
varied to obtain a single ROC line while varying the frame window size ( ) results in a different

ROC line.

3.4.1.1.2 Activity Level

The Activity level evaluation measures the ability of an algorithm to detect events. We
utilize the Hungarian matching (Munkres assignment) algorithm to achieve one-to-one mapping
between the ground truth labeled events and the detected events. The recall is defined as the ratio of
the number of correctly detected events (overlapping frames) to the total number of ground truth
events. For the activity level ROC chart, the recall values are plotted against the false positive rate
per minute, defined as the ratio of the total number of false-positive detected events to the total
duration of the dataset in minutes. The false-positive rate per minute evaluation metric is also used
in the ActEV TRECVID challenge [3]. Frame window size value ( ) is varied to obtain a single

ROC line while varying the threshold value ( ) results in a different ROC line.

3.4.1.1.3 Boundary Distance

In addition to activity detection evaluation, we also evaluate the ability of our approach
to detect generic boundaries of events. We quantify the performance of boundary detection by
applying one-to-one (Hungarian) matching between the detected boundaries and the annotated
boundaries. The distances, in seconds, between the resulting matches are calculated and thresholded.
If the distance for a boundary is lower than the specified threshold value, it is considered a true
positive (TP). As the threshold increases, more TPs occur, resulting in higher recall and precision
values and vice versa. By using Hungarian matching, we make sure that the algorithm is penalized

for duplicated detections by reducing its precision value.
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3.4.1.2 Activity Detection Results
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Figure 3.8: Frame-level event segmentation ROC plots. Results are shown for activities detected

based on simple thresholding of the prediction and motion-weighted loss signals. Plots are shown
for different ablation studies.
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Figure 3.9: Activity-level event segmentation ROC plots for simple thresholding. Results are

shown for simple thresholding of the prediction and motion-weighted loss signals. Plots are shown
for different ablation studies.
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Prediction Loss + Adaptive Thresholding
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Figure 3.10: Activity-level event segmentation ROC plots for adaptive thresholding. Results are
shown for adaptive thresholding of the prediction and motion-weighted loss signals. Plots are shown
for different ablation studies.

3.4.1.2.1 Model Variations

Different variations of our framework (Section 3.2) have been evaluated to quantify the
effects of individual components on the overall performance. In our experiments, we tested the
base model, which trains the perceptual prediction framework - including the attention unit - using
the prediction loss function for backpropagation of the error signal. We refer to the base model as
LSTM+ATTN. We also experimented with the effect of removing the attention unit, from the model
architecture, on the overall segmentation performance; results of this variation are reported under
the model name LSTM. Further testing includes using the motion-weighted loss for backpropagation
of the error signal. We refer to the motion-weighted model as LSTM+ATTN+MW. Each of the
models has been tested extensively; frame-level segmentation results are shown in Figure 3.8, while
activity-level results are provided in Figure 3.9 and Figure 3.10. Ablations are evaluated on the full
ten-day dataset.

Comparing the results shown in Figure 3.9 & Figure 3.10 indicates a significant increase
in overall performance when using an adaptive threshold for loss signal gating. The efficacy of
adaptive thresholding is evident when applied to activity-level event segmentation. Comparing the
results (LSTM & LSTM+ATTN) shows that the model can effectively generate attention maps for

spatial segmentation without impacting the temporal segmentation performance.

62



3.4.1.2.2 Results Discussion

We tested three different models, LSTM, LSTM+ATTN, and LSTM+ATTN+MW, for frame
level and activity level event segmentation. Simple and adaptive gating functions (Section 3.2.6.2)
were applied to prediction and motion-weighted loss signals (Section 3.2.5) for frame-level and
activity-level experiments. For each model, we vary parameters such as the threshold value
and the frame window size  to achieve the ROC charts presented in Figure 3.8, Figure 3.9 &
Figure 3.10.

It is to be noted that thresholding a loss signal does not necessarily imply that the model was
trained to minimize this particular signal. In other words, loss functions used for backpropagating
the error to the models’ learnable parameters are identified only in the model name; however,
thresholding experiments have been conducted on different types of loss signals, regardless of the
backpropagating loss function used for training.

The best-performing model, for frame level segmentation, (LSTM + ATTN, )
is capable of achieving 40%, 60%, 70% frame recall value at 5%, 10%, 20% frame false
positive rate respectively. Activity level segmentation can recall 80%, 90%, 95% of the activities
at 0.02, 0.1, 0.2 activity false positive rate per minute, respectively, for the model (LSTM +
ATTN + MW, ) as presented in Figure 3.10. A 0.02 false positive activity rate per
minute can also be interpreted as one false activity detection every 50 minutes of training (for
detecting 80% of the ground truth activities). While the attention mechanism does not offer a
clear improvement in temporal segmentation, it allows us to localize the object in every frame.
Spatial segmentation was not possible without the attention mechanism added to the LSTM baseline.
Other modifications, such as motion-weighted loss and adaptive thresholding, contribute more to a
significant improvement in temporal segmentation performance.

We further inspect the performance of the best-performing activity-level model by presenting
the IoU between the detected events and the ground truth events - categorized by event type in

Figure 3.11. Based on the results, it can be seen that there is a correlation between the event
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Figure 3.11: Activity IoU for the best performing activity-level temporal segmentation model.
Results are categorized by event type

durations and the activity overlap. Long events (e.g., Throwing) result in higher loU, with the

detected event, than short events (e.g., Walk-In).
3.4.1.3 Boundary Detection Results

Even though our approach targets the detection of full activities, we can evaluate the
performance of our approach on the boundary detection task by converting each detected activity
into two boundaries. Using boundaries, we can quantify the performance of our approach by
calculating the distance of each detected boundary to the ground truth boundary. We evaluate the
performance at varying distance thresholds and report the results (with baseline comparisons) in
Table 3.1. All segmentation thresholds are tuned on the validation set and used for evaluation on the

test set.
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Table 3.1: Temporal segmentation results on Kagu dataset. Results are shown for unsupervised
event boundary detection methods at different distance thresholds. FT denotes fine-tuned on the
Kagu dataset.  SceneDetect’s threshold parameter is tuned on the full dataset, otherwise the
performance is zero.

Distance threshold (seconds)
10 50 100 150 200 250 300 350 400 450

Metric Approach

SceneDetect [219]  0.095 0.095 0.143 0.143 0.143 0.143 0.238 0.238 0.238 0.238
Uniform 0.005 0.019 0.030 0.044 0.055 0.069 0.078 0.088 0.098 0.103

Precision PA-DPC [225] 0.005 0.016 0.026 0.035 0.049 0.058 0.063 0.067 0.075 0.087
PA-DPC-FT [225] 0.002 0.009 0.012 0.012 0.012 0.014 0.014 0.014 0.014 0.014
LSTM+AL [1] 0.030 0.042 0.052 0.059 0.062 0.067 0.069 0.073 0.079 0.088

KNN 0.120 0.201 0.233 0.254 0.265 0.273 0.281 0.283 0.289 0.294

Ours 0.167 0.304 0.361 0.369 0.386 0.411 0.416 0.439 0.449 0.460
SceneDetect [219]  0.003 0.003 0.004 0.004 0.004 0.004 0.007 0.007 0.007 0.007
Uniform 0.013 0.054 0.084 0.121 0.152 0.192 0.218 0.244 0.271 0.287

PA-DPC [225] 0.006 0.018 0.029 0.040 0.056 0.066 0.072 0.077 0.075 0.087
Recall PA-DPC-FT [225] 0.001 0.006 0.009 0.009 0.009 0.010 0.010 0.010 0.010 0.010
LSTM+AL [1] 0.042 0.057 0.072 0.081 0.086 0.092 0.095 0.100 0.109 0.121

KNN 0.055 0.092 0.106 0.116 0.121 0.125 0.128 0.130 0.132 0.134

Ours 0.108 0.196 0.232 0.237 0.248 0.264 0.268 0.282 0.289 0.296
SceneDetect [219]  0.005 0.005 0.008 0.008 0.008 0.008 0.013 0.013 0.013 0.013
Uniform 0.007 0.028 0.045 0.064 0.080 0.102 0.115 0.129 0.144 0.152

PA-DPC [225] 0.006 0.017 0.027 0.038 0.053 0.062 0.067 0.072 0.080 0.092

F1 PA-DPC-FT [225] 0.001 0.007 0.010 0.010 0.010 0.011 0.011 0.011 0.011 0.011
LSTM+AL [1] 0.035 0.048 0.061 0.068 0.072 0.077 0.080 0.084 0.092 0.102

KNN 0.076 0.126 0.146 0.159 0.166 0.171 0.176 0.178 0.181 0.185

Ours 0.131 0.238 0.283 0.289 0.302 0.321 0.326 0.344 0.351 0.360

3.4.1.3.1 Baselines

Scene detect [219] is a popular online tool for shot boundary detection. Scenedetect
analyzes the video for changes in average frame brightness/intensity and applies a threshold to
detect boundaries. Lower threshold values result in more boundaries, which increases recall and
decreases precision.

Uniform is a simple baseline created by using equally separated boundaries as predictions.

Varying the frequency of predicted boundaries results in moving to different positions on the
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Precision-Recall line. We use the frequency that results in the best F1 score on the validation set for
evaluation on the test set.

PredictAbility (PA-DPC) [225] is a baseline created by using the ability of the model to
predict future frames. PA uses the Dense Predictive Coding (DPC) model [80] as a backbone and
provides state-of-the-art results for self-supervised generic event boundary detection. This baseline
calculates the prediction loss for a given frame by computing the difference between past and future
context embeddings. The context is defined as five frames before and after the target frame. DPC
uses a 3D ResNet architecture as the backbone, which is used to calculate the context embeddings.
The PA model proposes event boundaries at the local maxima of the error signal. The Laplacian
of Gaussian (LoGQG) is applied to the 1D temporal error signal. Peaks are detected at the negative
to positive zero crossings of the derivative of the LoG signal. In our experiments, we found that
thresholding the error signal and applying a 1D non-max suppression operation provides better
results (reported) on our proposed dataset. PA-DPC-FT [225] is a finetuned version of PA-DPC,
where the DPC model [80] is finetuned on 1000 short videos ( seconds each) extracted from
the Kagu dataset.

LSTM+AL [1] is a predictive learning baseline that tackles the problem of event boundary
detection by learning a future prediction function on high-level frame features. LSTM+AL detects
event boundaries as peaks in the prediction loss signal. Similar to our proposed approach, LSTM+AL
is heavily inspired by the “Event Segmentation Theory” introduced by Zacks et al. [281]. However,
in addition to the added attention module, there exist several important distinctions between the two

approaches. We summarize the main differences in the following points:

* QOur approach processes a sliding window of 16 frames (8 frames predicting 8 frames) with a
stride of 8 frames, allowing the representation to be more robust by predicting farther into
the future. LSTM+AL [1] uses a single frame to predict a single future frame, limiting the

representation and prediction capacity of the network.

e Unlike LSTM+AL [1], which only uses the prediction loss peaks to detect boundaries, our

approach uses motion-weighted loss to learn events from motion cues
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* Our approach freezes the encoder weights and only allows the prediction network weights
to be modified. According to recent findings [253], “an extreme form of knowledge preser-
vation—freezing the classifier-initialized backbone— consistently improves many different
detection models, and leads to considerable resource savings.” We also find that freezing the

encoder network leads to better performance and prevents model collapse.

* Our approach does not use the adaptive learning trick introduced in LSTM+AL [1] to keep

the prediction loss in a specific range. Instead, we use adaptive thresholding to detect events.

* LSTM+AL [1] focuses on detecting boundaries by detecting peaks in the prediction loss,
whereas our approach detects full events by thresholding the motion-weighted prediction loss

signal.

KNN is an unsupervised online learning baseline that aims to adapt to changes in the data
distributions. We design an unsupervised KNN algorithm where every frame in the dataset is
compared to the five nearest neighbors in a moving window of the past four seconds (100 frames).
The average (over the nearest five neighbors) cosine similarity score is stored for every frame. We
threshold the similarity scores and apply 1D non-max suppression to remove duplicate boundary

detections in a window of 1 second.

3.4.1.3.2 Results Discussion

We report the evaluation results of boundary detection in Table 3.1. The F1 score metric is
used to compare the overall performance of our method to other baselines. We additionally provide
precision and recall values to analyze and compare the behavior of each detector with varying
distance thresholds. Based on the F1 results, it can be seen that we at least double the performance
of all the other methods at all thresholds.

SceneDetect [219] is designed to detect shot boundaries based on illumination changes;
therefore, it fails when applied to a dataset of continuous monitoring. It results in higher precision

values than the other baselines because there is a higher chance of what is perceived as a shot
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boundary to be also classified as an activity boundary. However, the precision values are matched
with a significantly lower recall rate, demonstrating its inability to detect most of the boundaries.

Uniform results in high recall rates and low precision values, which demonstrate the ability
to detect a high percentage of the ground truth boundaries, but only when sampling predicted
boundaries at high frequency (shown by the low precision values). This baseline is implemented
to demonstrate the irregular distribution of activities over time, causing simple, equally spaced
boundary predictions to fail - especially at lower distance thresholds.

PA-DPC uses a pretrained backbone to detect boundaries based on the difference between
context embeddings. Surprisingly, the PA baseline fails to detect boundaries and results in average
performance with respect to the other baselines. The F1 scores are slightly lower than the Uniform
baseline. The low performance of this baseline can be attributed to the difference between the
pretraining domain (kinetics 400) and the animal monitoring domain (Kagu dataset). A substantial
difference between our approach and PA-DPC lies in the continuous predictive learning and
adaptation on the target dataset, which cannot be done with PA-DPC by merely comparing the
context embeddings. The results highlight the importance of the proposed online stream learning
approach. Other results comparing our method to PA-DPC on in-domain datasets (e.g., GEBD-
Kinetics) are discussed in Section 3.4.3.

PA-DPC-FT attempts to bridge the gap in domains between the Kinetics dataset and the
Kagu dataset by finetuning the DPC architecture on a subset of our proposed Kagu dataset. Results
show that training on the Kagu dataset did not increase performance; our approach still outperforms
it by a significant margin. It is important to note that contrastive approaches such as DPC rely
heavily on the diversity of labels and features within and across video samples, making the Kagu
videos a challenging dataset for learning useful representation in a contrastive manner.

LSTM-AL shows a slight improvement in performance over PA-DPC-FT; however, the
performance is low compared to our approach. The low performance can be attributed to the

differences discussed earlier in the baselines section.
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KNN reports approximately double the performance of LSTM-AL. The results highlight
the importance of online training and adaptation for processing streaming data. However, the
KNN approach is still significantly outperformed by our predictive framework indicating that the

similarity between frame features does not contain enough information to detect event boundaries.

3.4.2 Spatial Segmentation

Spatial segmentation is the task of detecting and localizing the object of interest in each
frame; the foreground (i.e., bird) is segmented from the background (i.e., nest). We use the Bhadanau

attention map (Section 3.2.3) to spatially localize the bird.

3.4.2.1 Evaluation Metrics
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Figure 3.12: Spatial segmentation evaluation metrics. (Left): Entropy distributions for when the
bird is inside and outside of the nest. (Right): Joint distributions of Probability Sum and IoU metrics.

Successful spatial segmentation of the events not only depends on the ability of the algorithm
to spatially locate the event-causing objects but also detect their presence inside the frame. To

generate high quality ethograms, the algorithm must be evaluated on event detection and localization
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tasks. The bird’s location, velocity, and motion patterns in the nest can be correlated with specific

behavior. Therefore, the accurate localization of events is essential for automating ethograms.

3.4.2.1.1 Evaluating Attention Maps

Although the ground truth annotations are given in a bounding box format, most of our
baselines output a heat map - or a mask - indicating the predicted location of the bird in each frame.
The probability sum is a metric designed to evaluate the success of the mask in predicting the
location of the object. First, the predicted mask is converted into a probability distribution using
the Softmax function. The probability sum is then calculated by adding all the probability values
located inside the ground truth bounding box. Applying the Softmax function provides a means for
penalizing the mask for predicting high values outside of the ground truth bounding box. A high
probability sum value indicates a high percentage of mask values inside the bounding box; however,

it does not guarantee a high overlap.

3.4.2.1.2 Generating Bounding Boxes

We generate bounding boxes by thresholding the predicted mask to detect the biggest contour
for which we find the bounding rectangle. The IoU metric measures the overlap between the two
bounding boxes normalized by the union of their areas. We use the Jaccard Index (IoU) to quantify
the overlap of the predicted bounding box with the ground truth bounding box. As can be seen in
Figure 3.12 (right), there is a correlation between the Probability Sum values and the calculated IoU
values; however, we also expect to see some values with high Probability Sum and relatively lower

IoU representing detections of parts of the bird (e.g., bill) inside a larger ground truth bounding box.
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Figure 3.13: The density function of the probability sum for several spatial segmentation approaches.
Each plot is further categorized by the motion state of the bird.

3.4.2.1.3 Bird Detection

Both, Probability Sum and IoU, metrics merely quantify the accuracy of the true positive
detections (i.e., when the bird is in the frame); however, we can also quantify the ability of the
approaches to detect when the bird is outside of the frame. The average precision (AP) uses the
detector’s confidence as an indicator of whether an object is present. In our approach, we use the
entropy of the probability distribution of the attention map to indicate the presence of the bird. As
shown in Figure 3.12 (left), when the bird is in the nest, entropy values are low, indicating that
the model is more confident in its predictions; however, when the bird is not in the nest, attention
becomes more spatially distributed resulting in higher entropy values. A Precision-Recall chart can
be generated at different Probability Sum/IoU thresholds by calculating the true positives, false
positives, and false negatives at each entropy threshold. The AP is calculated by taking the average
of 11-recall points [54] on the precision-recall chart. We report the AP values at different Probability

Sum/IoU thresholds in Table 3.3. The entropy H is calculated using the Equation (3.10).

H (3.10)
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Table 3.2: Probability sum evaluation for different approaches at various illumination conditions.

Probability Sum at different conditions
Day Night Shadows Sunrise Sunset Avg

Optical Flow 0.147 0.047 0.190 0.181  0.153 0.144
Background Subtraction [287] 0.339 0.593 0.163 0.330 0432 0.371
Pretrained Inception [240] 0.131 0.139 0.129 0.131 0.140 0.134
DINO [29] 0.361 0.354 0.273 0411 0472 0.374

Ours 0.858 0.779 0.784 0.708 0.864 0.799

Approach

3.4.2.2 Spatial Localization Results

3.4.2.2.1 Baselines

We evaluated the performance of five different baselines on the spatial segmentation task.
Some of the baselines are traditional computer vision approaches (e.g., Optical Flow) that do not
require any training data, while others (i.e., DINO) are trained on ImageNet in a self-supervised
manner.

Optical Flow outputs the magnitude and direction of the pixels’ motion patterns. We only
use the magnitude of the distance traveled by each pixel to predict the bird’s location. In addition to
using the magnitude for localization, we also use the maximum magnitude as a confidence score to
detect if the bird is not inside the nest, which is necessary for Average Precision computation.

Background Subtraction [287] shares the same goal (i.e., motion detection) with Optical
Flow, but instead of comparing two consecutive frames, it builds a background model of the scene
over time and compares it to the current frame. The background model is constantly updated with
new images to ensure continuous adaptation to the changing background features. The resulting
foreground maps consisted of many disconnected contours. We applied ellipse kernel convolutions
to dilate the foreground map and join the disconnected - but close - contours before finding the

largest contour for bounding box calculation.
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Fixed Boundingbox is based on the premise that the bird stays most of the time sitting in the
nest. We design a baseline that assumes a stationary bounding box placed at the center of the nest at
all times. This simple baseline uses priors about the behavior of the bird in the dataset and cannot
be blindly applied to other datasets.

Pretrained Inception is the same backbone that we use for our approach (Section 3.2.2). The
Inception-V3 [240] backbone is pretrained on ImageNet to extract useful features. We compare
the feature grids extracted from every two consecutive images to calculate a feature difference grid.
The difference in pretrained features should, in theory, inhibit background features (e.g., shadows)
and highlight important bird features. This baseline is designed to test whether a representation of
the bird is embedded in the pretrained weights of the backbone or is trained in an online learning
manner in the LSTM and attention weights of our approach.

DINO-ImageNet [29] is a recent self-supervised vision transformer model (ViT [49]),
designed specifically for representation learning. The DINO model is trained on ImageNet from
scratch, and the output representations achieve competitive classification results on ImageNet.
DINO also utilizes the ViT model to visualize the attention as a heat map. We use the attention
maps from DINO as a baseline for spatial segmentation. DINO-Landmarks v2 uses weights from
the ViT model pretrained on the Google Landmarks v2 dataset [264]. DINO-FT- N FE refers to a
DINO model pretrained on ImageNet and finetuned on 1000 randomly sampled images from the
Kagu dataset for N epochs.

iBOT [285] is another self-supervised approach to representation learning in images. It
uses the masked language model pretraining paradigm to perform masked prediction with an
online tokenizer. Similar to DINO, we extract the output attention from the last layer of the ViT

architecture [49] and use it as a spatial segmentation baseline on the Kagu dataset.
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3.4.2.2.2 Results Discussion

We evaluate our results against the baselines and show that our approach outperforms all
the baselines. Table 3.2 shows the Probability Sum performances at different conditions (e.g., day,
night). Table 3.3 presents the Average Precision performances at different probability sum and IoU
thresholds. We also provide additional results to further categorize the performance by the bird’s
state and the type of activity in Figure 3.13 and Figure 3.14, respectively.

Table 3.2 only considers the frames where the bird is present inside the frame and presents
the average Probability Sum for each of the baselines. Based on the results, it can be seen that the
shadows pose the biggest challenge to many of the baselines, except for Optical Flow, which is
more affected by the low illumination - and less movement - conditions at night. The sharp shadows
present in the Kagu dataset can become problematic to object detectors and traditional motion
trackers because the shadows can cause severe changes to the look and texture of both the object
and the background. A robust and adaptable representation of the bird is a must to overcome these
challenges; our approach learns a robust representation by attending to the object and its motion
cues and adapting to the changing background through continuous online training. On average, our
approach doubles the performance of SOTA and traditional methods while providing stable and
robust localization performance across all the different illumination and shadow conditions.

The Average Precision (AP) results reported in Table 3.3 consider not only the localization
performance but also evaluate the detection performance and the ability of the different models
to predict if the bird is not inside the nest. For a detection to be counted as true positive, both the
detection score (Entropy or Magnitude) and localization score (Prob. Sum. or IoU) must exceed the
specified threshold values. Varying the detection threshold results in a Precision-Recall chart, which
is summarized by the AP value; however, each column reports the results at different localization
thresholds. Our approach significantly outperforms the other baselines at all localization thresholds.
Both Optical Flow and Background Subtraction result in a low performance, which can be attributed

to the extended periods of time when the bird is stationary in the nest. Background Subtraction [287]
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Table 3.3: Comparison of Average Precision (AP) performance for spatial segmentation approaches.
Results shown at different localization metrics’ thresholds for traditional and self-supervised spatial
segmentation approaches. FT denotes fine-tuned on the Kagu dataset.

Threshold Value
Threshold Approach 01 02 03 04 05 06 07 08 09
Optical Flow 0228 0129 0.089 0.069 0.056 0.047 0.040 0.033 0.025

Background Subtraction [287] 0.750 0.611 0.508 0.425 0.353 0.285 0.255 0.172 0.122
Pretrained Inception [240] 0.753 0.109 0.092 0.091 0.091 0.000 0.000 0.000 0.000

Probability Sum DINO-ImageNet [29] 0.855 0.872 0.590 0.309 0.102 0.033 0.010 0.003 0.002
DINO-Landmarks v2 [29] 0.844 0.766 0.563 0.200 0.020 0.000 0.000 0.000 0.000
DINO-FT-20E [29] 0.064 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000

DINO-FT-100E [29] 0.038 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000

iBOT [285] 0.858 0.842 0.797 0.684 0.435 0.178 0.045 0.009 0.002

Ours 0.876 0.876 0.875 0.874 0.869 0.860 0.821 0.716 0.392

Optical Flow 0.121 0.085 0.054 0.033 0.018 0.009 0.003 0.001 0.000

Background Subtraction [287] 0.389 0.198 0.132 0.093 0.065 0.046 0.030 0.013 0.002

IoU Fixed Boundingbox 0.838 0.835 0.826 0.610 0.281 0.098 0.023 0.001 0.000
Pretrained Inception [240] 0.840 0.605 0.314 0.192 0.130 0.101 0.013 0.006 0.001
DINO-ImageNet [29] 0.686 0.558 0.420 0.225 0.083 0.021 0.004 0.001 0.000

iBOT [285] 0.787 0.753 0.666 0.467 0.224 0.078 0.013 0.001 0.000

Ours 0.876 0.874 0.855 0.758 0.569 0.376 0.188 0.053 0.004

results show a big difference between Prob. Sum. and IoU, which can be interpreted as a very
localized prediction (low entropy) on the part of the bird inside the ground truth bounding box. On
the contrary, Pretrained Inception predicts high entropy masks, resulting in low Prob. Sum. scores
and a large predicted bounding box. Outperforming the pretrained Inception weights highlights
the efficacy of our approach in learning a robust representation of the bird, which is not embedded
in the Inception pretrained weights. The fixed bounding box baseline is designed based on prior
knowledge of the dataset and the bird’s location; it performs better than the other baselines but
is still outperformed by our approach. We noticed that the DINO baseline consistently attends to
a tree branch in the background, which affects the qualitative results by consistently producing
average localization scores. Results from DINO highlight the importance of continuous domain
adaptation and online training. Using the Google Landmarks V2 [264] weights instead of ImageNet
results in lower performance, which is likely due to the lower domain overlap of the Kagu dataset
with the Landmarks dataset than with ImageNet. Finetuning the DINO architecture (pretrained on

ImageNet) shows a significant decrease in performance, which could result from model collapse.
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DINO [29] relies on the similarity between crops of the same image and requires the main object to
occupy most of the image (otherwise, the crop will not contain the object). Our dataset can prove
to be challenging for crop-based contrastive approaches like BYOL [74] and DINO [29] because
the object of interest (Kagu bird) occupies, on average, less than 10% of the image. iBOT [285]
performs significantly better than DINO on our proposed Kagu dataset, yet it is still outperformed
by our approach.

Figure 3.13 can provide better insights into the performance of each baseline and their
differences. We show the density function for the Probability Sum scores over the entire dataset
and further categorize the results by the motion state of the bird. It can be seen that Optical
Flow performs much worse when the bird is stationary (shown as a high peak close to zero Prob.
Sum score). Background Subtraction performs slightly better when the bird is moving, but the
performance is almost uniformly distributed over the entire range of Prob. Sum. DINO shows
both moving and stationary peaks at approximately 0.4; both distributions have average variances.
Our approach shows two high peaks (low variance) close to 1.0 Prob.Sum score. Having similar
moving and stationary distributions is a desirable behavior for object detectors because it shows
the robustness of the detector to the location and motion state of the object of interest. Figure 3.15
provides qualitative examples to support the findings presented in Figure 3.13. We show that,
despite our low resolution (8 8 grid) attention, our bird representation is more accurate and
robust to different lighting and environmental conditions when compared to DINO and traditional
approaches. Results show that DINO is always distracted by other features (e.g., tree branch), which
explains the 0.4 Prob.Sum score presented in Figure 3.13. Traditional approaches (i.e., Optical Flow
and Background Subtraction) are heavily affected by the bird’s motion state and environmental
conditions (e.g., shadows).

In addition to the motion state of the bird, we investigate the performance of all approaches
categorized by the event type in Figure 3.14. Results show that our approach outperforms the other
baselines for all event types except for “Walk-In"" and “Throwing”, where Optical Flow performs

better due to the bird being located at the far edges of the nest. Optical Flow detects motion toward
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Figure 3.15: Qualitative comparison of the spatial segmentation task. Red bounding boxes indicate
ground truth labels, while blue boxes indicate the predicted location of the bird.

the edges of the frame more accurately than our approach due to the scarcity of training examples

with the bird moving close to the edge of the frame/nest.

It is challenging to quantify the performance of models that learn in an online manner from

streaming input, mainly due to the absence of explicit training split. Therefore, it is necessary to
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monitor the model’s performance and training progress during the initial phase of training (i.e., the
first few hours of data). Ideally, the model should not be able to localize the bird at the beginning of
the training; however, it should start to more accurately and confidently locate the bird as the training
progresses. During the first few hours, we expect to see an increase in the localization metrics and a
decrease in entropy - indicating higher performance and confidence in the predictions as training
progresses. Figure 3.16 displays the IoU and Prob.Sum. localization metrics and the entropy of the
attention map plotted for the first two hours of streaming data. Results show a significant increase
in localization performance, as well as a decrease in entropy - indicating more localized predictions.
We repeat the experiment starting at four different starting times in the dataset; the lines report the
averages, while the widths of the lines (shown with faded color) report the deviations from the

averages.

3.4.3 Applicability to Other Vision Domains

To test the validity and generalizability of our approach in other domains, we evaluate its
performance on other datasets and report state-of-the-art results compared to both supervised and
self-supervised generic event boundary detection (GEBD) approaches. In addition to evaluating
the performance on a different domain, we test the robustness of our approach to model variations.
In this section, we experiment with using a transformer architecture (instead of an LSTM) as the
prediction layer. We use a transformer encoder architecture to both encode temporal patches of
eight images and decode patch predictions of the next eight images. The transformer is a drop-in
replacement to the LSTM recurrent architecture; both models are used for prediction and have the

same input and output dimensions.
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Figure 3.16: Localization metrics and entropy values during the first two hours of training. As
expected, IoU and Prob.Sum. increase while the entropy of the attention map decreases, indicating
more localized predictions. The experiment is repeated four times at different dataset starting
points. Results are shown as average lines with widths (in faded color) indicating deviation from

the averages.

3.4.3.1 Datasets

3.4.3.1.1 TAPOS

The TAPOS [223] dataset contains 21 action categories of Olympics sports videos collected
from public resources (e.g., YouTube). 16,294 video instances are provided, with an average
duration of 9.4 seconds per instance. The total number of boundaries for all instances is 33K, and

the number of instances per class varies from 200 to 1,600. A single annotation is released for each

video instance.
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3.4.3.1.2 Kinetics-GEBD

The Kinetics-GEBD [225] dataset contains 55,351 videos with 1,498K generic boundaries
collected from the Kinetics400 dataset (originally from YouTube). The average duration of each
video is 10 seconds at 30 FPS (300 Frames total). The dataset is divided evenly between training,
validation, and test splits. Five annotations per video are released. Unlike other datasets, Kinetics-
GEBD provides generic boundaries, not only boundaries caused by action change. The main
two boundary causes are action change and shot change, which constitute 63.6% and 19.0% of
the dataset, respectively. Consistency scores between annotators are provided, and inconsistent

annotations are disregarded.

3.4.3.2 Results Discussion

The performance of our approach is mainly quantified in Table 3.4. We use the evaluation
protocol in [225] to test the performance of our approach compared to other baselines. The relative
distance metric requires normalizing the boundary distance by the total duration of the video
instance. We compare our self-supervised architecture to other supervised and self-supervised
approaches. The results are reported at 5% Rel.Dis. threshold value for both TAPOS and Kinetics-
GEBD datasets. It is clear from the results that our approach significantly outperforms all the other
self-supervised approaches and performs competitively with the supervised state-of-the-art on both
datasets. Our approach achieved a 0.733 F1 score on the Kinetics-GEBD test set.

Finally, we provide F1 scores at different thresholds for TAPOS and kinetics-GEBD datasets
in Table 3.5 and Table 3.6, respectively. The tables compare the F1 scores to other approaches
at different Rel.Dis. thresholds. For the TAPOS dataset (Table 3.6), the results show that our
approach consistently outperforms all other approaches across all thresholds. However, for the
Kinetics-GEBD (Table 3.5), our approach doubles the performance of all other self-supervised
approaches and performs on par with the best-supervised approach when considering the whole

range of thresholds.
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Table 3.4: Quantitative results on the validation set of TAPOS and Kinetics-GEBD datasets. Results
are reported as F1 scores and shown at 0.05 Rel.Dis. threshold.

Rel.Dis.@5%

Supervision Approach TAPOS Kinetics

ISBA [47] 0.106 -

TCN [134, 145] 0.237 0.588
CTM [105] 0.244 -
TransParser [223] 0.289 -

Full BMN [144] - 0.186

BMN-StartEnd [225] - 0.491

TCN-TAPOS [225] - 0.464

PC [225] 0.522 0.625

Kang et al. [114] - 0.813

SceneDetect [225] 0.035 0.275
PA-Random [225] 0.158 0.336
PA-DPC [225] 0.360 0.396
Ours 0.562 0.672

None

Table 3.5: F1 validation results on Kinetics-GEBD dataset. Results shown for various supervised
and unsupervised GEBD methods at different Rel.Dis. thresholds.

Rel.Dis. threshold

Supervision Approach 005 01 015 02 025 03 035 04 045 05
BMN [144] 0.186 0204 0213 0220 0226 0230 0233 0237 0239 0241

BMN-StartEnd [225] 0.491 0.589 0.627 0.648 0.660 0.668 0.674 0.678 0.681 0.683

Full TCN-TAPOS [225] 0464 0.560 0.602 0.628 0.645 0.659 0.669 0.676 0.682 0.687
TCN [134, 145] 0588 0.657 0.679 0.691 0.698 0.703 0.706 0.708 0.710 0.712

PC [225] 0.625 0758 0.804 0.829 0.844 0.853 0.859 0.864 0.867 0.870

SceneDetect [225]  0.275 0.300 0.312 0.319 0.324 0.327 0330 0.332 0.334 0.335

PA - Random [225] 0.336 0.435 0484 0.512 0.529 0.541 0.548 0.554 0.558 0.561

None PA-DPC [225] 0.396 0.488 0.520 0.534 0.544 0.550 0.555 0.558 0.561 0.564
Ours 0.672 0.768 0.793 0.804 0.809 0.812 0.814 0.815 0.816 0.818

We present qualitative results (Figure 3.17) in the form of prediction error plots annotated
with ground truth and prediction timestamps. We show that the predicted boundaries (shown in
green lines), detected at the peaks of the prediction error signal, appear close to the ground truth
boundaries (red vertical lines), which results in high precision. It is also clear that the number of

predicted boundaries is relatively close to the ground truth boundaries, resulting in a high recall
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Table 3.6: F1 validation results on TAPOS dataset. Results shown for various supervised and
unsupervised GEBD methods at different Rel.Dis. thresholds.

Rel.Dis. threshold

Supervision Approach 005 01 015 02 025 03 035 04 045 05
ISBA [47] 0.106 0.170 0227 0265 0298 0326 0348 0369 0382 0.396

TCN [134, 145] 0237 0312 0331 0339 0342 0344 0347 0348 0348 0.348

Full CTM [105] 0244 0312 0336 0351 0361 0369 0374 0381 0383 0385
TransParser [223]  0.289 0.381 0.435 0475 0500 0514 0.527 0534 0540 0.545

PC [225] 0.522 0595 0.628 0.646 0.659 0.665 0.671 0.676 0.679 0.683

SceneDetect [225] 0.035 0.045 0.047 0.051 0.053 0.054 0.055 0.056 0.057 0.058

PA - Random [225] 0.158 0.233 0.273 0.310 0.331 0.347 0.357 0.369 0.376 0.384

None PA-DPC [225] 0.360 0.459 0.507 0.543 0.567 0.579 0.592 0.601 0.609 0.615
Ours 0.562 0.617 0.644 0.668 0.682 0.692 0.700 0.708 0.715 0.718

rate. The figure also shows the corresponding action localization result for each plot. Action
localization results are presented as alpha/transparency channels overlaid on top of the input images;
the visible regions of the image highlight the most dominant action. We provide qualitative results
showing videos during which the camera is moving when our approach performs reasonably well
on both segmentation and localization tasks. This demonstrates the effectiveness of the predictive
approach in learning to predict and ignore camera motion when calculating the total loss. More

action localization results are provided in Figure 3.18.
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Figure 3.17: Qualitative results of spatio-temporal event boundary detection. Results demonstrate
the efficacy of our approach at detecting event boundaries and localizing actions within input frames.
Middle plots show the gradient of the error signal for four different examples. Green vertical lines
show the location of the predicted boundaries relative to the annotated boundaries presented as red
vertical lines. Action localization qualitative results are presented as an overlay of the transparency
map.
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Figure 3.18: Additional qualitative results for action localization from the Kinetics-GEBD dataset.
Results are displayed as transparency map overlaid on the input RGB images.
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Chapter 4: Multi-Layered Hierarchical Prediction

“A man just beginning to learn radiotelegraphic code hears each dit and dah as a separate chunk. Soon he is
able to organize these sounds into letters and then he can deal with the letters as chunks. Then the letters

organize themselves as words, which are still larger chunks, and he begins to hear whole phrases.”
— George A. Miller (1956)
We present a novel® self-supervised approach for hierarchical representation learning and
segmentation of perceptual inputs in a streaming fashion. This chapter addresses how to semantically
group streaming inputs into chunks at various levels of a hierarchy while simultaneously learning,
for each chunk, robust global representations throughout the domain. To achieve this, we propose
STREAMER, an architecture that is trained layer-by-layer, adapting to the complexity of the
input domain. Building on the predictive learning principles introduced in Chapter 3, this chapter
improves upon that foundation by expanding the architecture from a single layer to multiple layers.
This extension enables the model to discover compositional part-whole structures (i.e., events)
in videos. Unlike standard approaches that simply stack layers, such as CNNs or Transformer
architectures, our method uses a more sophisticated hierarchical design that supports both top-
down and bottom-up information flow across layers. As a result, our model can capture richer
and more complex representations of the input data, further enhancing representation quality and
event segmentation. In our approach, each layer is trained with two primary objectives: making
accurate predictions into the future and providing necessary information to other levels for achieving
the same objective. The event hierarchy is constructed by detecting prediction error peaks at
different levels, where a detected boundary triggers a bottom-up information flow. At an event

boundary, the encoded representation of inputs at one layer becomes the input to a higher-level layer.

3This chapter was published in the Neural Information Processing Systems conference. The author owns the
copyright of the published material.
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Figure 4.1: Comparison of STREAMER’s hierarchical output to single-level ground truth anno-
tations from EPIC-KITCHENS. The ground truth contains redundant narrations for successive
annotations (e.g., add chicken m, ); STREAMER identifies such instances as a single high level

event (M). (Narrations from ground truth)

In temporal event analysis, an event is defined as “a segment in time that is perceived by

an observer to have a beginning and an end” [281]. Events could be described by a sequence
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of constituent events of relatively finer detail, thus forming a hierarchical structure. The end of
an event and the beginning of the next is a segmentation boundary, marking an event transition.
Segmentation boundaries in the lower levels of the hierarchy represent event transitions at relatively
granular scales, whereas boundaries in higher levels denote higher-level event transitions.

We propose a structurally self-evolving model to learn the hierarchical representation of
such events in a self-supervised streaming fashion through predictive learning. Structural evolution
refers to the model’s capability to create learnable layers ad hoc during training. One may argue
that existing deep learning architectures are compositional in nature, where high-level features are
composed of lower-level features, forming a hierarchy of features. However, it is important to
distinguish between a feature hierarchy and an event hierarchy: an event hierarchy is similar to a
part/whole hierarchy in the sense that each event has clear boundaries that reflect the beginning
and the end of a coherent chunk of information. One may also view the hierarchy as a redundancy
pooling mechanism, where information grouped as one event is considered redundant for a higher
level and can be summarized into a single representation for higher-level processing.

Our model is capable of generating a hierarchy of event segments (Figure 4.1) by learning
unique semantic representations for each event type directly from video frames. This is achieved
through predictive learning, which models the causal structure of events. These learned represen-
tations are expressive enough to enable video snippet retrieval across videos. Each level in the
hierarchy selectively groups inputs from the level below to form coherent event representations,
which are then sent to the level above. As a result, the hierarchy exhibits temporally aligned
boundaries, with each level containing a subset of the boundaries detected in the lower level.

As often prescribed [83, 101], we impose the following biologically-plausible constraints
on our learning algorithm:

1. The learning algorithm should be continuous and online. Most existing learning algorithms
offer batch-based offline learning. However, the learning in the neocortex occurs continuously

in a streaming fashion while seeing each datapoint only once
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2. The learning should involve the ability to make high-order predictions by “incorporating
contextual information from the past. The network needs to dynamically determine how

much temporal context is needed to make the best predictions” [83] (Section 4.1.1)

3. Learning algorithms should be self-supervised and should not assume labels for training [132];
instead, they should be able to figure out the learning objective from patterns and causal

structures within the data

4. The learning should stem from a universal general-purpose algorithm. This is supported by
observations of the brain circuitry showing that all neocortical regions are doing the same
task in a repeated structure of cells [83]. Therefore, there should be no need for a global loss
function (i.e., end-to-end training with high-level labels); local learning rules should suffice

(Section 4.2)

4.1.1 Predictive Learning

Predictive learning refers to the brain’s ability to generate predictions about future events
based on past experiences. It is a fundamental process in human cognition that guides perception,
action, and thought [123, 274]. The discrepancy between the brain’s predictions and the observed
perceptual inputs forms a useful training signal for optimizing cortical functions: if a model can
predict into the future, it implies that it has learned the underlying causal structure of the surrounding
environment. Theories of cognition hypothesize that the brain only extracts and selects features
from the previous context that help in minimizing future prediction errors, thus making the sensory
cortex optimized for prediction of future input [229]. A measure of intelligence can be formulated
as the ability of a model to generate accurate, long-range future prediction [245].To this end, we
design an architecture with the main goal of minimizing the prediction error, also referred to as
maximizing the model evidence in Bayesian inference according to the free energy principle [63,

64].
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Event segmentation theory (EST) suggests that desirable properties such as event segmen-
tation emerge as a byproduct of minimizing the prediction loss [281]. Humans are capable of
chunking streaming perceptual inputs into events (and chunking spatial regions into objects [46])
to allow for memory consolidation and event retrieval for better future predictions. EST breaks
down streaming sensory input into chunks by detecting event boundaries as transient peaks in the
prediction error. The detected boundaries trigger a process of transitioning (i.e., shifting) to a new
event model whereby the current event model is saved in the event schemata, and a different event
model is retrieved, or a new one initialized to better explain the new observations. One challenge
in implementing a computational model of EST is encoding long-range dependencies from the
previous context to allow for contextualized representations and accurate predictions. To address
this challenge, we construct a hierarchy of event models operating at different time-scales, predicting
future events with varying granularity. This hierarchical structure enables the prediction function at
any layer to extract context information dynamically from any other layer, enhancing prediction
during inference (learning constraint 2). Recent approaches [165, 168, 169, 258] inspired by EST
have focused on event boundary detection using predictive learning. However, these methods

typically train a single level and do not support higher-order predictions.

4.1.2 Hierarchical Event Models

A single-level predictive model considers events that occur only at a single level of granular-
ity rendering them unable to encode long-range, higher-order causal relationships in complex events.
Conversely, a high-level representation does not contain the level of detail needed for accurately
predicting low-level actions; it only encodes a high-level conceptual understanding of the action.
Therefore, a hierarchy of event models is necessary to make predictions accurately at different levels
of granularity [96, 132]. It is necessary to continuously predict future events at different levels of
granularity, where low-level event models encode highly detailed information to perform short-term
prediction and high-level event models encode conceptual low-detail features to perform long-term

prediction.
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EST identifies event boundaries based on transient peaks in the prediction error. To learn a
hierarchical structure, we extend EST: we use event models at the boundaries in a layer as inputs
to the layer above. The prediction error of each layer determines event demarcation, regulating
the number of inputs pooled and sent to the layer above. This enables dynamic access to long-
range context for short-term prediction, as required. This setup results in stacked predictive
layers that perform the same prediction process with varying timescales subjective to their internal

representations.

4.1.3 Cross-Layer Communication

Cross-layer
communication
Top-down inference A . ’ Bottom-up optimization
. * . pred .
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Figure 4.2: An overview of the multi-level hierarchical predictive learning approach. Given a
stream of inputs at any layer, our model combines them and generates a bottleneck representation,
which becomes the input to the level above it. The cross-layer communication could be broken
down into top-down and bottom-up contextualized inference (left) and optimization (right).

As noted in Section 4.1.2, coarsely detailed long-range contexts come from higher layers
(the top-left block of Figure 4.2), and highly detailed short-range contexts come from lower layers
(the bottom-left block of Figure 4.2), both of which are crucial to predict future events accurately.
Therefore, the prediction at each layer should be conditioned upon its own representation and those

of the other layers (Equation (4.2)). These two types of contexts can be derived by minimizing the
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prediction error at different layers. Hence, making perfect predictions is not the primary goal of this

model but rather continuously improving its overall predictive capability.

4.1.3.1 Contextualized Inference

A major challenge in current architectures is modeling long-range temporal dependencies
between inputs. Most research has focused on modifying recurrent networks [32, 100] or extending
the sequence length of transformers [40, 271] to mitigate the problem of vanishing and exploding
gradients in long-range backpropagation through time [179]. Instead, we solve this problem by
allowing the multi-level context representations to be shared across layers during inference. It is
worth noting that this type of inference is rarely used in typical deep learning paradigms, where
the top-down influence only comes from backpropagating a supervised loss signal (i.e., top-down
optimization). Biologically-inspired architectures such as PredNet [152] utilize top-down inference
connections to improve low-level predictions (i.e., frames); however, these predictive coding
architectures send the prediction error signal from each low-level observation (i.e., each frame) to
higher levels which prevents the network from explicitly building hierarchical levels with varying

degrees of context granularity.

4.1.3.2 Contextualized Optimization

Contextualized inference improves prediction, which is crucial for event boundary detection.
However, we also aim to learn rich, meaningful representations. In Section 4.1, we noted that a
‘parent’ event could consist of multiple interchangeable low-level events. For instance, making a
sandwich can involve spreading butter or adding cheese. From a high-level, using either ingredient
amounts to the same parent event: “making a sandwich”. Despite their visual differences, the
prediction network must embed meaning and learn semantic similarities between these low-level
events (i.e., spreading butter and adding cheese).

We implement this through “contextualized optimization” of events (Section 4.2.2.1), where

each layer aligns the input representations from the lower level to minimize its own prediction
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loss using its context. It must be noted that the contextualization from higher layers (Figure 4.2,
bottom-right) is balanced by the predictive inference at the lower levels (Figure 4.2, top-right), which
visually distinguishes the interchangeable events. This balance of optimization embeds meaningful
representations into the distinct low-level representations without collapsing the model. These
representations can also be utilized for event retrieval at different hierarchical levels (Figure 4.5).
Unlike other representation learning frameworks that employ techniques like exponential moving
average (EMA) or asymmetric branches to prevent model collapse [29, 31, 74], we ensure that

higher layers remain grounded in predicting lower-level inputs through bottom-up optimization.

4.2 Hierarchical Predictive Model

Our goal is to incrementally build a stack of identical layers over the course of the learning,
where each layer communicates with the layers above and below it. The layers are created as needed
and are trained to function at different timescales; the output events from layer become the inputs
to the layer , as illustrated in Figure 4.3. We describe the model and its connections for a
single layer , but the same structure applies to all the layers in the model (learning constraint 4).
In what follows, we describe the design of a mathematical model for a single predictive layer
that is capable of (1) encoding temporal input into unique semantic representations (the event
model) contextualized by previous events, (2) predicting the location of event boundaries (event
demarcation), and (3) allowing for communication with other existing layers in the prediction stack

to minimize its own prediction loss.

4.2.1 Temporal Encoding

Let X be aset of inputs to a layer at discrete time steps in the
range where each input . First, we aim to generate an “event model” which is
a single bottleneck representation of the given inputs X . To accomplish this, we define a function

with temporally shared learnable weights to evaluate the importance of each
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input in X'} for solving the prediction task at hand, as expressed in Equation (4.1).

= — f{il{‘;t'iiil;.i.if}] 4.1)

This event model will be trained to extract information from X'") that is helpful for hierar-
chical prediction. Ideally, the bottleneck representation should encode top-down semantics, which
allow for event retrieval and a bottom-up interpretation of the input to minimize the prediction loss
of the following input. The following subsection describes the learning objective to accomplish this

encoding task.
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Figure 4.3: A diagram illustrating information flow across stacked identical layers. Each layer
compares its prediction &; with the input x, received from the layer below. If the prediction error
Lord is over a threshold p; 1, the current representation z;_; becomes the input to the layer above,
and the working set is reset with x,; otherwise, =, is appended to the working set X

04



4.2.2 Temporal Prediction

At the core of our architecture is the prediction block, which serves two purposes: event
demarcation and cross-layer communication. As previously mentioned, our architecture is built on
the premise that minimizing the prediction loss is the only needed objective function for hierarchical

event segmentation and representation learning.

4.2.2.1 Cross-Layer Communication

Cross-layer communication allows the representation to utilize information from higher
and lower layers when predicting the next input at layer |,
where is the total number of layers. Let Z be a set of event models where

each element is the output of the temporal encoding function atits corresponding layer as expressed
in Equation (4.1). Note that the same time variable is used for representation across layers for
simplicity; however, each layer operates in its own subjective timescale. Let be a

function of Z to predict the next input at layer as expressed in Equation (4.2)

Z 4.2)
where denotes the learnable parameters of the predictor at layer . The difference between the
layer’s prediction and the actual input i1s minimized, allowing the gradients to flow back

into the functions to modify each layer’s representation as expressed in Equation (4.3).

»Cpred

4.3)
Epred

The symbol  represents an appropriate distance measure between two vectors.
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4.2.2.2 Event Demarcation

Event demarcation is the process of detecting event boundaries by using the prediction loss,
Loprea, from Equation (4.3). As noted earlier, according to EST, when a boundary is detected, an
event model transition occurs, and a new event model is used to explain the previously unpredictable
observations. Instead of saving the event model to the event schemata at boundary locations as
described in EST, we use it as a detached input (denoted by ) to train the predictive model of
the layer above it (i.e., . We compute the running average of the prediction loss
with a window of size , expressed by Equation (4.5), and assume that a boundary is detected when
the new prediction loss is higher than the smoothed prediction loss, as expressed by the decision

function in Equation (4.4).

if Lpred
(4.4)
otherwise
where the running average is given by
- Epred (45 )

4.2.3 Hierarchical Gradient Normalization

It is necessary to scale the gradients differently from conventional gradient updates because
of the hierarchical nature of the model and its learning based on dynamic temporal contexts. There

are three variables influencing the amount of accumulation of gradients:

1. The relative timescale between each layer is determined by the number of inputs. For instance,
let the event encoder in layer have seen X inputs, that at layer have

seen X inputs, and that at have seen X  inputs. Then the input to layer 1is
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a result of seeing a total of . This term can then be used to scale up the learning at

any level , expressed as X

The reach of influence of each level’s representation on a given level’s encoder is influenced
by its distance from another. For instance, if the input to comes from the levels

, then the weight of learning should be centered at and diminish as
the distance increases. Such a weight at any level is given by
To ensure that the learning values sum up to 1 when this scaling is applied, the weights are

normalized to add up to 1 as

The encoder receives accumulated feedback from predictors of all the layers; therefore the
change in prediction loss with respect to encoder parameters in any given layer should be

normalized by the total number of layers, given by —.

The temporal encoding model can be learned by scaling its gradients as expressed by the

scaled Jacobian , in Equation (4.6).

where

£ _£
c c : .. : (4.6)
L £
- —_— X “4.7)
feedback reach of influence tiTnesca_le

Similarly, the temporal prediction model’s gradients are controlled with scaling factors as

expressed in Equation (4.8).

c c £ L (4.8)

97



where

X 4.9)

reach of influence timescale

4.2 .4 Hierarchical Level Reduction

Since the ground truth annotations are provided as a single level of event annotations, it is
not possible to compare them with rich hierarchical event segmentation predicted by STREAMER.
For a given video and its ground truth annotations and the predicted annotations, several one-to-one
mappings between them exist; we desire to find the one with the highest average IoU. In addition, it
is necessary to ensure that the resulting one-to-one mapping does not contain temporally overlapping
predicted annotations.

To solve this optimization problem, we design a hierarchical level reduction (HLR) algorithm
that reduces multiple layers of hierarchical events down to a single layer by selecting prediction
events that maximize IoU with the ground truth while ensuring no overlap of events during reduction.
We design HLR as a recursive greedy optimization strategy. At each recursive level of Algorithm 2,
multiple ground truth events are competing to be assigned to a single predicted event, so HLR
returns the best of the two options (line 18): (1) assigning the event to the ground truth with the
highest IoU, and (2) averaging the outputs of same recursive function over all children of the
predicted event.

For models generating a hierarchical structure of events, the proposed Hierarchical Level
Reduction (HLR) algorithm could be applied for comparison and evaluation. On the other hand,
methods that generate a single layer of event segments can directly compare to our 1-layer evaluation

reported in Table 4.1.
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Algorithm 2 : Hierarchy Level Reduction. Given a list of the highest level annotations .A from the
predicted hierarchy and the ground truth annotations G, this algorithm finds the optimal match of
the predicted annotations across the hierarchy with the ground truth while avoiding any temporal
overlap between events.
Input:

A :alist of predicted events at the highest level

G: alist of ground truth event annotations
Output:

The overall IoU of the resulting hierarchy reduction

1: procedure FINDMATCHES(A §G)

2 for all G do

3 max_ious A

4 max_ious

5: .matches.push( )

6 .1ous.push (ious )

7 end for

8 for all A do

o: FINDMATCHES ( .children, .matches)
10: end for
11: end procedure

12: procedure REDUCELEVELS( )

13: if .matches thenreturn .ious[0]

14: end if

15: .lous

16: if .children then return

17: else

18: return REDUCELEVELS .children
19: end if

20: end procedure

21: FINDMATCHES A §
22: return REDUCELEVELS A
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4.3 Experimental Evaluation

4.3.1 Delayed Gradient Stepping and Distributed Learning

Unlike our proposed approach, conventional deep learning networks do not utilize high-level
outputs in the intermediate-level predictions. Since our model includes a top-down inference
component, such that a lower level (e.g., ) backpropagates its loss gradients into the temporal
encoding functions of a higher level (e.g., ), we cannot apply the gradients immediately after
loss calculation at layer . Therefore, we allow for scaled (i.e., Section 4.2.3 and Equation (4.8))
gradients to accumulate at all layers, then perform a single gradient step when the highest layer
backpropagates its loss.

In our streaming hierarchical learning approach, event demarcation is based on the data
(i.e., some events are longer than others), posing a challenge for traditional parallelization schemes.
We cannot directly batch events as inputs because each layer operates on a different subjective
timeline. Therefore, each model is trained separately on a single stream of video data, and the
models’ parameters are averaged periodically during training. We train eight parallel streams on

different sets of videos and average the models’ parameters every 1K frames.

4.3.2 Datasets and Comparisons

In our training and evaluation, we use two large-scale egocentric datasets: Ego4D [41]
and EPIC-KITCHENS 100 [72]. Ego4D is a collection of videos with a total of 3670 hours of
daily-life activity collected from 74 worldwide locations. EPIC-KITCHENS 100 contains 100 hours
of egocentric video, 90K action segments, and 20K unique narrations. We train our model in a
self-supervised layer-by-layer manner (using only RGB frames and inputting them exactly once)
on a random 20% subset of Ego4D and 80% of EPIC-KITCHENS, then evaluate on the rest 20%

of EPIC-KITCHENS. We define two evaluation protocols: Protocol 1 divides EPIC-KITCHENS
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such that the 20% test split comes from kitchens that have not been seen in the training set, whereas
Protocol 2 ensures that the kitchens in the test set are also in the training set.

We compare our method with TW-FINCH [217], Offline ABD [50], Online ABD [50],
and LSTM+AL [1]. ABD, to the best of our knowledge, is the state of the art in unsupervised
event segmentation. Clustering-based event segmentation models do not evaluate on egocentric
datasets due to the challenges of camera motion and noise. Most clustering based-approaches use
pre-trained or optical-flow-based features, which are not effective when clustered in an egocentric
setting. We re-implement ABD due to the unavailability of official code and use available official

implementations for the other methods.

4.3.3 Evaluation Metrics and Protocols

4.3.3.1 Event Segmentation

The 20K unique narrations in EPIC-KITCHENS include different labels referring to the
same actions (e.g., turn tap on, turn on tap); therefore we cannot evaluate the labeling performance of
the model. We follow the protocol of LSTM+AL [1] to calculate the Jaccard index (IoU) and mean
over frames (MoF) of the one-to-one mapping between the ground truth and predicted segments.
Unlike LSTM+AL [1], which uses Hungarian matching to find the one-to-one mapping, we design
a generalized recursive algorithm called Hierarchical Level Reduction (HLR) in Algorithm 2 which
finds a one-to-one mapping between the ground truth events and (a single-layer or multi-layer

hierarchical) predicted events.

4.3.3.2 Representation Quality

To assess the quality of the learned representations, we use the large language model (LLM)
GPT 3.5 to first create a dataset of events labels ranked by semantic similarity according to the
LLM. In particular, we generate 1K data points sampled from EPIC-KITCHENS, where each data

point comprises a ‘query’ narration and a set of 10 ‘key’ narrations, and each key is ranked by its
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similarity to the query. We then retrieve the features for each event in the comparison and compute
the appropriate vector similarity measure, and accordingly rank each key event. This rank list is
then compared with the LLM ranking to report the MSE and the Levenshtein edit distance between

them. Examples of LLM similarity rankings are available in Supplementary Material.

4.3.4 Results

Table 4.1: Event segmentation comparison for STREAMER and other methods evaluated on
EPIC-KITCHENS. None of the methods listed below requires labels. The column ‘Layers’ refers to
the number of layers evaluated against the ground truth: 1 reports the performance of the best layer
in the prediction hierarchy, whereas 3 uses the proposed Hierarchical Level Reduction algorithm
for evaluation. Numbers in bold typeface indicate the highest performance; underline indicates the
second highest

Protocol 1 Protocol 2
MoF ToU MoF IoU
0.694 0417 0.659 0.442

Method Backbone Pretrained Layers

LSTM+AL [1] VGG16 [228] ImageNet [207]

1
TW-FINCH [218] 1 0.707 0.443 0.692 0.442
Offline ABD [50] MTRN [284] EPIC 50 [41] 1 0.704 0438 0.699 0.432
Online ABD [50] 1 0.610 0496 0.605 0.487
1
3

0.759 0.508 0.754 0.489

STREAMER 4-layer CNN - 0.736 0511 0.729 0.494

ABD
(offline)
ABD
(online)
TW-

FINCH

STREAMER

Ground
truth

Figure 4.4: Qualitative comparisons of STREAMER and other methods on temporal event segmen-
tation. The Gantt chart shows a more accurate alignment of STREAMER’s predictions with the
ground truth compared to other methods.
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We evaluate STREAMER'’s performance of event segmentation and compare it with stream-
ing and clustering-based SOTA methods as shown in Table 4.1. Our findings show that the
performance of a single layer in STREAMER’s hierarchy (the best-performing layer out of three
per video) and the full 3-layer hierarchy outperform all other state of the art using loU and MoF
metrics on both testing protocols. It is worth noting that all the other methods use a large CNN
backbone with supervised pre-trained weights (some on the same test dataset: EPIC-KITCHENS),
whereas our model is trained from scratch using random initialization with a simple 4-layer CNN.
We show comparative qualitative results in Figure 4.4. More qualitative results are provided in
Supplementary Material.

Additionally, we evaluate the quality of event representation in Table 4.2. We show that
self-supervising STREAMER from randomly initialized weights outperforms most clustering-based
approaches with pre-trained weights; we perform on par with TW-FINCH when using supervised
EPIC-KITCHENS pre-trained weights. Qualitative results of retrieval for the first three nearest
neighbors on all the events in the test split are shown in Figure 4.5. More qualitative results are

reported in Supplementary Material.

Table 4.2: Retrieval evaluation based on MSE and the Levenshtein edit distance (LD) of the features.
All experiments are on EPIC-KITCHENS.

Method Weights MSE LD

Supervised
TW.FINCH _ PPIC 100 0.67
IN 1018 0710
Offline ABD __ PHIC 102 071
IN 1.005  0.708
Online ABD __EPIC 100 0.70
IN 1039 0.704

No supervison
STREAMER - 0.967 0.695
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Offline ABD Online ABD STREAMER

-

Rank 1
Rank 1

Rank 2

Rank 2

Rank 3
Rank 3

Figure 4.5: Qualitative examples of STREAMER s retrieval of relevant events compared to other
methods.

4.3.4.1 Ablations

We investigate three main aspects of STREAMER (Table 4.3): (1) varying the architecture
of the temporal encoding model , (2) varying the predictor function , and (3) experimenting with
the ‘reach of influence’ parameter in Equation 4.7. Our findings suggest that STREAMER is
robust to different architectural choices of . Our experiments also illustrate the importance of the
cross-layer communication of : simply taking the average of Z as the prediction performs worse
than applying a layer-specific MLP to the average; using a transformer to retrieve context from
other layers dynamically performs the best. Finally, adjusting the reach of influence by gradient
scaling improves the segmentation performance.

To determine the quality of the backbone features learned by STREAMER, we run ablations
of using our 4-layer pretrained CNN features on SoTA clustering methods. The results, plotted in
Figure 4.6, show significant improvement in the average mean over frames (MoF) performance of
event segmentation on the EPIC-KITCHENS dataset. This improvement could be attributed to the

robust representations learned by the encoder through hierarchical predictive learning. In particular,
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since these features are learned through top-down optimization, the CNN backbone is able to predict

longer events at higher levels, thus improving the features and contextualization quality.

Table 4.3: STREAMER ablation study reporting performance difference with model hyperparam-
eters.Results show the model’s MoF and IoU for different values of (Equation (4.7)); different
variants of the predictor and the temporal encoder . ‘Best’ refers to the layer with the highest
performance.

| MoF IoU MoF IoU MoF IoU
‘ GRU ‘ LSTM ‘ Transformer

Best | 0.759 0503 0.761 0506 0.759 0.508
HLR | 0.740 0.503 0.737 0502 0.736 0.511

Average ‘ Average + MLP ‘ Transformer

Best | 0.742 0479 0.749 0493 0.759 0.508
HLR | 0.725 0.486 0.728 0.494 0.736 0.511

| 1 | 2 | 3

Best | 0.756 0493 0.797 0498 0.759 0.508
HLR | 0.737 0498 0.732 0497 0.736 0.511

Ll

FINCH ABD ABD online
JEMTRN/EPIC50 11 Our CNN/Ego4D

MoF

Figure 4.6: Performance of SoTA segmentation approaches with STREAMER weights. Results
show performance increase of SOTA clustering-based methods when using STREAMER’s pretrained
4-layer CNN features.
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Chapter 5: Predictive Attractor Models

“In general we are least aware of what our minds do best.”

— Marvin Minsky

Sequential memory, the ability to form and accurately recall a sequence of events or stimuli
in the correct order, is a fundamental prerequisite for biological and artificial intelligence as
it underpins numerous cognitive functions (e.g., language comprehension, planning, episodic
memory formation, etc.) However, existing methods of sequential memory suffer from catastrophic
forgetting, limited capacity, slow iterative learning procedures, low-order Markov memory, and,
most importantly, the inability to represent and generate multiple valid future possibilities stemming
from the same context. Inspired by biologically plausible neuroscience theories of cognition, we
propose Predictive Attractor Models (PAM)*, a novel sequence memory architecture with desirable
generative properties. PAM is a streaming model that learns a sequence in an online, continuous
manner by observing each input only once. Additionally, we find that PAM avoids catastrophic
forgetting by uniquely representing past context through lateral inhibition in cortical minicolumns,
which prevents new memories from overwriting previously learned knowledge. PAM generates
future predictions by sampling from a union set of predicted possibilities; this generative ability is
realized through an attractor model trained alongside the predictor. We show that PAM is trained
with local computations through Hebbian plasticity rules in a biologically plausible framework.
Other desirable traits (e.g., noise tolerance, CPU-based learning, capacity scaling) are discussed
throughout the chapter. Our findings suggest that PAM represents a significant step forward in the
pursuit of biologically plausible and computationally efficient sequential memory models, with

broad implications for cognitive science and artificial intelligence research.

4This chapter was published in the Neural Information Processing Systems conference. The author owns the
copyright of the published material.
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5.1 Introduction

Modeling the temporal associations between consecutive inputs in a sequence (i.€., sequential
memory) enables biological agents to perform various cognitive functions, such as episodic memory
formation [35, 202, 249], complex action planning [78] and translating between languages [4]. For
example, playing a musical instrument requires remembering the sequence of notes in a piece of
music; similarly, playing a game of chess requires simulating, planning, and executing a sequence
of moves in a specific order. While the ability to form such memories of static, unrelated events has
been extensively studied [211, 214, 242, 265, 275], the ability of biologically-plausible artificial
networks to learn and recall temporally-dependent patterns has not been sufficiently explored in
literature [241]. The task of sequential memory is considered challenging for models operating under
biological constraints (i.e., local synaptic computations) for many reasons, including catastrophic
forgetting, ambiguous context representations, multiple future possibilities, etc.

In addition to the biological constraint, we impose the following set of desirable characteris-
tics as learning constraints on sequence memory models.

* The learning of one sequence does not overwrite the previously learned sequences. This
property is defined under the continual learning framework as avoiding catastrophic forgetting

and evaluated with the Backward Transfer (BWT) metric [149].

* The model should uniquely encode inputs based on their context in a sequence. Consider
the sequence of letters “EVER”; the representation of “E” at position 1 should be different
from “E” at position 3, thus resulting in different predictions: “V” and “R”. Moreover, the
representation of “E” at position 3 in “EVER” should be different from “E” at position 3 in

“CLEVER”. Therefore, positional encoding is not a valid solution.

* When presented with multiple valid, future possibilities, the model should learn to represent
each possibility separately yet stochastically sample a single valid possibility. Consider the
two sequences “THAT” and “THEY; after seeing “TH”, the model should learn to generate

either “A” or “E”, but not an average [132] or a union of both [83].
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* The model should be capable of incrementally learning each transition without seeing the
whole sequence or revisiting older sequence transitions that are previously learned. This

property falls under online learning constraints, also called stream learning [83, 167].

* The learning algorithm should be tolerant and robust to significant input noise. A model
should continuously clean the noisy inputs using learned priors and beliefs, thus performing

future predictions based on the noise-free observations [83].

We propose Predictive Attractor Models (PAM), which consists of a state prediction model
and a generative attractor model. The predictor in PAM is inspired by the Hierarchical Temporal
Memory (HTM) [83] learning algorithm, where a group of neurons in the same cortical minicolumn
share the same receptive feedforward connection from the sensory input on their proximal dendrites.
The depolarization of the voltage of any neuron in a single minicolumn (i.e., on distal dendrites)
primes this depolarized neuron to fire first while inhibiting all the other neurons in the same
minicolumn from firing (i.e., competitive learning). The choice of which neurons fire within the
same minicolumn is based on the previously active neurons and their trainable synaptic weights to
the depolarized neurons, which gives rise to a unique context representation for every input. The
sparsity of representations (discussed later in Section 5.2.2) allows for multiple possible predictions
to be represented as a union of individual cell assemblies. The Attractor Model learns to disentangle
possibilities by strengthening the synaptic weights between active neurons of input representations
and inhibiting the other predicted possibilities from firing, effectively forming fixed point attractors
during online learning. During recall, the model uses these learned conditional attractors to sample
one of the valid predicted possibilities or uses the attractors as prior beliefs for removing noise from
sensory observations.

PAM satisfies the above-listed constraints for a sequential memory model, whereas the
current state-of-the-art models fail in all or many of the constraints, as shown in the experiments.
Our contributions can be summarized as follows: (1) Present the novel PAM learning algorithm that
can explicitly represent context in memory without backpropagation, avoid catastrophic forgetting,

and perform stochastic generation of multiple future possibilities. (2) Perform extensive evaluation
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of PAM on multiple tasks (e.g., sequence capacity, sequence generation, catastrophic forgetting,
noise robustness, etc.) and different data types (e.g., protein sequences, text, vision). (3) Formulate
PAM and its learning rules as a State Space Model grounded in variational inference and the Free

Energy Principle [63].

5.2 Predictive Attractor Models

5.2.1 State Space Model (SSM) Formulation

f[(ecoceoocco0o]
Single Possibillty Observation W,

Figure 5.1: State Space Model (SSM) formulation of PAM. (Left): Dynamical system represented
by first-order Markov chain of latent states z with transition function f and an emission function g
which projects to the observation states x. (Right): Gaussian form assumptions for the prior £ and
posterior z latent states, and the Mixture of Gaussian model representing the conditional probability
of multiple possibilities p(x|z)

PAM can be represented as a dynamical system with its structure depicted by a Bayesian
probabilistic graphical [121, 131] model, more specifically, a State Space Model, where we can
perform Bayesian inference on the latent variables and derive learning rules using Variational
Inference. Formally, we define a state space model as a tuple (2, X, f, g), where Z is the latent
state space, A’ is the observation space, and f and g are the transition and emission functions

respectively (similar to HMM [187]). We consider a Gaussian form with white Gaussian noise
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covariance  for the latent states. However, we assume a latent state  can generate multiple valid
possibilities. Therefore, we model the conditional probability as a Multivariate Gaussian
Mixture Model (GMM), where each mode is considered a possibility or a fixed-point attractor in
an associative memory model. The GMM has components with means , covariances

and component weights . The SSM dynamics can be formally represented with the following

equations:

N and N (5.1)
where Z and X. From the Bayesian inference viewpoint, we are interested in the
posterior . Since the functions and are non-linear, the computation of this

posterior is intractable (unlike a LG-SSM, such as Kalman Filter [261]). Therefore, we utilize
variational inference to approximate the posterior by assuming the surrogate posterior has a
Gaussian form, and minimize the Variational Free Energy (VFE) [65]. The minimization of VFE
(in equation 5.2) minimizes the KL-divergence between the approximate posterior and the true

posterior . Derivation 2 of Variational Free Energy is provided in Appendix C.3.1

H

Variational Free Energy Latent State Error Observation Error

5.2)
where and H is the Entropy of the approximate posterior . The assumption of
Gaussian forms for the latent and observable states can further simplify the negative log-likelihood
terms (i.e., Latent State Accuracy and Observation Accuracy) to prediction errors. This learning
objective encourages the approximate posterior to assign a high probability to states that
explain the observations well and follow the latent dynamics of the system. We minimize the
prediction errors (i.e., learn the transition and emission functions) through Hebbian rules as shown

in equations 5.6 and 5.7.

110



Theorem 1. Assume the likelihood in eqn 5.2 represents multiple possibilities using a

Gaussian Mixture Model (GMM) conditioned on the latent state , as shown in eqn 5.1. The

maximization of such log-likelihood function (i.e., — ) w.r.t a query observation state

is equivalent to the Hopfield recall function (i.e., eqn 2.1) with the means of the GMM representing

the attractors of a Hopfield model. Formally, the weighted average of the GMM means (i.e.,
), with the weights being a similarity measure, maximizes the log-likelihood of  under the

mixture model.

N
N

similarity score

(5.3)

projection

Proof: See Derivation 3 in Appendix C.3.2 for the full proof.

5.2.2 Preliminaries and Notations

5.2.2.1 Sparse Distributed Representation (SDR)

Inspired by the sparse coding principles observed in the brain, SDRs encode information
using a small set of active neurons in high dimensional binary representation. We adopt SDRs as a
more biologically plausible cell assembly representation [113]. SDRs have desirable characteristics,
such as a low chance of false positives and collisions between multiple SDRs and high representa-

tional capacity [5] (More on SDRs in Appendix C.6). An SDR is parameterized by the total number

of neurons  and the number of active neurons . The ratio denotes the SDR sparsity.
A 1-dimensional SDR can be indexed as , whereas a 2-dimensional SDR can be
indexed as . To identify the active neurons, we define the function

to represent the indices of the active neurons in an SDR  as
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5.2.2.2 Context as Orthogonal Dimension

We transform the high-order Markov dependencies between observation states into a first-
order Markov chain of latent states by storing context information in those latent states. The
latent states SDRs, , are represented with two orthogonal dimensions, where
content information about the input is stored in one dimension with size , while context related
information is stored in an orthogonal dimension with size . Therefore, the projection of the
latent state  on the first dimension (i.e., ) removes all context information from the state. In
contrast, adding context information to an observation state  expands the dimensionality of the
state (i.e., ) such that context can be encoded without affecting its content. Competitive learning
is enforced on the context dimension through lateral inhibition, effectively minimizing the collisions
between contexts of multiple SDRs. We define a projection operator
Additionally, we define a projection operator for 1-dimensional SDRs

(i.e., ) as shown in equation 5.4.

if  s.t if
(5.4)
otherwise, otherwise,
5.2.3 Sequence Learning
Given a sequence of SDR patterns , where , the sequence can

be learned by modeling the context-dependent transitions between consecutive inputs within the
sequence. We define learnable weight parameters for transition and emission functions,
respectively. A single latent state transition is defined as
, where is a threshold function transforming the logits  to the predicted SDR state

. The full sequence learning algorithm is provided in algorithm 3.
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5.2.3.1 Context Encoding through Competitive Learning

Every observation  contains only content information about the input; we embed the
observation with context by expanding the state with an orthogonal dimension (i.e., ) which
activates all neurons in the minicolumns at the indices . Then, for each active minicolumn, the
neuron in a predictive state (i.e., higher than the prediction threshold) fires and inhibits all the other
neurons in the same minicolumn from firing (i.e., lateral inhibition), as shown in Equation 5.5. If
none - or more than one - of the neurons are in a predictive state, random Gaussian noise ( ) acts
as a tiebreaker to select a context neuron. We do not allow multiple neurons to fire in the same
minicolumn, which is different from HTM [83], where multiple cells can fire in any minicolumn

(e.g., bursting).

if
\ (5.5)

otherwise,

Algorithm 3 : Sequence Learning. Given a sequence of T+1 patterns, this algorithm learns the
Transition and Emission synaptic weights (  and ). Fixed start context is initialized for
all learned sequences.

1: procedure TRAIN( )

2: \

3 for to do
4:

5: \

6.

7

8

9 end for

10: end procedure
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Algorithm 4 : Sequence Generation. Given a noisy sequence (i.e., online), or the first input in a
sequence (i.e., offline). The model uses the learned functions and to generate the full sequence.
denotes sampled from (eqn 5.8).

1: procedure GENERATE( or )
2 \
3: for to do
4
5
online
6:
offline
7: for i=1 to iters do
: \
9: end for
10: \
11: end for

12: end procedure

5.2.3.2 State Transition Learning

The transition between latent states is learned through local computations with Hebbian-
based rules. We modify the synaptic weights  to model the transition between pre-synaptic
neurons and post-synaptic neurons . Only the synapses with active pre-synaptic neurons
are modified. The weights operate on context-dependant latent states (i.e., ); thus, the
learning of one transition does not overwrite previously learned transition of different contexts,
regardless of the input contents (i.e., ). We use the learning constant coefficients  and
to independently control learning and forgetting behavior, as shown in equation 5.6. A lower

encourages learning multiple possibilities by slowing down the forgetting behavior.

(5.6)

increase decrease
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5.2.3.3 Contrastive Attractors Formation

The attractors are formed in an online manner by contrasting the input observation x; to the
predicted union set of possibilities | Z;. The goal is to learn excitatory synapses between active
neurons of x;, and bidirectional inhibitory synapses between x; and the union set of predicted

possibilities excluding the x, possibility (i.e., (} Z¢) \ «:), as shown in equation 5.7.

AB = ??E "y mtT"i‘FE - (4 26)\ xs]T +(({ 2) \x) m?l (5.7)
ABorene ABcnse

5.2.4 Sequence Generation

[cCecoceccoed |
Naisy Csarvation &

Figure 5.2: Sequence generation in PAM. (Left): Offline generation by sampling a single possibility
(i.e., attractor point) from a union of predicted possibilities. (Right): Online generation by removing
noise from an observation using the prior beliefs about the observed state. Markov Blanket separates
the agent’s latent variables from the world observable states.

After learning one or multiple sequences using algorithm 3, we use algorithm 4 to generate
sequences. First, we define two generative tasks: online and offline. In online sequence generation,
a noisy version of the sequence is provided as input, and the model is expected to generate the
original learned sequence. In offline sequence generation, the model is only provided with the

first input, and it is expected to generate the entire sequence auto-regressively. For cases with
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equally valid future predictions (e.g., “a” and “e” after “TH” in “THAT” and “THEY”), the model
is expected to stochastically generate either one of the possibilities (i.e., “THAT” or “THEY”). The
online generation task is a more challenging extension of the online recall task in [241], where the
noise-free inputs are provided, and the model only makes a 1-step prediction into the future. During
offline sequence generation, the model randomly samples from the union set of predictions a
single SDR with  active neurons (equation 5.8) to initialize the iterative attractor procedure.
denotes a random permutation function. This random permutation function allows the model to
randomly generate a different sequence with every generation.

if

(5.8)
otherwise

5.3 Experimental Evaluation

5.3.1 Evaluation and Metrics

5.3.1.1 Metrics

To evaluate the similarity of two SDRs, we use the Jaccard Index (i.e., [oU), which focuses
on the active bits in sparse binary representations. Since the sparsity  of the representations can
change across experiments and methods, we normalize the IoU by the expected IoU (Derived in
Theorem 2 in Appendix C.3.3) of two random SDRs at their specified sparsities. The normalized IoU

IoU IoU

is computed as —ToU We use the Backward Transfer [149] metric in evaluating catastrophic

forgetting. Mean Squared Error (MSE) is used to compare images for vision datasets.
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5.3.1.2 Datasets

We perform evaluations on synthetic and real datasets. The synthetic datasets allow us
to manually control variables (e.g., sequence length, correlation, noise, input size) to better un-
derstand the models’ behavior across various settings. Additionally, we evaluate on real datasets
of various types (e.g., protein sequences, text, vision) to benchmark PAM’s performance relative
to other models on more challenging and real sequences. For all vision experiments, we use an
SDR autoencoder to learn a mapping between images and SDRs (Details on the autoencoder are
provided in Appendix C.4). We run all experiments for 10 different seeds and report the mean
and standard deviation in all the figures. More experimental details and results are provided in

Appendices C.4 and C.5.
5.3.2 Results

We align our evaluation tasks with the desired characteristics of a biologically plausible
sequence memory model, as listed in the introduction. We show that PAM outperforms current
predictive coding and associative memory SoTA approaches on all tasks. Most importantly, PAM is
capable of long context encoding, multiple possibilities generation, and learning continually and
efficiently while avoiding catastrophic forgetting. These tasks pose numerous significant challenges

to other methods.
5.3.2.1 Offline Sequence Capacity

We evaluate the models’ capacity to learn long sequences by varying the input size
model parameters (e.g., ), and sequence correlation. The correlation is increased by reducing
the number of unique patterns (i.e., vocab) used to create a sequence of length . Correlation is
computed as vocab Figure 5.3 A, we vary the input size  and ablate the models to find
the maximum sequence length to be encoded and retrieved, in an offline manner, with a Normalized

IoU higher than 0.9. We set the number of active bits  to be 5 unless otherwise specified. Results
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Figure 5.3: Quantitative and qualitative results and comparisons of PAM and other approaches.
Quantitative results reported on (A-B) Offline sequence capacity, (C) Noise robustness, and (D)
Time of sequence learning and recall. Qualitative results reported on highly correlated CIFAR
sequence in (E) offline and (F) online settings. The mean and standard deviation of 10 trials are
reported for all plots.

show that Hopfield Networks (HN) fail to learn with sparse representations; therefore, we use W
of 0.5N. only for HN and normalize the IoU metric accordingly. PAM’s capacity significantly
increases with context neurons IV, as expected. HN’s capacity also increases with the polynomial
degree d of its separation function; however, as shown in Figure 5.3 B, the capacity sharply drops
as correlation increases. PAM retains its capacity with increasing correlation, reflecting its ability
to encode context in long sequences (i.e., high-order Markov memory). This context encoding
property is also demonstrated in the qualitative CIFAR [124] results in Figure 5.3 E and F, where
a short sequence of images with high correlation is used. The model must uniquely encode the

context to correctly predict at every step in the sequence. While PAM correctly predicts the full
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context, single layer tPC learns to indefinitely alternate between the patterns, while two-layered

tPC attempts to average its predictions. AHN shows similar low performance and failure mode as

in [241].
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Figure 5.4: Additional comparisons on continual learning and multiple possibilities generation.
Qualitative results on (A) synthetic and (B) protein sequences backward transfer, and (C-D) multiple
possibilities generation on text datasets. Qualitative results on (E) noise robustness on CLEVRER
sequence, and (F) catastrophic forgetting on Moving MNIST dataset. 4 highlights the first frame
with significant error. The mean and standard deviation of 10 trials are reported for all plots.

5.3.2.2 Catastrophic Forgetting

To asses the model’s performance in a continual learning setup, we sequentially train
each model on multiple sequences and compute the Backward Transfer (BWT) [149] metric by
reporting the average normalized IoU on previously learned sequences after learning a new one. In
Figure 5.4 A, we report BWT for 50 synthetically generated sequences with varying correlation.

AHN can avoid catastrophic forgetting when the patterns are not correlated, whereas tPC fails to
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retain previous knowledge regardless of the correlation value. PAM, with high enough context
does not overwrite or forget previously learned sequences after learning new ones but performs
poorly when , as expected. We repeat the experiment on more challenging sequences from
ProteinNet [10], which contains highly correlated ( ), and long, sequences (details in appendix).
The results in Figure 5.4 B show a similar trend with PAM requiring more context neurons  to
handle the more challenging data. Qualitative results on moving-MNIST [236] in Figure 5.4 F
further demonstrate the catastrophic forgetting challenge where the learning of the second sequence
overwrites the learned sequence. PAM successfully retrieves the previously learned sequence while

the other models fail.

5.3.2.3 Multiple Possibilities Generation

In addition to accurately encoding input contexts, PAM is designed to represent multiple
valid possibilities and sample a single possibility. We perform evaluation on a dataset of four-letter
English words (details in appendix), which includes many possible future completions (e.g., “th[is]”,
“th[at]”, “th[em]”, etc.) We train PAM on the list of letters sequentially (i.e., one word at a time);
the other methods are trained in a simpler batched setup as in [241] because they suffer from
catastrophic forgetting. This puts PAM at a disadvantage, but as shown in Figure 5.4 C, PAM still
significantly outperforms the other methods in accurately generating valid words (high average
IoU) in an offline manner. Both tPC and AHN fail to generate meaningful words when trained
on sequences with multiple future possibilities. Figure 5.4 D further demonstrates the stochastic
generative property of PAM. We show PAM’s ability to recall more of the dataset as it repeats the

generation process, whereas PC and AHN fail in the dataset recall task.
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5.3.2.4 Online Noise Robustness

The online generation ability of PAM shown in Figure 5.2 allows the model to use the
learned attractors to clean the noisy observations before using them as inputs to the predictor. This
step allows the model to use its prior belief about future observations to modify the noisy inputs. In
Figure 5.3 C, we evaluate the models’ performances by changing a percentage of the active bits
during online generation. PAM is able to completely replace the noisy input with its prior belief if it
does not exist in the predicted set of possibilities . In contrast, the other methods use the noisy
inputs, thus hindering their performances. We provide qualitative results on CLEVRER [273] in
Figure 5.4 E; PAM retrieves the original sequence despite getting noisy inputs (40% noise), and
outperforms the other models. Interestingly, tPC performs reasonably well on this task despite the

added noise.

5.3.2.5 Efficiency

We report, in Figure 5.3 D, the time each model requires to learn and recall a sequence. For
this study, we use input size and vary the sequence length. PAM operates entirely on
CPU. The results show that a single-layer tPC model requires more time than all PAM variants
( ). Additionally, a two-layered tPC requires two to three orders of magnitude more time
than PAM or single-layered tPC, significantly limiting its scalability and practicality when applied

to real data with long sequences.
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Chapter 6: Conclusion

“We are all agreed that your theory is crazy. The question which divides us is whether it is crazy enough to

have a chance of being correct.”
— Niels Bohr

In this dissertation, we have explored several predictive learning frameworks to advance
hierarchical event segmentation, representation learning, and sequential memory models. At the
core of these works lies a common principle of leveraging predictive mechanisms to process
streaming data efficiently. We have addressed challenges across various domains, from video event
understanding to biologically inspired memory models.

We first introduced a stream learning framework that segments long sequences of activities
into discrete events and spatially segments objects in video frames. This predictive approach not only
models the temporal dependencies between events but also segments data at different granularities
through a gating mechanism on the loss signal. By anticipating patterns in the sequence and
adjusting thresholds dynamically, our model adapts to varying temporal resolutions. We introduced
a new, long-duration wildlife monitoring dataset showcasing how predictive learning can handle
the complexities of real-world, unstructured data. Our approach, particularly in the context of
ethogramming, has the potential to significantly reduce the manual labor required for annotating
datasets, emphasizing the practical utility of predictive event segmentation framework.

Next, we presented STREAMER, a self-supervised hierarchical model that learns event
representations from streaming data by predicting future inputs. STREAMER builds on the idea
of temporal hierarchies, where nested events are represented at multiple levels of granularity and
abstraction. Through a gradient scaling mechanism and biologically-inspired learning constraints,
the model effectively learns from and predicts long-term temporal dependencies. STREAMER

processes each input in a streaming manner, predicting and segmenting events as they unfold. This
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streaming capability makes the model well-suited for applications in dynamic environments, such
as egocentric video analysis, where the ability to predict and react to unfolding events is critical.
Finally, we proposed PAM, a generative model rooted in predictive learning principles.
PAM draws on theories of cognition and neuroscience, predicting multiple future outcomes by
representing possibilities as a union of sparse distributed representations (SDRs). This predictive
capacity allows PAM to model several potential continuations of a sequence, overcoming challenges
such as sequence correlation and noise. Importantly, PAM does not suffer from catastrophic
forgetting, a common issue in sequential learning, enabling the model to maintain predictions over
multiple sequences. PAM’s predictive framework offers a scalable, biologically plausible solution
to generative modeling, with potential future applications in hierarchical sensory processing and

higher-order predictive models.

6.1 Limitations

While the predictive methods presented in this dissertation demonstrate significant advance-
ments in event segmentation, representation learning, and sequential memory, they also come
with several limitations that are important to address. These limitations highlight both the current
boundaries of the models and potential areas for future development.

One key limitation of the single-layer predictive approach is its inability to label the events
and objects segmented from videos. While these models are capable of detecting temporal events
and spatially localizing objects within frames, they do not provide any labels for these events or
objects. As a result, when multiple objects are present in an event, the model outputs a single,
combined mask (i.e., the union of individual masks) to represent all objects involved. This limitation
prevents the models from performing instance segmentation, where differentiating between multiple
objects in the same scene is necessary. Another limitation is the reliance on motion cues for learning
object representations. While the models are flexible enough to detect objects even when they are

not moving, the initial learning process still depends heavily on motion as a signal to segment
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objects from their background. This reliance could hinder performance in cases where objects or
events are entirely static. As a result, the current approach might struggle with scenarios where key
objects are present but do not exhibit any movement over time.

STREAMER, while performing well at representation learning and hierarchical event
segmentation in streaming environments, requires large amounts of streaming data to effectively
model complex, high-level causal structures. The training time increases as additional layers are
introduced to the model, which can be computationally expensive. Moreover, although STREAMER
is designed for online learning from large, unlabeled datasets, it remains highly dependent on the
availability of such data to function optimally. The need for substantial amounts of data could limit
its scalability in more resource-constrained settings.

PAM, the biologically plausible sequential memory model, also has its limitations. PAM’s
reliance on sparse distributed representations (SDRs) means it cannot directly process dense
input data, such as raw images. Instead, PAM requires inputs to be encoded into sparse binary
representations before learning. This limitation prevents the model from being directly applied to
input spaces like images without preprocessing. While SDRs are argued to be a more biologically
realistic approach for cognitive models, they restrict PAM’s application to domains where such
representations can be easily constructed. Future work will need to explore methods for encoding

high-dimensional inputs, such as images, into SDRs that retain essential compositional structures.

6.2 Broader Impact

The work presented in this dissertation has the potential to significantly impact a wide
range of fields, from machine learning and computer vision to theoretical and computational
neuroscience. By advancing predictive methods for hierarchical segmentation, representation
learning, and generative modeling, the research not only addresses technical challenges in these

domains but also opens new avenues for applying these techniques to real-world problems.
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One of the most immediate and tangible impacts of this work lies in its potential to transform
how large-scale video data processing is handled. The ability to segment and categorize events in
streaming data has broad applications, ranging from automated wildlife monitoring to egocentric
video analysis. For instance, the stream learning framework introduced here can dramatically reduce
the manual labor required to annotate vast amounts of behavioral data, particularly in fields like
ethology, where understanding animal behavior is crucial for ecological studies. This automation of
event detection and segmentation in videos could facilitate more efficient monitoring of species in
their natural habitats, contributing to conservation efforts and ecological research.

The broader significance of the STREAMER model lies in its ability to discover hierarchical,
nested structures in data, beyond just its streaming capabilities. While this dissertation focuses on
its application for segmenting temporal events, the same hierarchical predictive approach can be
extended to other types of data. For example, STREAMER could be used to detect part-whole
relationships in visual scenes, identifying how objects are composed of smaller components. In
audio, it could uncover nested phonetic structures, and in natural language processing, it could
identify the compositional hierarchy of phrases and sentences. What makes this approach powerful
is its flexibility: by applying a simple predictive objective, STREAMER can learn across different
data types and build connections between them at multiple levels of abstraction. This ability to
bridge different modalities and uncover compositional structures is a major step toward addressing
one of artificial intelligence’s long-standing challenges.

Moreover, this hierarchical approach inherently improves the explainability and interpretabil-
ity of Al models. By breaking down complex data into more understandable sub-components and
identifying patterns at different levels, STREAMER provides clearer insights into how the model
makes decisions, making it easier for users to trace the reasoning behind its predictions. This en-
hanced interpretability is crucial for building trust in Al systems, especially in critical applications.

On a more theoretical level, the biologically inspired aspects of the models developed in
this work, such as PAM, offer valuable insights into cognitive processes. By modeling how the

brain might predict and encode sequential events without catastrophic forgetting, these frameworks
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have the potential to contribute to research in computational neuroscience and artificial intelligence.
PAM’s use of Sparse Distributed Representations (SDRs) mimics neural activity and suggests
that efficient, scalable memory systems can be developed based on biologically plausible learning
principles. This insight could inform future research on how to develop Al systems that are
more robust, efficient, and capable of learning across longer timescales without degradation in
performance.

Moreover, the integration of predictive learning across these different models highlights
the versatility of prediction as a core mechanism in intelligent systems. Prediction underlies many
aspects of human cognition — such as perception, decision-making, and memory — and the models

developed here offer a solution to bringing similar predictive capabilities into artificial systems.

6.3 Ethical Considerations

As with any advanced technological development, the predictive models and methods
presented in this dissertation raise several important ethical considerations that must be carefully
addressed, particularly given their potential applications in sensitive areas such as surveillance and
behavior monitoring. The ability of these models to segment events, predict future outcomes, and
generate representations from streaming data introduces both significant opportunities and risks,

particularly in how these technologies might impact privacy and fairness.

6.3.1 Privacy Concerns

One of the most pressing ethical concerns arises from the use of these predictive models in
domains where personal or sensitive data is involved, such as surveillance systems or egocentric
video analysis. The models described in this dissertation have the ability to process and analyze
vast amounts of video data in real time, detecting and segmenting events as they unfold. While this
capability is valuable for applications like security or wildlife monitoring, it also raises concerns

about the invasion of privacy, particularly when applied to human subjects. The automatic detection
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of events in public or private spaces without explicit consent could lead to misuse or overreach,
especially in cases where individuals are not aware they are being monitored. Additionally, as these
models evolve to handle multi-modal data (e.g., integrating audio or biometric data), the potential
for privacy violations increases.

However, the privacy concerns traditionally associated with such models are significantly
mitigated by the nature of the models proposed in this dissertation. All of the models are trained
in a streaming fashion, which means they process data continuously and without storing the input
data after it has been processed. This approach inherently lowers privacy risks by reducing the
possibility of sensitive information being stored or re-used inappropriately. Unlike batch learning
models that often retain entire datasets for retraining or validation, the models developed here do
not maintain any explicit record of the data they process.

To further mitigate these risks, future implementations of these models must be accompanied
by robust privacy protections. This could involve designing systems that anonymize data, use ethical
guidelines for video collection, and provide transparency to individuals about how their data is
being used. Furthermore, regulatory frameworks should be established to ensure that predictive

models are deployed responsibly, particularly in areas involving human surveillance.

6.3.2 Bias and Fairness

Another significant ethical consideration is the potential for bias in the predictive algorithms.
While the models in this dissertation are designed to be adaptive and generalizable, they rely
heavily on the data they are trained on. In domains like wildlife monitoring, this might not pose
a significant issue. However, in applications involving human subjects, such as surveillance or
behavioral analysis, the risk of bias becomes more pronounced. Predictive models can inadvertently
inherit biases from the datasets they are trained on, leading to skewed outcomes in event detection
or segmentation, particularly if the training data does not adequately represent diverse populations

or behaviors.
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For example, in an egocentric video analysis context, if the model is predominantly trained
on data from a specific demographic or environment, it may perform less accurately when applied to
different demographics or settings, reinforcing societal biases. If those datasets are not sufficiently
diverse, the model’s predictions could disproportionately benefit or disadvantage certain groups.
Addressing this concern requires careful curation of training data, ongoing evaluation of model
performance across diverse groups, and potentially incorporating fairness constraints into the design

of future predictive algorithms.

6.3.3 Long-Term Societal Impact

Finally, as predictive technologies become increasingly embedded in the infrastructure
of daily life, it is important to consider their long-term societal impacts. The advancements in
predictive learning explored in this dissertation could contribute to large-scale societal shifts, such as
increasing reliance on automated systems, changes in labor markets, and shifts in how surveillance
is conducted. While automation of processes like video analysis or behavioral monitoring can bring
efficiencies, it could also lead to job displacement in fields where manual monitoring is currently

the norm.
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Appendix A: Single-Layered Model

A.1 Implementation Details

In our experiments, we use an Inception V3 [240] encoding model (pretrained on the
ImageNet dataset) to transform input images from raw pixel representation to a higher-level feature
representation. We freeze the encoder’s parameters (weights and biases) and remove the last layer.
We resize the input image to . The output of the Inception V3 model is a
feature tensor, which we reshape to feature vectors. Each 2048 feature vector requires one
LSTM cell for future feature prediction. In other words, the encoded input frame ( ) is provided
with 64 LSTM cells (sharing the same weights ), each processing a 2048 features vector
(hidden state size) simultaneously. During a single optimization step, the model receives eight
current frames and predicts eight future frames. The next training step slides the model 8 frames
into the future. Hidden states of the LSTM are copied (i.e., stop gradient operation) to initialize the
LSTMs of future training steps (i.e., stateful LSTM). We use a 0.4 drop rate (recurrent dropout) on
the hidden states to prevent overfitting, which may easily occur due to the stateful LSTM nature of
the model and the dataset size. LSTMs’ hidden states are initialized to zero. Teacher forcing [130]
approach is utilized by concatenating the weighted encoded input image () with the encoded input
image () instead of concatenating it with its prediction from the previous time step (). Adam
optimizer is used with a learning rate of for the gradient descent algorithm. We do not use
data augmentations. The dataset is divided into four equal portions and simultaneously trained on

four Nvidia GTX 1080 GPUs.
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A.2 Relevant Work

This section presents a literature review of relevant works on event segmentation, and animal-
related computer vision works. A comprehensive review of predictive learning works is provided
in Chapter 2. We begin by introducing supervised approaches targeting event segmentation and
boundary detection in Appendix A.2.1, followed by a review of self-supervised event segmentation
approaches in Appendix A.2.2. We conclude by presenting animal-related computer vision works
and comparison of the Kagu video monitoring dataset to other animal datasets provided in different

formats (e.g., images, videos, features) in Appendix A.2.3 and Appendix A.2.4.

A.2.1 Fully Supervised Approaches

A.2.1.1 Supervised Temporal Event Segmentation

Supervised approaches use direct labeling (of frames) to segment videos into smaller
constituent events. Fully supervised models are heavily dependent on a vast amount of training
data to achieve good segmentation results. Different model variations and approaches have been
tested, such as using an encoder-decoder temporal convolutional network (ED-TCN) [135] or a
spatiotemporal CNN model [134]. To alleviate the need for expensive direct labeling, weakly
supervised approaches [23, 47, 105, 199] have emerged with an attempt to use metadata (such as
captions or narrations) to guide the training process without the need for explicit training labels [11,
154]. However, such metadata are not always available as part of the dataset, making weakly
supervised approaches inapplicable to most practical applications. UnweaveNet [185] introduces
the task unweaving, which defines each activity as a single thread and builds a thread bank to
segment and label parts of activities in an untrimmed video. UnweaveNet uses a supervised

transformer architecture to learn temporal dependencies between clips.
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A.2.1.2 Supervised Boundary Detection

Supervised boundary detection approaches use boundary labels as a supervised learning
signal for the model. For example, [134, 135, 145, 223, 225] use a binary classifier head on the
extracted features to classify the state of every frame (boundary/non-boundary). The undesirable
need for direct labeling gave rise to a family of approaches categorized as “weakly-supervised”
methods. Similar to event segmentation, weakly supervised approaches [47, 105] make use of
certain metadata, such as video narrations or temporal ordering of frames, to provide a learning

signal.

A.2.2 Self-Supervised Approaches

A.2.2.1 Self-Supervised Temporal Event Segmentation

Self-supervised event segmentation methods attempt to completely eliminate the need for
annotations [163, 222]. Many approaches rely heavily on higher-level features clustering of frames
to sub-activities [22, 256]. The performance of the clustering algorithms in unsupervised event
segmentation is proportional to the performance of the embedding/encoding model that transforms
frames into higher-level feature representations. Clustering algorithms can be computationally
expensive depending on the number of frames to be clustered. Recent work [1] uses a self-supervised
perceptual predictive model to detect event boundaries; we improve upon this model to include an
attention unit (other differences are discussed in Section 3.4.1.3), which helps the model focus on
the main event-causing object and allows for locating it in each frame. Other work [161] uses a self-
supervised perceptual prediction model that is refined over a significant amount of reinforcement
learning iterations. Recently, [225] proposed the use of context embedding differences before and
after the target frame to classify the state of each frame (boundary/non-boundary). Despite using a
backbone pretrained [80] on the same domain (Kinetics400), we still outperform [225] using our

online training approach.
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Recent work [2] has used the prediction loss, with the assistance of pretrained region
proposal networks (RPNs) and multi-layer LSTM units, to localize actions. We eliminate the need
for RPNs and multi-layer LSTM units by extracting Bahdanau [16] attention weights prior to the
LSTM prediction layer, which allows our model to localize objects of interest, even when stationary.
From our experiments, we found that the prediction loss attention tends to fade away as moving
objects become stationary, which makes its attention map more similar to results extracted from
background subtraction or optical flow. In contrast, our model successfully attends to moving and
stationary objects despite variations in environmental conditions, such as moving shadows and

lighting changes, as presented in the supplementary videos.

A.2.3 Computer Vision for Animals

Machine learning models, specifically deep learning approaches, have been rising in popu-
larity among ethologists. Recent models have targeted pose estimation [56, 283], tracking [160,
180, 197] and other tasks [33, 216]. However, most approaches rely heavily on full supervision
and manually annotated datasets. Similarly, a few works [9, 58, 87, 156, 248, 251, 257] have used
manual annotations to train deep learning architectures and facilitate behavioral analysis of animals.
In contrast to these approaches, we propose a stream learning model that learns and adapts to the

data in an online manner without the need for task-specific labels.

A.2.4 Animal Datasets

The field of animal video monitoring and analysis has recently started growing in popularity
in the vision community [76, 112, 140, 215, 227, 288, 289]. However, most works focus on
image-level species classification and, more recently, pose and keypoint estimation. The types of
annotations provided with datasets limit the available tasks to be tackled by researchers. As can
be seen from Table A.1, large-scale datasets targeting event localization are almost nonexistent

- limiting the research in the field of animal behavior analysis. The majority of datasets collect
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Table A.1: Review of wildlife datasets (Part 1). We provide a review of related datasets, types,
lengths, and number of classes.

Title Type Length Classes
Mouse Resident-Intruder [28] RGB Video 88 hrs. 13
Mouse Social Interaction [237] RGB Video - 3
RatSI [150] RGB Video 1.75 hrs. 8
Boxes on Bees and Pollen [173] RGB Video - 1
Conservation Drones [24] UAV TIR Videos - 2
Snapshot Serengeti [238] RGB Images - 48
Caltech Camera Traps [262] RGB Images - 21
Open Monkey [272] RGB Images -

Amur Tiger Re-id [139] RGB Images -

Whale Shark ID [102] RGB Images -
Caltech-UCSD Birds 200 [262] RGB Images - 200
NOAA Arctic Seals 2019 [171] Aerial Images - -
Seabirds W. Africa [116] Aerial GeoTIFF Image - 6
Animals with Attributes2 [269] Feature Rep. - 50
Livestock Behavior Patterns [201] Acceleration 12 days 2
Nest of the Kagu Continuous Video  252.8 hrs 5

animal images through camera traps, which are motion-activated. The collected images are then
manually filtered to remove false positives triggered by wind or lighting conditions (e.g., moving
clouds and falling leaves). The animals detected in camera trap datasets are then manually labeled
for classification (i.e., species [238, 263] or ID annotations [102, 139]), localization (i.e., bounding
box [102, 139, 171, 263], masks [263], point annotations [116]), or pose estimation [139, 272].
Video data of continuous monitoring of animal behavior in their natural habitat are hard
to find; very few annotated datasets [28, 150, 237] provide a collection of short videos captured
in a controlled environment with event/behavior labels. The scarcity of extensive wildlife video
datasets, targeting events and behavioral analysis, led to the collection and annotation of our dataset.
Our dataset features ten consecutive days (11 nights) of continuous monitoring of a Kagu nest.
We provide two types of annotations: bounding boxes for spatial segmentation and frame-level

event labels for temporal event segmentation. Both types of annotations are provided for the whole
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Table A.2: Review of wildlife datasets (Part 2). We provide a review of related datasets, amounts
and types of annotations, as well as the locations for each dataset

Title Labelled Frames Annotations Location
Mouse Resident-Intruder [28] 8M Action Controlled Env.
Mouse Social Interaction [237] 1M Behavior -

RatSI [150] 160K Action Controlled Env.
Boxes on Bees and Pollen [173] 5K B.Box -
Conservation Drones [24] 62K B.Box Southern Africa
Snapshot Serengeti [238] 322.7K Species Tanzania
Caltech Camera Traps [262] 243K B.Box Southwestern USA
Open Monkey [272] 195K Pose -

Amur Tiger Re-id [139] 9.5K B.Box / Pose / 92 IDs 10 China Zoos
Whale Shark ID [102] 7. 7K B.Box /1D Western Australia
Caltech-UCSD Birds 200 [262] 6K B.Box / Mask / Species -

NOAA Arctic Seals 2019 [171] 14K B.Box Alaska, USA
Seabirds W. Africa [116] 1 21K Point Annot. West Africa
Animals with Attributes2 [269] 37.3K Numeric attributes -
Livestock Behavior Patterns [201] - Activity Farmhouse
Nest of the Kagu 23M B.Box / Event New Caledonia

dataset (23 million frames). In addition to the dataset’s scale, length, and quantity of annotations,

our dataset is collected in the wild in a non-invasive manner.
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Appendix B: Multi-Layered Model

B.1 Implementation Details

We resize video frames to and use a 4-layer CNN autoencoder (only for
the first level) to project every frame to a single feature vector of dimension for temporal
processing. For predictive-based models (STREAMER and LSTM+AL), we sample frames at 2 fps,
whereas for clustering-based models, we use a higher sampling rate (5 fps) to reduce noise during
clustering. We use cosine similarity as the distance measure ( ) and use the Adam optimizer with
a constant learning rate of for training. We do not use batch normalization, regularization
(i.e., dropout, weight decay), learning rate schedule, or data augmentation during training. We
use transformer encoder architecture for functions and ; however, ablations show different
architectural choices. A window size of 50 inputs (timescale respective) is used to compute the
running average in Equation (4.5), and a new layer is added to the stack after layer  has
processed 50K inputs.

The official implementations of TW-FINCH and LSTM-AL are available on GitHub (TW-
FINCH, LSTM-AL). We use the provided code to run our comparisons. For LSTM-AL, the required
number of clusters for each video being clustered was set to !. For LSTM-AL, the order of peak
detection was set to  frames (sampled at 2 fps) to optimize the best results. Both offline and online
clustering versions of ABD had to be re-implemented based on the implementation details of the
paper. For offline clustering, the window size was set to 5, the order of non-max suppression to 10,

and the average number of actions to . For the online clustering variant, the window size was set

! is the total number of narrations in the ground truth for a given video plus one (for the background).
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Figure B.1: An illustration of the effect of inconsistent ground truth on the model’s evaluation
performance. In this segment of a video from EPIC-KITCHENS, the ground truth consists of the
same narration annotated thrice in succession (open bag ', still opening bag W, still opening bag
m). Although our model could correctly detect this narration to its entirety (the middle row ), its
IoU is low, thus affecting its overall evaluation score. Such inconsistencies and redundancies are
prevalent throughout the dataset.

STREAMERs I
output

Given a video snippet of an event (which we will refer to as a ‘query’), can the model

retrieve semantically similar video snippets from across the dataset? To determine this, we perform
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Figure B.2: Qualitative example of STREAMER hierarchical temporal segmentation. Given a
sequence of temporal perceptual inputs (e.g., video), our model learns to represent them at varying
levels of detail. This figure illustrates the predictions made by our model on a video from EPIC-
KITCHENS at three levels: the highest level (the top row in the bar chart) captures a high-level,
low-detail concept (seasoning vegetables M); the middle row captures events at relatively finer detail
(mixing vegetables ™ and adding salt ®); and the last row captures the events in much more granular
detail. Video available as supplementary.

event retrieval by representation: we first generate a representation for a random query which is
then compared with the representations of events from all the videos in the dataset. Based on an
appropriate similarity measure as required by the model, we select the top-few nearest matches and
qualitatively examine the result.

Figure B.3 shows an example of the top-three similar matches compared with ABD. Fig-
ure B.4 shows more examples of STREAMER’s event retrieval, displaying the best of the top three
matches. Distance in feature space is calculated by the cosine similarity for our method and the

Euclidean distance for ABD.
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Rank 3

Figure B.3: Qualitative top three results for event retrieval.. A comparison of top-three nearest
neighbors retrievals with ABD.

B.3 Retrieval Quantitative Analysis

In addition to the qualitative results, we perform more quantitative experiments on retrieval.
As described in the main text of this work, we use the large language model (LLM) GPT 3.5 to
create a dataset of event labels from EPIC-KITCHENS ranked by the semantic similarity. The
dataset contains 1K comparisons where each comparison comprises a ‘query’ narration and a set of
10 ‘key’ narrations, and each key is ranked by its similarity to the query according to the LLM. The
keys are ranked according to the distance of their representations in the feature space. The two rank

lists are compared based on (1) Mean Squared Error (MSE) and (2) the Levenshtein edit distance.
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Best match Best match

Figure B.4: Additional qualitative results for event retrieval. Random queries and the corresponding
best matches, chosen from a set of top-three candidates for each query on EPIC-KITCHENS.

Figure B.5 shows the prompt used to generate the dataset and Table B.2 shows some examples of

LLM similarity rankings in the created dataset.
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1]

prompt = f""

Given a list of phrase pairs, compute the semantic similarity between the
<+ phrases in each palr and rank 1n the continuocus range of 0 to 10 where
= 140 ig most simlar

The list 1 {queries

Just return a list of decimal numbers. No explanation.\n"""

Figure B.S: The LLM prompt used to generate the dataset for retrieval quality evaluation. We use
GPT 3.5 model in this work.

B.4 Relevant Datasets

STREAMER is a self-supervised architecture that relies on predictive learning for hierar-
chical segmentation. In our model, higher-order predictive layers receive sparser learning signals
than lower-order layers, because the first layer directly predicts frames, whereas higher layers only
receive events that cannot be predicted at lower levels. Short videos do not allow for higher order
predictions and learning long-term temporal dependencies. Therefore, training higher levels in the
hierarchy requires a large dataset (i.e., total number of hours) and longer videos (i.e., average video
duration) in order to model high-level events. These requirements constraint the choice of datasets
on which we can run and evaluate STREAMER.

Based on our review of available datasets for both egocentric and exocentric settings, as
shown in the Table B.1, many of the available datasets, typically used in event segmentation, do not
provide long enough videos. MovieNet and NewsNet are two large datasets with long videos but
have not yet been released to the public. In addition, MovieNet does not contain action segments; it
contains coarse scene segments. The only available options to train and evaluate STREAMER s

large-scale egocentric datasets, where the available datasets provide large enough scale (i.e., total
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number of hours) with a long average duration per video for streaming and high-order temporal

prediction.

Table B.1: Review of available streaming vision datasets. The table shows various egocentric and
exocentric datasets with total hours of recording and average duration statistics. Not released as of
this writing.

‘ Dataset Total Hours Avg. Duration (min) Large Datasets Long Videos
-2 | Ego4D 3670 23
£ | EPIC 55 55 10.5
g | EPIC 100 100 8.5
M | GTEA 0.58 1.23
Breakfast Action 77 2.3
YouTube Instructional 5 2
-2 | Hollywood Extended 3.7 0.23
£ | 50 Salads 4.5 4.8
§ FineGym 708 0.91
K | ActivityNet Captions 849 2.5
MovieNet 2174 117
NewsNet 946 57

B.5 Glossaries

» Contextualized inference refers to the ability of the model to predict a future event by using

contextual representations at various levels of the event hierarchy.

» Contextualized optimization refers to the ability of a layer to optimize the representations of

other layers through its own prediction loss.

* An Event is defined as “a segment in time that is perceived by an observer to have a beginning

and an end” [281]

* An Event model, in cognitive psychology literature, is defined as ‘““a representation of what
is happening now, which is robust to transient variability in the sensory input” [281]; in this

work, we use ‘event model’ and ‘representation’ interchangeably.
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» Event demarcation and event segmentation: Event demarcation is the process of detecting
event boundaries by using the prediction loss, whereas event segmentation is the task of
segmenting videos (or sensory inputs) into meaningful events. In other words, event segmen-
tation is the goal, and event demarcation is one way to achieve it: event segmentation could

be performed in other ways, such as labeling each frame in a supervised framework.

* Predictive learning refers to the brain’s ability to generate predictions about future events

based on past experiences.

* A segmentation boundary is the end of an event and the beginning of the next, marking an

event transition.

170



Table B.2: Examples of similarity values of key and query events. This table shows some exam-
ples of the similarity of narrations of ‘key events’ to a ‘query event’ as determined by GPT 3.5
(text-davinci-003). A 1 scoring means most similar, and a 0 least.

Query \ Keys
open stop pro- open enter open pick up open clean move put put
bottle cessor freezer  kitchen  door bowl fridge kitchen  cheese down down
counter sausage  pan
0.25 0.8 0.5 0.7 0.4 0.85 0.45 0.3 0.45 0.4
open pick up check still shake rinse pot pickup  close take out still pick up
drawer | stone chicken cleaning off cour- dish- pasta scoop some-
chop- gette washer the kiwi  thing
ping
board
0.75 0.55 0.65 0.65 0.7 0.8 0.7 0.85 0.65 0.8
wash wash put rinse pan put away washlid grabbag getkettle pour stir cour- pick up
two knife down spoon olive oil gette forks
leaves pepper in pan
0.75 0.45 0.85 0.65 0.95 0.35 0.45 0.75 0.65 0.55
wash open jar  open pick up pick up pour rinse lay close open
wash pot . o . .
pan cup- mug aubergine milk into cloth aubergine fridge cup-
board cereal boards
bowl
0.85 0.65 0.75 0.8 0.85 0.9 0.85 0.8 0.75 0.75
pickup | turn off put cut stir pick up stir place grab open pour
bowl tap down tomato onion bowl chicken pan salt con- cup- milk into
salt tainer board glass
0.75 0.55 0.45 0.65 1.0 0.7 0.6 0.65 0.5 0.65
get chop- | move open rinse check oil pour de- rinse check put wash select
ping chair washing  hands tergent hands tempera- bread chop- schedule
board machine ture onto tray ping
door board
with
sponge
0.25 0.5 0.8 0.3 0.5 0.8 0.6 0.7 0.9 0.4
turn on clean still rins- put put fork put lid put lid rinse wipe move
put pot tap cooker ing spat- colander inbowl on pot on sun- hands down mouse
ula on pot dried counter
toma-
toes
0.75 0.45 0.55 0.85 0.65 0.95 0.45 0.55 0.65 0.45
open take box pick up close rinse close scrape lift plate ~ wash get plas- check
drawer jar drawer mug hob tomato knife tic trash timer
cover bag
0.75 0.85 0.95 0.65 0.75 0.65 0.75 0.85 0.65 0.85
close jug shake pick up take nap- get still pick up closetap getchop- put put
coffee plate kin weigh-  taking lid ping down down
maker ing skin off board spoon bowl
meat
with
knife
0.25 0.5 0.5 0.25 0.05 0.75 0.9 0.5 0.75 0.75
wash wash put put throw turn on rinse mix nuts dry place open tap
bowl coffee down down de- away tap chop- with oats  hands sponge
pot knife tergent onion ping away
skin block
0.95 0.65 0.85 0.45 0.95 0.85 0.65 0.95 0.85 0.95
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Appendix C: Predictive Attractor Models

C.1 Implementation Details

In this section we describe the implementation details and hyperparameters of each method.

For each model, we optimize a single set of hyperparameters for all the experiments.

C.1.1 Predictive Attractor Models

The neurons in both, transition and emission, functions are fully connected. We do not
assume any of the weight matrices are symmetric. All synaptic weights are initialized by sampling
from a normal distribution with a mean of 0.0 and a standard deviation of 0.1. All  values in
Equations 5.6 & 5.7 are set to . is set to , while  is set to to avoid forgetting
previous possibilities when learning new transitions; PAM learns a union of possibilities. The
threshold for the function is set as a function of the SDR sparsity. For the transition function, we
use a threshold of , where  is the active number of bits in the latent state ( ) SDR. For
the emission function, we use a threshold of , where is the active number of bits in the
observation state () SDR. During offline generation we sample an initial from with
active neurons. During generation, we set the maximum number of attractor iterations to 100, but
stop iterating when the energy of the state converges to a local minimum. During sequence learning,
we update and iteratively until the transition is learned, before learning the next transition.
This iterative weight update makes the model insensitive to the hyperparameter values . Both
and are always clamped in the range . The states  are flattened into a single dimension
before applying the learning rule in Equation 5.6. Binary representations (i.e., 0, 1 ) are used as

inputs.
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C.1.2 Temporal Predictive Coding

For the tPC architecture, we use learning rate of 1e-4 for 800 learning iterations. When a
2-layer tPC model is used, the inference learning rate is set to le-2 for 400 inference iterations.
Also, the hidden size is set to twice the input size. We found that these parameters work best for all
of the experiments and allow the model to fully converge. Bipolar representations (i.e., -1, 1 ) are

used as inputs.

C.1.3 Asymmetric Hopfield Network

The Hopfield model does not require hyperparameters other than the ablated separation

function. In many experiments, we use a polynomial separation function with degree set to 1 or 2.

Bipolar representations (i.e., -1, 1 ) are used as inputs.

C.2 Notations

The notations used in our paper is summarized in Table C.1.

C.3 Theorems and Derivations

C.3.1 Variational Free Energy

C.3.1.1 Predictive Coding

Consider a hierarchical generative model with hidden states , Where denotes
the level in the hierarchy. The conditional probability is assumed to be a multivari-
ate Gaussian distribution with its mean calculated as a function of the higher-level hidden
representation and covariance  as shown in equation C.1.
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Table C.1: Table of notations for PAM. The table shows the symbols used in the main paper and a
description of each.

Symbol

Description

Learnable transition weight matrix

Learnable emission weight matrix

Observation at time

Noisy observation at time during recall

Posterior Latent state after observing  (i.e., single possibility)
Prior Latent state before observing  (i.e., multiple possibilities)
Predicted latent logits at time (i.e., ) before applying threshold
Threshold function: or

Hebbian learning strength for adjusting the synaptic weights
Projection operator adds context to a 1d observation state
Projection operator removes context from a 2d latent state
Function for computing the indices of active bits in an SDR

Random permutation function

Input size of a pattern

Number of neurons per minicolumn for context encoding

Number of active bits in a Sparse Distributed Representation (SDR)
Sparsity of SDR, calculated as

Number of patterns in one sequence (i.e., sequence length)

Degree of polynomial in Hopfield separation function

Number of Layers used in temporal Predictive Coding (tPC)
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N (C.1)

The goal is to calculate the posterior of hidden states given an observation , formally
. Since the prediction function contains a non-linear activation, we cannot analyti-

cally compute the posterior and we have to approximate it with a surrogate posterior (i.e.,
by maximizing the Evidence Lower Bound (ELBO). We apply the mean field approximation to
factorize this joint posterior probability into conditionally independent posteriors , and
apply the Laplace approximation to use Gaussian forms for the approximate distribution [61, 65,
212]. Through these approximations, we can maximize the ELBO, or equivalently minimize the

Variational Free Energy, in equation C.2.

- _— (C.2)

Variational Free Energy Accuracy

The variational free energy can be reduced to minimizing the negative log-likelihood
(Accuracy term), which is simply the prediction error when the likelihood is assumed to take a
Gaussian Form. Therefore, minimizing the prediction error reduces to the sum of the squared

prediction error of every neuron.
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Derivation 1. Variational Free Energy derivation for the predictive coding objective function in
equation C.2. We approximate the true posterior with a surrogate posterior . The

objective is to minimize the reverse KL divergence

(KL Divergence definition)

(Bayes Theorem)

(Linearity of expectations)

Variational Free Energy

(Evidence does not depend on )

To minimize the KL divergence, we can minimize the Variational Free energy instead because the

Evidence term ( ) is constant negative term. The Variational Free Energy can be further

simplified as follows:

_ ——  (Linearity of Expectations)

—_— (KL Divergence definition)

Variational Free Energy Error

We arrive at equation C.2. Minimizing the error term (i.e., negative log-likelihood) is equivalent to

minimizing the Sum of Squared Error (SSE) when a Gaussian form is assumed for the likelihood
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Derivation 2. Variational Free Energy derivation for a State Space Model (SSM) in equation 5.2.
Latent states are denoted with , whereas observations are denoted with . We assume non-
linear transition and emission function (i.e., and ), therefore a variational approximation is
needed to approximate the true posterior _ with a surrogate posterior . Asin
derivation 1, the goal is to minimize the divergence between the true posterior and the approxi-

mate posterior (i.e., _ ). Note that, for notation brevity,

(KL Divergence definition)

(Bayes Theorem)

(Conditional Independence)

Variational Free Energy

(Linearity of expectations)

We can minimize the Variational Free Energy term which reduces to log-likelihood of two prediction

error terms and the negative entropy of the approximate posterior as shown below.
Latent State Error Observation Error entropy H
Minimizing the Variational Free Energy above forces to better approximate the true posterior.
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C.3.2 Gaussian Mixture Model and Hopfield Recall

Derivation 3. We derive theorem 1 which states that the maximization of the log-likelihood of
in the form of a Gaussian Mixture Model is equivalent to the recall function in Hopfield
networks (i.e., eqn 2.1), where the means of the GMM (i.e., ) represents the attractors of a

Hopfield model. To maximize the log-likelihood, we compute its partial derivative with respect to

— — N
— N
N
N
N
N
N
N
N

By setting the partial derivative of the log-likelihood to , we can estimate the value of  which

maximizes the function

Finally, we can rearrange the equation in terms of —and show that it is equivalent to the
Hopfield recall function where the recall value equals a weighted average of the attractors (i.e.,

means of GMM ), with the weights being a similarity score function.
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Figure C.1: Empirical validation of the expected loU theorem. Results show that the analytical
formula for calculating the Expected IoU matches with empirical calculations.

Theorem 2. Consider two SDRs with sparsity defined as random variables p ~ U(0,1) and

q ~ U(0, 1), the expected Jaccard Index (i.e., IoU) of the two random SDRs follows:

g
p+q—pq
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C.3.3.1 Proof

Given the sparsity random variables of both SDRs (i.e., and ) and the SDR size , the
number of active bits at the same location in both SDRs is equal to the joint probability of both SDRs
being active multiplied by the SDR size (i.e., ). The union of both SDRs is the total number

of active bits minus the active bits in both SDRs, which is equal to . Therefore, the

expected intersection over union is

C.3.3.2 Empirical Validation

We perform empirical validation of the above theorem as shown in figure C.1. The sparsity
of the first SDR is fixed at 0.1 and 0.5. We vary the sparsity of the second SDR between 0.0 and
1.0 in steps of 0.1 and calculate the average loU over a population of 1000 pairs of SDR for every

setting. Empirical results agree with the derived formulation in theorem 2.

C.4 Datasets Details

C.4.1 Synthetic Datasets

For synthetic experiments, we generate SDRs with the specified size and uniformly
initialized active bits  to match the required sparsity . In many of the experiments,  is set to
100 with 5 active bits, unless otherwise specified. For Hopfield experiments, we set the sparsity to

50% to improve its performance.
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C.4.2 Protein Sequences

We use the dataset ProteinNet 7 [10] to extract protein sequences. Each sequence consists
of a chain of Amino Acids. In the dataset there are only 20 different types of Amino Acids (i.e.,
vocabulary) creating long protein sequences with hundreds of Amino Acids. The dataset is reported
in the fasta format, where each Amino Acid is represented with a single-letter code. We create a
dictionary mapping from the Amino Acid types to random SDRs with and to
train the models. When choosing the sequences, we ensure that the starting Amino Acid is unique
for all the dataset sequences to avoid ambiguous predictions in the continual learning evaluation. A

sample of the protein sequence is provided in Figure C.2.

MGAAASIQTTVNTLSERISSKI EQEANASAQTKCDIEIGNFYIRQNHGCN
LTVKNMCSADADAQLDAVLSAATETYSGLTPEQKAY VPAMFTAALNIQTS
VNTVVRDFENY VKQTCNSSAVVDNKLKIQNVIIDECY GAPGSPTNLEFIN
TGSSKGNCAIKALMQLTTKATTQIAPKQVAGTGVQFYMIVIGVIILAALF
MYYAKRMLFTSTNDKIKLILANKENVHWTTYMDTEFRTSPMVIATTDMOQN

Figure C.2: Sample protein sequence from ProteinNet 7. Each letter represents an Amino Acid
type based on the FASTA format.

C.4.3 Text Dataset

To evaluate the generative ability of PAM, we use a dataset of most frequently used English
words. For preprocessing, we extract one hundred 4-letter words from the dataset and create a
mapping dictionary from all the unique letters in the dataset to random SDRs with and
(except for AHN; ). The dataset contains many words with ambiguous future

possibilities. The selected words are provided in Figure C.3.
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that with they have this from word what some were
when your said each time will many then them like
long make look more come most over know than call
down side been find work part take made live back
only year came show good give name very just form
help line turn much mean move same tell does want
well also play home read hand port even land here
must high such went kind need near self head page
grow food four keep last city tree farm hard draw

left late real life open seem next walk ease both

Figure C.3: The text dataset used in PAM. The dataset contains the 100 most frequently used
words.

C.4.4 Vision Datasets

In our experiment, we evaluate on sequences extracted from Moving MNIST [236] and
CLEVRER [273] as well as synthetically generated sequences of CIFAR [124] images. In order to
convert images to SDRs and SDRs back to images while encoding semantics into the SDRs, we
design an SDR AutoEncoder. The goal is to force the bottleneck representation of the autoencoder
to become a sparse binary representation, where two visually similar images would result in two
SDRs with high overlap of active neurons. We simply design a CNN autoencoder with 3-layer
CNN encoder and 3-layer CNN decoder, and apply top K binarization operation on the bottleneck
embedding during training. The full architecture of the SDR autoencoder is shown in Figure C.4.

In practice, we use a weighted average of the SDR and Dense representation to allow
gradients of the reconstruction loss to freely propagate into the encoder. The weight of the SDR
(i.e., ) 1is gradually and linearly increased (from 0.0 to 1.0) with the number of training epochs.
This gradual increase in fundamental to the training of the SDR Autoencoder as it smooths the loss

landscape and allows the model to distribute the active bits on the full SDR. The total mse loss
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Figure C.4: Overview of the SDR autoencoder architecture. The model consists of a CNN
autoencoder and a Top-K binarization operation.

becomes L., + L,....- We use Adam optimizer with a learning rate of 1 x 10~*. For Moving
MNIST we use a bottleneck embedding (i.e., N.) of size 100 with 5 active bits, whereas for more
complex datasets (i.e., CLEVRER, CIFAR), we use an SDR of size 200 with 10 active bits. We
show examples of the autoencoder reconstruction with full binary SDR (i.e., & = 1) for all three

datasets in Figure C.5.
C.5 Experiments
In this section we describe the setup of each figure in the main paper and provide additional

quantitative and qualitative results for each task. All experiments are run for 10 different seeds/trials.

We report the mean and standard deviation in all the figures and tables.
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Moving MNIST CLEVRER CIFAR

Image Reconstruction Image Reconstruction Image Reconstruction

3 3
7 7

Figure C.5: Examples of autoencoder reconstructions from SDRs for three vision datasets. Results
demonstrate the ability of SDRs to store visual information and reconstruct them. Similarity between
frames is encoded as bit overlap in the SDRs.

C.5.1 Sequence Capacity

In Figure 5.3 A, we plot the maximum offline sequence length (i.e., sequence capacity, T5.az)
at different input sizes. The input size N, is varied from 10 to 100 while the number of active bits
W is fixed to 5. We compare variants of our model with [V, set to 4 and 8 to temporal predictive
coding (tPC) and Asymmetric Hopfield Network (AHN). We observe that AHN completely fails as

the sparsity S of the pattern decreases, therefore we also compare to AHN with the sparsity set to
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50% (i.e., ). For AHN models, we experiment with a polynomial exponential function
with degree and , as recently proposed [30] and used for evaluation in recent papers [241]. All
models in this experiment are set to recall/generate in an offline manner, where only the first input is
provided. PAM outperforms all other methods and has the potential to improve further by expanding
the context neurons . The patterns in this experiment are uncorrelated such that each pattern has
active bits uniformly initialized.

In Figure 5.3 B, we plot the effect of sequence correlation on the maximum offline capacity.
The higher the correlation value, the more exact repetitions of patterns are available in the sequence.
We enforce correlation by limiting the number of unique patterns (i.e., vocab) used to create the
sequence. All patterns in this experiment are set to a size of and (except for AHN
which is set at ). Results show that the capacity of all other methods sharply drops when
correlation is introduced. PAM retains most of its original capacity.

In Figure 5.3 E & F, we provide a qualitative example of a short sequence ( ) with
high correlation (). The sequence is learned by all the methods, then we perform offline (E) and
online (F) recall on the sequence. We use the SDR autoencoder to create SDRs from these CIFAR
images for training and recall. The SDRs have a size ~ of 200 and . In the offline recall,
only the first input is provided and the model auto-regressively generates the full sequence using its
own predictions at every time step. In online recall, the models perform a single step prediction and
always uses the groundtruth input at every time step to perform predictions. Results show that only
PAM can retain a context of correlated sequence and accurately predicts into the future based on
this context.

In Figure C.6 A, we show the effect of scaling the model context memory beyond a simple

and . We show that when using and , PAM can model much
longer sequences. We vary the input size ~ from 10 to 50 and report the offline sequence capacity
of the model as ablations.

In Figure C.6 B, we report the sequence capacity with input size , similar to the experiment

plotted in Figure 5.3 A. However, this experiment evaluates the online generation capacity, where the
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Figure C.6: Additional sequence capacity experiments. A: scaling of the offline sequence capacity
with context memory size N and input size V.. B: Online sequence capacity of various methods.

model uses the correct pattern at every prediction time step instead of using its own prediction from
the previous time step. Results show that PAM significantly increased in capacity (three times in
some cases), whereas the other methods have not increased as much in modeling longer sequences.

In Figure C.7, we provide additional qualitative example on a different highly correlated

sequence. The result shows a different failure mode for AHN, whereas PAM still performs well.

C.5.2 Catastrophic Forgetting

In Figure 5.4 A, we benchmark the performance of difference models in the challenging
continual learning setup. The models are expected to avoid catastrophic forgetting by not overwriting
previously learned sequences. In this experiment, we use 50 sequences, each with size N. = 100
and length T" = 10. We vary the correlation of the sequences from 0.0 to 0.5 and compute the

backward transfer metric with the normalized IoU as the measure of similarity. Results show that
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Figure C.7: Additional qualitative example of correlated sequential memory with CIFAR images.

AHN can avoid catastrophic forgetting when the sequence are uncorrelated, but quickly drops in
performance with correlation. tPC fails in retaining learned sequences regardless of correlation.
PAM performs well with more context neurons Ni.. When setting N;. to 1, the model fails to retain
its knowledge due to the decreased context modeling capability with a single context neuron.

In Figure 5.4 B, we report the performance of the models on protein sequences. This is a
more challenging setup due to the long sequence (few hundreds on average) with high correlation
(only 20 unique Amino Acids). We show a similar trend, where the other methods fail due to
high correlation or sequence lengths. PAM outperforms the other methods when using context
memory N of 16 or 24. All Amino Acids types are converted to fixed and randomly initialized
SDRs with N, = 100. The sparsity is set similar to sequence capacity experiments (i.e., W = 5 and
W =0.5N,).

In Figure 5.4 F, we provide qualitative results on a simple experiment with 2 sequences from
moving MNIST. The models learn the first sequence then learn the second sequence. The models
are not allowed to train on the first sequence after they have trained on the second sequence. We
then perform online generation on the first sequence with all models. We use the SDR autoencoder

to generate SDRs for all images in the sequences, the SDRs have N, = 100 with W = 5 (for all
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methods except AHN). The results show that PAM can recall the full sequence even after being
trained on another sequence. Other methods fail in this simple task even in online recall setup.
In Figure C.8, we provide continual learning results similar to Figures 5.4 A & B; however,

instead of offline generation, we perform the evaluation in onine manner.

—o— PAM N, =1 —o— PAM N, =8 —o— PAM N =24 AHN d=1, W=0.5N.
PAM N, =4 —e— PAM N, =16 —e— tPC —e— AHN d=2, W=0.5N,
Backward Transfer Vs. Correlation Backward Transfer Vs. Protein Sequences
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Figure C.8: Catastrophic forgetting experiments for online generation. Results are shown on
synthetic dataset of SDR sequences with different correlations and on protein sequences.

In Figure C.9, we provide additional qualitative results on Moving MNIST, as well as
quantitative results averaged over 10 trials of MNIST sequence pairs. These quantiative results are
reported as the Mean Squared Error of the reconstructed image. Results show that PAM reports the
lowest error with a much smaller variance.

In Table C.2, Table C.3, Table C.4, & Table C.5, we report detailed catastrophic forgetting
results. The Backward Transfer metric (BWT) to evaluate catastrophic forgetting is computed by
taking the average of the performance on previously learned sequences after training on a new

sequence. In addition to plotting this average in previous experiments, we provide the full tables
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Figure C.9: Additional qualitative and quantitative results on Moving-MNIST. Qualitative catas-
trophic forgetting visualization on Moving-MNIST and quantitative results on the reconstruction

error of 10 Moving-MNIST random examples

for one of experiment as an example. All tables show results on 10 sequences and N. = 100. The

BWT metric is calculated as the average of the similarity metric reported in these tables.

Table C.2: Catastophic forgetting experiment results on 10 sequences for PAM with N, = 1. The
table shows the mean normalized IoU and standard deviation of previous learned sequences after
training on new sequences. The Backward Transfer metric is the average of all the shown numbers.
Results are averaged over 10 trials.

Tast
Train

1

bl

3

Sequence [0
WO =] O LA b L kD e

(=]

0.692 + 0.220
0.654 + 0.252
0.581 £ 0.200
0.634 + 0.236
0.617 £ 0.224
0.660 + (.24
0.631 £ 0.231
0.700 + 0.237
0.659 + 0.235

0586 £ 0314
06190411
(L553 £ 0348
0501 £0.322
(0545 £ 0.343
0657 £ 0317
0531 £ 0357
0488 £ 0317

0.759 £ 0.229
0.EI7T £ 0.200
0.695 + 0.289
0.706 + 0.265
0.693 + 0.292
0723 £ 0.294
0.602 + 0.326

0EZ3 £ 0215
0546 £ 0329
(0.490 £ 0.239
0577 £0.236
0645 £ 0286
(0.498 £ 0.260

0.637 £ 0.299
0.604 + 0.325
0.633 + 0.300
0.584 £ 0.277
0.532 £ 0.248

0.7l6 £0.293
0571 £0.297
0605 £ 0284
0630 £ 0257

0.748 + 0.268 - -
0613 £ 0265 0.539 20267 -
0.664 £ 0377 066020330 0575 £0313
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Table C.3: Catastophic forgetting experiment results on 10 sequences for PAM with . The
table shows the mean normalized IoU and standard deviation of previous learned sequences after
training on new sequences. The Backward Transfer metric is the average of all the shown numbers.
Results are averaged over 10 trials.

Test Sequence ID
Train 1 2 3 4 5 6 7 8 9 10

1.000 + 0.000 -

1.000 £ 0.000  1.000 + 0.000 -
1.000 £ 0.000 1.000 = 0.000 1.000 + 0.000 - - - - - - -
1.000 £ 0.000 1.000 +0.000 1.000 + 0.000 1.000 * 0.000 - - - - - -
1.000 £0.000 1.000 +0.000 1.000 +0.000 1.000 £ 0.000 1.000 + 0.000 - - - - -
1.000 £ 0.000 1.000 £ 0.000 1.000 +0.000 1.000 +0.000 1.000 £ 0.000 1.000 * 0.000 - - - -
1.000 £ 0.000  1.000 +0.000 1.000 +0.000 1.000 +0.000 1.000 +0.000 1.000 £ 0.000 1.000 + 0.000 - - -
1.000 + 0.000 1.000 +0.000 1.000 +0.000 1.000 +0.000 1.000 +0.000 1.000+0.000 1.000+0.000 1.000 + 0.000 - -
1.000 £ 0.000 1.000 +0.000 1.000 +0.000 1.000 +0.000 1.000 +0.000 1.000 +0.000 1.000+0.000 1.000+0.000 1.000+0.000 -

Sequence ID
O 00NN B W=

>

Table C.4: Catastophic forgetting experiment results on 10 sequences for tPC. The table shows
the mean normalized IoU and standard deviation of previous learned sequences after training on
new sequences. The Backward Transfer metric is the average of all the shown numbers. Results are
averaged over 10 trials.

Test Sequence ID
Train 1 2 3 4 5 6 7 8 9 10

0.452 +0.230 - - - - - - - - -
0.180 £0.135 0.360 +0.270 - - - - - - - -
0.148 £0.102  0.326 +0.257 0.462 £+ 0.311 - - - - - - -
0.095+£0.047 0.148£0.040 0.253 +0.166 0.393 +0.339 - - - - - -
0.055+£0.038 0.102+0.052 0.213£0.245 0.211+£0.199 0.344 £ 0.256 - - - - -
0.068 £0.037 0.062+0.050 0.102 +0.067 0.103 +£0.087 0.215+0.197 0.383 +0.189 - - - -
0.038 £0.035 0.041 £0.045 0.052+0.034 0.080+0.074 0.073£0.062 0.232+0.138 0.461 £0.326 - - -
0.021£0.022 0.032+0.022 0.056 £0.042 0.057 £0.027 0.079 £0.086 0.170+0.129 0.290 £0.159 0.284 +0.169 - -
0.016 £0.019 0.023 £0.028 0.039 +0.028 0.032+0.039 0.058 £0.058 0.133+0.059 0.187 +0.134 0.288 £0.302 0.261 +0.237 -

Sequence ID
N=le R R e Y R e S

—_
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Table C.5: Catastophic forgetting experiment results on 10 sequences for AHN with and

. The table shows the mean normalized IoU and standard deviation of previous learned
sequences after training on new sequences. The Backward Transfer metric is the average of all the
shown numbers. Results are averaged over 10 trials.

Test Sequence ID
Train 1 2 3 4 5 6 7 8 9 10

0.689 £ 0.192 - - - - - - - - -
0.689 £0.192 0.595 +0.334 - - - - - - - -
0.689 £0.192 0.595+0.334 0.765 +0.238 - - - - - - -
0.689 £0.192 0.595+0.334 0.765 +0.238 0.780 + 0.226 - - - - - -
0.689 £0.192 0.595+0.334 0.765 +0.238 0.780 £0.226 0.692 + 0.268 -

0.689 £0.192 0.595+0.334 0.765+0.238 0.780+0.226 0.692 +0.268 0.667 + 0.226 -
0.689£0.192 0.595+0.334 0.765+0.238 0.780+0.226 0.692 +0.268 0.667 +0.226 0.734 +0.267 - - -
0.689 £0.192 0.595+0.334 0.765+0.238 0.780+0.226 0.692 +0.268 0.667 +0.226 0.734 £0.267 0.558 +0.257 - -
0.689£0.192 0.595+0.334 0.765+0.238 0.780+0.226 0.692+0.268 0.667 +0.226 0.734£0.267 0.558 £0.257 0.659 £0.293 -

Sequence ID
O 00NN N AW —

S
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C.5.3 Multiple Possibilities Generation

In this task, we evaluate the models’ ability to generate meaningful sequences and recall the
full dataset despite presented with multiple valid possibilities. Ideally, the models are expected to
sample a single possibility if trained on sequences with ambiguous future continuations (equally
valid possibilities). This is a challenging task for most biologically plausible (e.g., tPC, AHN, etc.)
and implausible (e.g., transformers, RNNs, etc) models. Most approaches assume the existence of
a full set of possibilities and transform the task from regression to classification (e.g., LLM). For
vision tasks, some methods (VQ-VAE and its variants) cluster the dense representations to create
this set of possibilities and perform classification. We do not assume the existence of a full set of
possibilities, but instead perform a true generative evaluation as a regression task.

In Figure 5.4 C, we compute the average normalized IoU of the generated words. The models
ability to generate a full sequence with high IoU means it can produce sharp single predictions
despite being trained on multiple equally valid future predictions. As the number of words increase,
the performance of other models decrease as they struggle to model ambiguous future predictions;
however, PAM outperforms the other approaches by sampling from these possibilities.

In Figure 5.4 D, we evaluate the ability of the models to recall the dataset words. We
compute the recall as the number of valid unique words generated divided by the total number of
words in the dataset. Since PAM is a generative stochastic model, the recall increases with every
generation. The other methods are deterministic, therefore do not report an increase in dataset recall
with more generations. The other methods completely fail in generating any meaningful words. We
use an average IoU threshold of 0.9 to classify a generated word as correct, similar to sequence
capacity experiments.

In Figure C.10, we provide qualitative results by showing the unique generated words by
different models after 5 dataset generations. PAM generates some of the dataset words, but

also generates many wrong words. By increasing the context memory neurons to , the model
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generates many more correct words and reduces the false positives. The other methods cannot

generate meaningful words.

part - call - live - side - both - play - from - move - open - city - left - over - name - form - were - port - more - make - came - hard
- most - take - line - some - life - self - like - made - same - near - than - many - late - land - does - this - down - will - farm - hand

Full - turn - work - very - then - been - tell - year - good - must - draw - show - when - said - also - grow - last - know - them - only -
Dataset read - want - with - what - back - just - such - need - ease - keep - well - tree - look - head - kind - give - page - even - food -
home - four - they - long - here - time - that - much - come - have - seem - next - mean - your - walk - went - help - word - find -
each - real - high

- next - Bany - BVBE - page - keep - word - came - open - read - kind - went - some - late - seem - tell - City - turn - more -

will - - move - grow - Were - here - Keee - hear - draw - mean - tree - left - real - such - does - - hand - four - very -

PAM-4 much - come - back - head - |00 - lina - show - with - most - land - from - fiiga - port - Ward - food - - good - even - ease -
your - only - play - both - name - walk - what - - BT - give - down - year - find - life - want - home - farm - just - form - @léd
- call - meed - must - hard - alei - each - high - - been

name - most - when - turn - more - Will - from - land - hext - move - side - grow - port - walk - §Vaf - Were - what - here - Jook -
give - near - year - food - find - life - mean - draw - want - page - line - home - farm - just - keep - tree - word - left - came - real -
PAM-8 have - call - open - form - good - such - time - help - does - kind - went - even - must - ease - hard - four - hand - also - some -
very - high - your - play - come - back - late - both - seem - tell - head - well - city - been - show - with

PC hbaa - 0aaa - naaa - keaa - laaa - gaaa - thaa - eaaa - mbaa - caaa - raaa - saaa - paaa - veaa - faaa - jaaa - yaaa - waaa -

AHN | 0@@a - dcaa - naaa - keaa - laaa - maaa - eaaa - raaa - caaa - saaa - yeaa - paaa - veaa - faaa - haaa - taaa - juca - gcaa -
waaa - aaaa - baaa

Figure C.10: Qualitative results showing the generated words from PAM, tPC [241] and AHN [30].
Words highlighted in green are available in the dataset (i.e., True positives). Words highlighted in
red are not available in the dataset (i.e., False positives).

C.5.4 Noise Robustness

In Figure 5.3 C, we evaluate noise robustness by plotting each model’s performance (Nor-
malized IoU) with varying levels of noise added in an online generation setting. The noisy inputs are
created by changing a percentage of the active neurons to different uniformly chosen neurons in the
SDR. The noise is computed as a percentage for a fair comparison across different SDR sparsities
(e.g., tPC vs. AHN). We show the results for sequences of lengths and no correlation.
PAM has the ability to compare the noisy input representation to the learned attractors to recover
the correct clean input. Therefore, even when the SDR is completely changed, PAM relies on its
predictions and completely ignores the noisy input. During generation, PAM always generates (or
corrects a noisy input) from within the predicted set of possibilities. The other approaches use the

noisy inputs during recall which affects their performance.
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In Figure 5.4 E, we provide qualitative results on the CLEVRER dataset. The memories
sequence is learned by all the models, then a noisy sequence is used during generation. We only
add noise starting from the second pattern in the input sequence. The results show tPC models
performing relatively well, yet still outperformed by PAM . We set in the SDR
autoencoder to learn the SDRs used in this experiment. We use 40% noise in this experiment.

In Figure C.11, we perform additional experiments on varying the sequence lengths and
the correlation in the sequence, all the other settings remain the same as in the experiment of
Figure 5.3 C. The results show that with shorter sequences ( ), no noise and no correlation,
all the models recall the learned sequence well. When higher correlation is used, 2-layered tPC
performs relatively well with short sequences (i.e., ), but fails with longer sequences (i.e.,

). The hopfield model fails more with correlation than sequence length. The added noise
affects all reported methods except for PAM, due to its ability to rely on its predictions and attractors
to clean the noisy signal.

In Figure C.12, we provide an additional qualitative example with similar trend to Fig-
ure 5.4 E. We also provide quantitative results of CLEVRER averaged over 10 experiments. The
mean squared error of the generated sequence for multiple models at different noise levels is

reported. It is clear that PAM outperforms all methods, and a 2-layered tPC is the second best.

C.5.5 Efficiency

In Figure 5.3 D, we compare the efficiency of the models and show that PAM is at least two
order of magnitude more efficient than tPC with 2 layers. A single layer tPC is almost equivalent to
PAM with high context memory of . AHN is highly efficient as the model is not usually

trained, but the recall equation is used instead. Therefore, we exclude AHN from the comparison.
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Figure C.11: The effect of noise on online generation with varying sequence lengths and sequence
correlations.

C.6 Sparse Distributed Representations

The neocortex stores and represents information using sparse activity patterns, as demon-
strated by empirical evidence [6]. Inspired by HTM [83] and neuroscience-based theories of cortical
function, we use Sparse Distributed Representations (SDRs) as the main representation format of
PAM. An SDR is a sparse binary representation of a cell assembly where only a small fraction of
the neurons in the SDR are active at any time. The location of these active neurons encodes the
information that is represented by this SDR. In this section we describe some useful properties of

SDRs and discuss their robustness to noise as opposed to dense representations.
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CLEVRER Image Reconstruction MSE
0035  —e— AHN d=2, W=05N,
—=— PAM N, =8
0.0030 _a— tpc
E —a— tPCL=Z

0.0 0.4

0.2
% of active bits changed

Figure C.12: Additional qualitative and quantitative results on CLEVRER dataset. Qualitative
example of online generation with noise on CLEVRER dataset, and quantitative results of recon-
struction error over 10 CLEVRER examples at different noise levels.

C.6.1 SDR Properties

SDRs are used to represent rich sensory information in the neocortex as a sparse activity
pattern. Therefore, from the mathematical viewpoint, an SDE. must have the ability to represent
many patterns and easily distinguish between them. The capacity of an SDR can be calculated as the
possible combinations of locations where neurons can be active. Consider an SDR with size N and

number of active neurons W. The total capacity of this SDR is computed as shown in Equation C.3.

(':F:’) - ﬁ (C.3)

Based on the above Binomial coefficient equation, it may seem that sparsity is not optimal
for capacity as the capacity will be the highest when W is exactly half of N. While capacity is
important, we aim to represent multiple possibilities as a union of SDRs and therefore minimize the
overlap between them. From an information-theoretic viewpoint, the goal is to minimize mutual
information between SDRs to ensure that each SDR carries unique information and the union
represents a more comprehensive and diverse set of features. We can minimize the expected IoU by

using lower sparsities as shown in Theorem 2. In our experiments we use N = 100 and W = 5,
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which results in capacity of and an expected IoU of . However, when scaled up to
more typical values of SDR sizes and sparsities in the neocortex [6, 83] (i.e., , ),
we get capacity of (more than the estimated number of atoms in the observable
universe ) and expected IoU of . A sparsity of ~ maximizes the mutual information
and results in an expected loU of which cannot be used to represent multiple possibilities as a
union of SDRs, in spite of the optimal capacity. In practice, the size  of the SDR is increased to

increase the capacity, and the sparsity is decreased to minimize the expected overlap.

C.6.2 The Robustness of SDRs

Sparse representations naturally minimize the overlap between random SDRs, therefore they
are very tolerant to noise. To visualize this robustness property of SDRs, we design an experiment
(Figure C.13) where we train an SDR autoencoder with different sparsities and then decode SDRs
at various levels of noise added. When the sparsity is increased to , there is a high chance
of overlap between SDRs, therefore a small amount of noise can cause collisions between SDRs.

However, a sparsity can tolerate much more noise without overlapping with other SDRs.
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SDR Sparsity SDR Sparsity SDR Sparsity
2% 25% 20% 9% 25% 50% 2% 25% 20%
Figure C.13: Three examples of decoding an SDR with different noise levels. The results are
shown for SDRs with different sparsities trained in an SDR autoencoder on CLEVRER dataset.
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