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ABSTRACT

Scientific research is increasingly relying on complex workflows
that span multiple computing paradigms, including high-performance
computing (HPC), high-throughput computing (HTC), and machine
learning/artificial intelligence (ML/AI). Traditional monolithic com-
puting infrastructures often struggle to accommodate these diverse
and evolving demands. The Reconfigurable Advanced Platform for
Transdisciplinary Open Research (RAPTOR) addresses this chal-
lenge by providing a dynamically reconfigurable computing en-
vironment that integrates with federated resources. RAPTOR’s
architecture enables dynamic provisioning between an HPC cluster
and the Chameleon Cloud platform based on workload require-
ments, supporting bare-metal customization for specialized appli-
cations. This paper focuses on RAPTOR’s reconfigurability features
and demonstrates their effectiveness through quantitative perfor-
mance evaluations across four scientific domains: computational
proteomics, climate modeling, weather research, and hurricane risk
assessment. Our results demonstrate that RAPTOR’s reconfigurable
design significantly enhances research productivity by providing
an appropriate computing environment for diverse computational
needs.
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1 INTRODUCTION

Modern scientific research faces increasingly complex computa-
tional demands that span multiple computing paradigms. A single
research project may require high-performance computing (HPC)
for parallel simulations, high-throughput computing (HTC) for
processing large volumes of independent tasks, and specialized en-
vironments for machine learning and artificial intelligence (ML/AI)
applications. Traditional computing infrastructures—designed pri-
marily for a single computing paradigm—often struggle to accom-
modate this diversity of needs, creating bottlenecks in scientific
workflows and hindering interdisciplinary collaboration.

We designed and developed the Reconfigurable Advanced Plat-
form for Transdisciplinary Open Research (RAPTOR) to address
some of these challenges through a novel architecture that dynami-
cally adapts to diverse computational requirements. Unlike static
and monolithic computing environments, RAPTOR implements a
reconfigurable design that allows compute nodes to be provisioned
on demand between an HPC cluster and the Chameleon Cloud
platform [8]. This flexibility enables researchers to access the most
suitable computing environment for their specific applications—
whether that involves bare-metal provisioning for specialized soft-
ware stacks, integration with the Open Science Grid (OSG) [12] for
high-throughput computing, or HPC cluster resources for tightly
coupled parallel applications.

This paper demonstrates RAPTOR’s effectiveness in support-
ing diverse scientific workflows across multiple domains, with a
specific focus on how its reconfigurability features address key com-
putational challenges. We present performance benchmarks from
four scientific applications—proteomics analysis, sea level predic-
tion, weather research, and hurricane risk assessment—highlighting
RAPTOR’s specific advantages compared to traditional computing
environments.

The remainder of this paper is organized as follows. Section 2
presents RAPTOR’s design considerations in addressing the vari-
ous computational demands for modern research. In Section 3, we
discuss RAPTOR’s architecture which provides reconfigurability
and adaptability to a diverse range of scientific workflows based
on data characteristics and research requirements. In Section 4, we
examine several representative applications to demonstrate RAP-
TOR’s capabilities in advancing scientific discovery. By outlining
these aspects, this study highlights how RAPTOR enhances com-
putational efficiency, fosters interdisciplinary collaboration, and
supports a broad spectrum of research domains. We conclude the
paper and outline future directions in Section 5.
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2 DESIGN CONSIDERATIONS AND
POLYMORPHIC CAPABILITIES

Traditional computing infrastructures are typically optimized for
a single computing paradigm, making them inefficient for the in-
creasingly diverse computational demands of modern scientific
research. We identified key challenges that informed RAPTOR’s
reconfigurable design:

e Resource allocation inflexibility: Fixed hardware allo-
cations in traditional HPC environments lead to resource
under-utilization for workflows with varying computational
needs over time.

e Software environment constraints: Standard HPC clus-
ters impose strict software environments that limit the de-
ployment of specialized applications, such as emerging Al
frameworks or domain-specific tools.

o Interoperability barriers: Institutional boundaries restrict
access to specialized computing resources, hindering collabo-
rative research that could benefit from shared infrastructure.

o Workflow transition overhead: Moving between comput-
ing paradigms (e.g., from HPC simulation to ML analysis)
typically requires manual data transfer and environment
reconfiguration, creating workflow bottlenecks.

e Heterogeneous resources: Modern scientific applications
increasingly require the seamless integration of diverse com-
puting resources, including CPUs, GPUs, high-memory nodes,
and storage systems, which would be challenging to achieve
in any monolithic system environments.

To address these challenges, RAPTOR implements a reconfigurable
architecture with five key polymorphic capabilities:

(1) High-performance computing: RAPTOR connects high-
end compute nodes to FIU’s existing HPC cluster, providing
a unified environment for parallel applications with dynamic
scaling capabilities that overcome fixed allocation limitations
of traditional clusters.

(2) High-throughput computing: Through OSG integration
[5], RAPTOR enables the opportunistic execution of inde-
pendent jobs across distributed resources, extending compu-
tational reach beyond institutional boundaries.

(3) Data-intensive computing: RAPTOR nodes feature multi-
processor, multi-core servers with GPU acceleration, large
memory (up to 1.5 TB/node), and scalable storage for big
data processing with dynamic resource allocation.

(4) Real-time on-demand provisioning: Using Chameleon’s
bare-metal provisioning, researchers gain full control over
software stacks, enabling customized environments for ap-
plications with strict deadlines or specialized configurations.
While container solutions like Kubernetes or Singularity
provide portability on HPC and cloud platforms, RAPTOR’s
emphasis on bare-metal provisioning offers a complementary
path that ensures unrestricted hardware access and allows
full OS/kernel customization.

(5) Federated resource integration: RAPTOR operates as a
federated resource with Chameleon and OSG, enabling re-
searchers to access and utilize resources based on their spe-
cific requirements while maintaining secure isolation.
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These polymorphic capabilities are enabled through several key
reconfigurability mechanisms: (1) network-level reconfiguration
using VLANSs and software-defined networking, (2) system-level
reconfiguration with automated OS provisioning, (3) resource man-
agement integration across multiple scheduling systems, and (4)
unified storage access across computing environments. Together,
these mechanisms allow RAPTOR to dynamically adapt its archi-
tecture to meet the diverse computational demands of scientific
applications while maintaining efficient resource utilization.

RAPTOR’s design intentionally balances two key sets of trade-
offs. First, it weighs the increased management complexity and
switching overhead of a reconfigurable system against the flexibil-
ity gains offered by specialized configurations. Second, it considers
the security challenges introduced by federated access alongside the
collaborative research opportunities that federation makes possible
[2, 3]. Our evaluation of diverse scientific workflows demonstrates
that these trade-offs are well-justified by the significant perfor-
mance improvements and research productivity gains achieved
through RAPTOR’s reconfigurable architecture.

3 RAPTOR ARCHITECTURE
3.1 System Architecture

RAPTOR’s architecture is designed around the principle of recon-
figurability, enabling dynamic resource allocation across different
computing environments. As shown in Figure 1, the system consists
of three interconnected zones: the CHI Zone (Chameleon Cloud),
the HPC Zone, and the Storage Zone [1].

The CHI Zone features RAPTOR Nodes with AMD EPYC pro-
cessors, DDR4 memory, and NVIDIA A100 GPUs, provisioned via
Chameleon’s CHI-in-a-Box [9]. It includes Management Nodes for
lease management and a Storage Server providing 1 TB of scratch
storage per user. RAPTOR’s bare-metal access eliminates virtual-
ization overhead for performance-sensitive applications.

The HPC Zone is connected to FIU’s High-Performance Cluster
[4], which features over 3,000 Intel cores, high-memory nodes, and
22 GPUs. The cluster comprises Master Nodes, compute nodes,
a Login Node, and a Visualization Node, utilizing both Ethernet
and InfiniBand interconnects. It federates with OSG, extending
capabilities beyond institutional boundaries, and uses DDN Storage
for high-throughput data access.

A key innovation is the Provisioning Server which dynamically
reconfigures nodes between zones using IPMI. This process is man-
aged through a CLI tool that automates network settings, boot
environments, and resource allocation. By default, nodes reside in
the CHI Zone until specifically requested for HPC use.

The Storage Zone provides flexible, high-performance storage
through a combination of technologies. The Storage Zone provides
flexible storage through S3-compatible object storage, CEPH dis-
tributed storage [15], and iSCSI block storage, enabling researchers
to scale resources according to specific workflow requirements.

While the current system uses specific core zones, its architec-
ture could theoretically support more. However, the scalability of
managing numerous zones, particularly their control plane, requires
future investigation.

The network infrastructure consists of two key switches that
enable RAPTOR’s reconfigurability. A Dell Switch is positioned
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Figure 1: The Architecture of RAPTOR

between the CHI Zone and HPC Zone, facilitating the dynamic
reassignment of computing resources between these environments.
An Enterprise Switch connects the Storage Zone to both the HPC
Zone and CHI Zone, ensuring that storage resources are acces-
sible regardless of which computing environment is being used.
These switches implement network-level reconfiguration, enabling
RAPTOR’s dynamic resource allocation capabilities.

3.2 Reconfigurability

RAPTOR achieves dynamic reconfigurability through several key
mechanisms:

Network-level reconfiguration: The system uses Virtual Local
Area Networks (VLANSs) and software-defined networking [10] to
dynamically reassign nodes between the CHI and HPC environ-
ments. This reconfiguration is managed by the Dell Switch and
Enterprise Switch, which provide connectivity across zones.

System-level reconfiguration: The Provisioning Server han-
dles operating system deployment and configuration, allowing
nodes to boot into different environments based on workload re-
quirements. This includes specialized OS images for bare-metal
deployments through Chameleon and standard HPC environments
for cluster-based workloads.

Resource management integration: RAPTOR integrates with
both the Slurm workload manager [16] (for HPC workloads) and
Chameleon’s leasing system (for bare-metal provisioning). This
allows researchers to request resources through familiar interfaces
while leveraging RAPTOR’s reconfigurability.

Automated workflow support: The system includes tools for
transitioning data and workflows between environments, enabling
researchers to move seamlessly between computing paradigms as
their needs evolve. Importantly, RAPTOR’s node reconfiguration
between zones (e.g., from the HPC Zone to the CHI Zone or vice
versa) occurs between application executions. Running applications,
including any tightly-coupled modules, are allowed to complete
their execution on their allocated resources before these resources
become eligible for reprovisioning into a different environment

for subsequent workloads. This operational model ensures that the
reconfiguration process itself does not impact the performance of
active computations. Table 1 summarizes RAPTOR’s reconfigura-
bility features and their benefits for scientific workflows.

Table 1: RAPTOR Reconfigurability Features and Benefits

Feature Implementation Benefit
Dynamic resource alloca-| CLI tool for node reassign-| Optimizes resource usage based on

tion ment between environments | current research demands

Chameleon CHI-in-a-Box in-| Enables customized environments
tegration for specialized applications

OSG and Chameleon Cloud
integration

Seamless paradigm tran-| Unified storage access and
sitions workflow tools

Bare-metal provisioning

Federation with national
resources

Extends computational reach be-
yond local resources

Supports complex workflows
spanning multiple computing
paradigms

4 SCIENTIFIC APPLICATIONS AND
PERFORMANCE EVALUATION

To demonstrate RAPTOR’s effectiveness in supporting diverse sci-
entific workflows, we evaluated its performance across four repre-
sentative applications spanning different computational paradigms.
We highlight the specific reconfigurability features for each appli-
cation that addressed key computational challenges.

4.1 GPU-Accelerated Proteomics Analysis

Computational proteomics relies on comparing experimental mass
spectrometry (MS) spectra against large databases of theoretical
spectra to identify peptides. As database sizes grow to the terabyte
scale for proteogenomic and metaproteomics analyses [6], tradi-
tional computing approaches become impractical, with processing
times extending to weeks or months.

RAPTOR’s reconfigurability features enabled significant perfor-
mance improvements for the GiCOPS framework [7], which imple-
ments a distributed database search algorithm for peptide identifica-
tion. By leveraging bare-metal provisioning, researchers configured
specialized environments with optimized CUDA and MPI installa-
tions—the ability to dynamically allocate GPU-accelerated nodes
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on demand provided flexibility unavailable on traditional HPC re-
sources.

Without making any modification to the code base, we reconfig-
ured the RAPTOR environment (using bare-metal nodes), compiled
MPI/CUDA GiCOPS code base, and then executed the experiments.
Our experiments demonstrate that GiCOPS outperforms the exist-
ing GPU-based database search algorithms by more than 10 times
in both closed- and open-search modes and 2 times as compared
to the CPU-only HiCOPS. The code for GICOPS (MPI/CUDA) was
compiled on RAPTOR without any modifications. The speedup
attained when running GiCOPS on RAPTOR is comparable to the
speedup obtained on traditional distributed memory architecture
for same number of nodes.

Experiments used PRIDE datasets PXD055735, PXD055119, and
PXDO015384 [13], scaling MPI processes while maintaining constant
parameters. Figure 2 shows execution time and speedup results. Our
results show that we were able to successfully compile, troubleshoot,
and execute MPI and CUDA based code bases with minimal modifi-
cation on the RAPTOR machines.

By scaling workflows in the omics disciplines, RAPTOR empow-
ers researchers to push the boundaries of computational biology,
leading to faster biomarker discovery, improved disease modeling,
and more effective drug development strategies. More specifically,
our results show that RAPTOR’s GPU-accelerated nodes provided
a 6x-12x speedup (due to GPU node’s availability) compared to
CPU-only implementations (for 4 MPI processes with one GPU
per process). This acceleration reduced processing time from days
to hours, enabling more comprehensive analyses that would be
impractical on traditional resources.

For this particular application, key benefits included customized
CUDA/MPI configurations, on-demand GPU allocation, and seam-
less development-to-production transitions.

4.2 Machine Learning for Sea Level Prediction

Coastal flooding prediction requires processing large multivari-
ate time series datasets to identify patterns and make forecasts.
Traditional statistical approaches struggle with the complex, non-
linear relationships in these datasets, leading researchers to explore
machine-learning techniques.

We used RAPTOR to evaluate PatchTST [11], a state-of-the-art
multivariate time series transformer model, for predicting sea level
variability at 21 National Oceanic and Atmospheric Administration
(NOAA) tide gauges. The reconfigurable nature of RAPTOR allowed
researchers to create custom environments with specialized deep-
learning frameworks.

We compared training times for the PatchTST model on RAP-
TOR with those on local workstations for a multivariate dataset
comprising 21 variables across 52,696 time steps. The results show
a consistent speedup on RAPTOR compared to local workstations.
This acceleration enabled researchers to explore more hyperparam-
eter configurations and longer prediction horizons, significantly
enhancing model accuracy for coastal flooding prediction.

This research significantly benefited from RAPTOR’s reconfig-
urability, including: 1) a customized environment with specialized
deep-learning frameworks; 2) having on-demand access to high-
memory nodes for extensive dataset processing; and 3) the ability
to scale computations based on model complexity.
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Table 2: WRF Model Configuration

Resolution | Domain Size
1 km 500 x 500 km Standard
1 km 500 x 500 km Advanced microphysics
1 km 500 x 500 km | Advanced microphysics + land surface

Physics Options

4.3 Weather Research and Forecasting Model

The Weather Research and Forecasting (WRF) model [14] is a numer-
ical weather prediction system designed for atmospheric research
and operational forecasting. Running high-resolution WRF simu-
lations requires substantial computational resources and special-
ized software configurations. RAPTOR’s reconfigurability enabled
researchers to deploy the WRF model for South Florida with cus-
tomized environments optimized for meteorological simulations.
The bare-metal provisioning capability enabled the installation
of specialized libraries and dependencies that are challenging to
configure in traditional HPC environments.

We evaluated WRF’s performance on RAPTOR for high-resolution
(1 km) simulations covering a 500 x 500 km domain centered on
South Florida. Table 2 compares different simulation configurations.

The RAPTOR environment enabled high-resolution WRF simu-
lations that were previously impractical due to software configura-
tion challenges. These simulations offer crucial insights into local
weather patterns that impact coastal communities, including severe
weather events such as heavy rainfall and thunderstorms.

Key benefits for this application included specialized environ-
ment configuration for meteorological simulations, access to high-
performance I/O for multi-source data integration, and ability to
adjust resource allocation based on simulation complexity.

4.4 Stochastic Storm Simulation for Hurricane
Risk Assessment

The Florida Public Hurricane Loss Model (FPHLM) [3] requires sim-
ulating over 140,000 synthetic storms to estimate property losses
and insurance risks. This computationally intensive process in-
volves independent simulations, which are ideal for high-throughput
computing approaches.

RAPTOR’s integration with the Open Science Grid (OSG) en-
abled the efficient execution of these simulations across distributed
resources. By federating RAPTOR with OSG, researchers gained
access to computational capacity far beyond local resources, signif-
icantly reducing the time required for comprehensive risk assess-
ments.

For the 140,000 storm simulations, attempts to use only the local
FIU High-Performance Cluster (RAPTOR’s HPC Zone) faced signif-
icant throughput limitations. However, RAPTOR’s orchestration of
this workload across the federated Open Science Grid (OSG) dramat-
ically reduced computation time from months to weeks. This high-
lights RAPTOR’s cross-environment capability—leveraging OSG
beyond the local HPC Zone—delivering quantitative performance
gains compared to standard execution on institutional resources
alone.

This research is benefited from RAPTOR’s reconfigurability.
More specifically, the federation with OSG enabled access to dis-
tributed computing resources beyond what has been offered at
the university. Also, the high-throughput computing environment



RAPTOR: Reconfigurable Advanced Platform for Transdisciplinary Open Research

80
70
60
50
40
30
20
10

~-PXD055119
~-PXD055735
—--PXD015384

Execution Time in Seconds

MPI processes

Speedup

HPDC ’25, July 20-23, 2025, Notre Dame, IN, USA

12
~PXD055119
10 ~PXD055735
~-PXD015384

MPI Processes
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can be optimized for many independent simulations. Efficient data
management allows for large simulation outputs.

5 DISCUSSION AND CONCLUSION

RAPTOR demonstrates that a reconfigurable computing platform
can effectively address the diverse computational needs of modern
scientific research. RAPTOR overcomes key limitations of tradi-
tional computing infrastructures by providing dynamic allocation
between HPC and cloud environments, bare-metal provisioning for
specialized applications, and federation with national resources.
Our performance evaluations across four scientific domains show
significant advantages compared to traditional approaches:

o Accelerated computation: For GPU-accelerated proteomics
workflows, RAPTOR provided speedups of up to 12x.

o Workflow flexibility: The reconfigurable architecture en-
abled seamless transitions between computing paradigms,
supporting complex workflows that span HPC, HTC, and
ML/AI applications.

e Resource efficiency: Dynamic resource allocation opti-
mizes utilization based on current research demands, avoid-
ing the underutilization common in static computing envi-
ronments.

e Enhanced collaboration: The federation with national re-
sources extended computational reach beyond institutional
boundaries, fostering multi-institutional research collabora-
tions that transcend geographical boundaries.

These benefits directly address the challenges identified in the
FlexScience workshop’s focus on flexible computing infrastructures
for scientific applications. RAPTOR’s approach to reconfigurabil-
ity offers valuable insights for designing the next generation of
research computing platforms that can adapt to evolving computa-
tional demands.

Future work will integrate RAPTOR with our petabyte-scale
storage system designed to support data-intensive applications.
This integration will further enhance RAPTOR’s capabilities for real-
time simulations, high-throughput data processing, and machine
learning-driven research.
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