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Abstract

We establish the asymptotic implicit bias of gradi-
ent descent (GD) for generic non-homogeneous
deep networks under exponential loss. Specifi-
cally, we characterize three key properties of GD
iterates starting from a sufficiently small empirical
risk, where the threshold is determined by a mea-
sure of the network’s non-homogeneity. First, we
show that a normalized margin induced by the GD
iterates increases nearly monotonically. Second,
we prove that while the norm of the GD iterates di-
verges to infinity, the iterates themselves converge
in direction. Finally, we establish that this di-
rectional limit satisfies the Karush—Kuhn-Tucker
(KKT) conditions of a margin maximization prob-
lem. Prior works on implicit bias have focused
exclusively on homogeneous networks; in con-
trast, our results apply to a broad class of non-
homogeneous networks satisfying a mild near-
homogeneity condition. In particular, our results
apply to networks with residual connections and
non-homogeneous activation functions, thereby
resolving an open problem posed by Ji & Telgar-
sky (2020).

1. Introduction

Deep networks often have an enormous amount of parame-
ters and are theoretically capable of overfitting the training
data. However, in practice, deep networks trained via gradi-
ent descent (GD) or its variants often generalize well. This
is commonly attributed to the implicit bias of GD, in which
GD finds a certain solution that prevents overfitting (Zhang
et al., 2021; Neyshabur et al., 2017; Bartlett et al., 2021).
Understanding the implicit bias of GD is one of the central
topics in deep learning theory.
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The implicit bias of GD is relatively well-understood when
the network is homogeneous (see Soudry et al., 2018; Ji &
Telgarsky, 2018; Lyu & Li, 2020; Ji & Telgarsky, 2020; Wu
et al., 2023, and references therein). For linear networks
trained on linearly separable data, GD diverges in norm
while converging in direction to the maximum margin solu-
tion (Soudry et al., 2018; Ji & Telgarsky, 2018; Wu et al.,
2023). Similar results have been established for generic ho-
mogeneous networks that include a class of deep networks,
assuming that the network at initialization can separate the
training data. Specifically, Lyu & Li (2020) showed that the
normalized margin induced by GD increases nearly mono-
tonically, and that the limiting direction of a subsequence
of the GD iterates satisfies the Karush-Kuhn-Tucker (KKT)
condition of a margin maximization problem. Moreover,
if the network is definable in an o-minimal structure (see
Section 2, which is satisfied for most networks), Ji & Telgar-
sky (2020) showed that gradient flow (GF, that is, GD with
infinitesimal stepsizes) converges in direction and that the
limiting direction aligns with the direction of the gradient.

However, the implicit bias of GD remains largely unknown
when the network is non-homogeneous, an arguably more
common case in deep learning (there are a few exceptions,
which will be discussed later in Section 1.1). For instance,
networks with residual connections or non-homogeneous
activation functions are inherently non-homogeneous. As
posted as an open problem by Ji & Telgarsky (2020), it is
unclear whether the implicit bias results developed for ho-
mogeneous networks can be extended to non-homogeneous
networks.

Contributions. In this work, we establish the implicit bias
of GD for a broad set of non-homogeneous but definable net-
works under exponential loss. Starting from the simpler case
of gradient flow (GF), we identify two natural conditions
of near-homogeneity and strong separability, respectively.
The former condition requires the homogeneous error to
grow slower than the output of the network, and the latter
condition requires GF to attain a sufficiently small empirical
risk depending on the homogeneous error of the network.
Under these two conditions, we prove the following implicit
bias results of GF for non-homogeneous networks:

1. GF induces a normalized margin that increases nearly
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monotonically.
2. GF converges in its direction while diverging in its norm.

3. The limiting direction of GF satisfies the KKT conditions
of a margin maximization problem.

Our near-homogeneity condition covers many commonly
used deep networks. In particular, it applies to networks
with residual connections and nearly homogeneous activa-
tion functions. In addition, we provide structural rules for
computing the near-homogeneity order of a network based
on that of each layer in the network.

Our strong separability condition is a generalization of the
separability condition used in the prior homogeneous anal-
ysis (Lyu & Li, 2020; Ji & Telgarsky, 2020). In particular,
it reduces to the separability condition when the network
is homogeneous. Later in Section 5, we demonstrate that
this condition is satisfiable by any non-degenerate near-
homogeneous network. Moreover, we show that GF reaches
this strong separability condition from zero initialization for
training a two-layer network with residual connections.

Finally, we extend the above results from GF to GD with an
arbitrarily large stepsize under additional technical condi-
tions. Altogether, we extend the implicit bias of GD from
homogeneous cases (Lyu & Li, 2020; Ji & Telgarsky, 2020)
to non-homogeneous cases, thereby addressing the open
problem posted by Ji & Telgarsky (2020).

Notation. For two positive-valued functions f(z) and
g(x), we write f(x) S g(x) (or f(z) 2 g(x)) if f(z) <
cg(z) (or f(z) > cg(x)) for some constant ¢ € (0, +00).
We write f(z) =~ g(x) if f(z) < g(z) < f(x). We use
R[] to denote the set of all univariate polynomials with
non-negative real coefficients. For a polynomial p, we use
deg p to denote its degree. We use V to denote the gradi-
ent of a scalar function or the Jacobian of a vector-valued
function. We use || - || to denote the #2-norm of a vector or
the operator norm of a matrix. We use [n] to denote the set
{1,2,...,n}. We use conv.A to denote the convex hull of
a set A in Euclidean space. Throughout the paper, we de-
fine ¢(z) :=log(1/(nx)) and ®(z) := log ¢(x) — 2/¢(x),
where n is the number of samples.

1.1. Related Works

We discuss related papers in the remainder of this section.

Homogeneous Networks. We first review prior implicit
bias results for deep homogeneous networks. In this case,
Lyu & Li (2020) showed that GD induces a nearly increas-
ing normalized margin, and the direction of a subsequence
of GD iterates converges, the limit of which can be charac-
terized by the KKT conditions of a margin maximization

problem. Part of these results are generalized to steepest
descent by Tsilivis et al. (2024). Using the notion of defin-
ability, Ji & Telgarsky (2020) further showed the directional
convergence and alignment for gradient flow. In the spe-
cial case of two-layer homogeneous networks, Chizat &
Bach (2020) characterized the limiting direction of (Wasser-
stein) gradient flow in the large-width limit. For a two-layer
Leaky ReLU network with symmetric data, Lyu et al. (2021)
showed that gradient flow eventually converges to a linear
classifier. Different from these works, we aim to establish
implicit bias of GD for non-homogeneous deep networks.

Non-homogeneous Networks. Before our work, there are
a few papers that extend the implicit bias results from ho-
mogeneous cases to certain special non-homogeneous cases
(Nacson et al., 2019; Chatterji et al., 2021; Kunin et al.,
2023; Cai et al., 2025). The works by Nacson et al. (2019);
Kunin et al. (2023) considered a special non-homogeneous
network, which is homogeneous when viewed as a func-
tion of a subset of the trainable parameters while other
parameters are fixed. The homogeneity orders for differ-
ent subsets of parameters might be different. However,
their results cannot cover networks with many commonly
used non-homogeneous activation functions. The work by
Chatterji et al. (2021) showed the margin improvement for
GD with small stepsizes for MLPs with a special type of
near-homogeneous activation functions. As a consequence,
their results do not allow networks that use general non-
homogeneous activation functions or residual connections.
In comparison, we handle a large class of non-homogeneous
networks satisfying a natural definition of near-homogeneity,
covering far more commonly used deep networks.

The work by Cai et al. (2025) is most relevant to us, in
which they proved the margin improvement of GD for near-
1-homogeneous networks (see their Assumption 1 and our
Definition 1 in Section 2). Our work can be viewed as
an extension of theirs by handling near- M -homogeneous
networks for general M > 1, as well as proving that GF and
large-stepsize GD converge in direction to the KKT point
of a margin maximization problem.

2. Preliminaries

In this section, we set up the problem and introduce basic
mathematical tools used in our analysis.

Locally Lipschitz Functions and Clarke Subdifferential.
For a function f : D — R defined on an open set D, we
say f is locally Lipschitz if, for every x € D, there exists a
neighborhood U of x such that f|; is Lipschitz continuous.
By Rademacher’s theorem, a locally Lipschitz function is
differentiable almost everywhere (Borwein et al., 2000).
The Clarke subdifferential of a locally Lipschitz function f
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at x € D is defined as

71— 00

of (x) = conv{ lim Vf(z;) : 2 = lim x;,
71— 00
where x; € D and V f(x;) exists},

which is nonempty, convex, and compact (Clarke, 1975).
In particular, if f is continuously differentiable at x, then
Of(z) = {Vf(x)}. Elements of Of(x) are called subgra-
dients.

Gradient Flow. Let (x;, ;) ; be a binary classification
dataset, where x; € R? and y; € {£1} for all i € [n]. We
denote a network by f(0;-) : R — R, where 8 € R are
the trainable parameters. Thoughout the paper, we assume
£(6;x;) is locally Lipschitz with respect to 0 for every i €
[n]. We focus on the empirical risk under the exponential
loss defined as

L£(6) = %Zﬁ(yif(g;xi)), L) :=e". (1)

A curve z from an interval I to some Euclidean space R is
called an arc if it is absolutely continuous on any compact
subinterval of I. Clearly, the composition of an arc and a
locally Lipschitz function is still an arc. Following Lyu &
Li (2020); Ji & Telgarsky (2020), we define gradient flow
as an arc from [0, +00) to R that satisfies

4 ¢ _ar(0,).

dt (GF)

for almost every ¢t > 0.

Homogeneity and Near-Homogeneity. Let M/ > 1 be an
integer. Recall that a locally Lipschitz network f(0;x) is
M -homogeneous (Lyu & Li, 2020; Ji & Telgarsky, 2020) if
for every x € (x;)7—q,

foralla > 0and @ € R?, f(aB;x) = a™ f(0;%). (2)

One can verify that the above is equivalent to: for every
X € (x)",,0 € RP, and h € 9pf(0;%),

(h,0) — Mf(0;x) = 0. 3)

We generalize this definition by introducing the follow-
ing near-homogeneous condition, which provides a natural
quantification of the homogeneity error of the network f:

Definition 1 (Near-M -homogeneity). Let M > 1 be an
integer. A network f(0;x) is called near-M-homogeneous,
if there exist p,q € Rxo[z] with degp,degq < M such
that the following holds for every x € (x;)", 8 € RP,
and h € g f(0;%x):

(AD). [(h,0) — M f(6;x)] < p'([|0]);

(A2). [|p[l < d'(ll6

);
(A3). [f(8;x)] < q(]|@]]).

We make a few remarks on Definition 1. First, our near-
homogeneity condition is modified from (3) instead of (2).
In this way, our near-homogeneity condition implicitly puts
regularity conditions on the subgradient of the network,
which will be useful in our analysis.

Second, every M -homogeneous (see (2)) network for M >
1 is also near-M-homogeneous. We see this by setting
p(x) = 0and q(z) = C(z™ + 1) for a sufficiently large
constant C' > 1 in Definition 1.

Third, a near-M -homogeneous network is also near-(M +
1)-homogeneous according to Definition 1. Thus when
we say a network is near- M -homogeneous, the degree M
should be interpreted as the minimum degree M such that
Definition 1 is satisfied. We will see that this interpreta-
tion is necessary when we introduce the strong separability
condition in Section 3.

Finally, we point out that many commonly used deep net-
works are near-homogeneous but not homogeneous. Exam-
ples include networks using residual connections or non-
homogeneous activation functions. This will be further
elaborated in Section 4.

O-minimal Structure and Definable Functions. The o-
minimal structure and definable functions were introduced
to deep learning theory by Davis et al. (2020); Ji & Telgarsky
(2020) for studying the convergence and implicit bias of
subgradient methods. We briefly review these notions below.

An o-minimal structure is a collection S = (S,,)22 ;, where
each S, is a collection of subsets of R™ that satisfies the
following properties. First, S,, contains all algebraic sets
in R™, i.e., zero sets of real-coefficient polynomials on R™.
Second, S,, is closed under finite union, finite intersection,
complement, Cartesian product, and projection. Third, S;
consists of finite unions of open intervals and points in
R, A set A C R” is definable if A € S,,. A function
f: D — R™ with D C R" is definable if its graph is in
Sn+m- See Appendix A for a more detailed introduction.

By the definition of o-minimal structure, the set of definable
functions is closed under algebraic operations, composition,
inversion, and taking maxima or minima. The work by
Wilkie (1996) established the existence of an o-minimal
structure in which polynomials and the exponential function
are definable. By the closure property, commonly used
mappings in deep learning are all definable with respect to
this o-minimal structure, including fully connected layers,
convolutional layers, ReLLU activation, max-pooling layers,
residual connections, and cross-entropy loss. We refer the
readers to Ji & Telgarsky (2020) for more discussion.
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Throughout this paper, we assume that there exists an o-
minimal structure such that ¢t — exp(t) and the network
0 — f(0;%x;),i = 1,...,n, are all definable. This as-
sumption, together with the local Lipschitzness, allows us
to apply the chain rule (see Lemma A.6 in Appendix A)
to GF defined by subgradients. Moreover, this assumption
allows us to leverage the desingularizing function (see Def-
inition 6 in Appendix C.6, and Ji & Telgarsky (2020)) to
show the directional convergence. Specifically, we apply
two Kurdyka—L.ojasiewicz inequalities (See Lemmas C.19
and C.20) under the o-minimal structure to establish the
existence of the desingularizing function.

3. Implicit Bias of Gradient Flow

In this section, we establish the implicit bias of gradient flow
for near-homogeneous networks. Our first assumption is
that the network is near- M -homogeneous (see Definition 1).

Assumption 1 (Near-homogeneous network). Let M > 1.
We assume that the network f is near- M -homogeneous with
polynomials p(-) and q(+), as described in Definition 1.

Under Assumption 1, let p(z) := Zij\io a;x'. The follow-
ing function is handy for our presentation:

M—-1

o Dan
JAOEDY (Z;\})_a;lx * Mi11/2' @
=1

One intuition behind the choice of p, is that, for any f
satisfying Assumption 1, g := f — p, satisfies a one-sided
inequality of the homogeneous condition (3). This is demon-
strated in Appendix C.2.

Normalized and Modified Margins. Under Assump-
tion 1, we define the normalized margin (Lyu & Li, 2020)
as

2(6) = min YL 05 %), )
e[+
The normalized margin is hard to analyze directly, due to
the hard minimum in its definition. Instead, we analyze a
modified margin, which increases monotonically and ap-
proximates the normalized margin well. Specifically, the
modified margin for gradient flow is defined as

$(£(8)) —pa(lO])

GF
7 (0) = ,
61>

(6)

where ¢(z) :=log (1/(nx)) and p, is given by (4).

In the definition of the modified margin, the ¢(£(8)) term
produces a soft minimum of (y; f(0;x;))",, which ap-
proximates the hard margin min;e(,) ¥ f (6;X;). This idea
appears in prior analysis for homogeneous networks (Lyu &
Li, 2020; Ji & Telgarsky, 2020). The offset term p,(||@0]]) is

our innovation, which controls the homogeneous error when
the network is non-homogeneous. Note that as ||| grows,
the offset term p,(||@]|) grows slower than the main term
@(L(0)) according to Definition 1. Therefore our modified
margin is a good approximation of the normalized margin.

Our second assumption ensures GF can reach a state in
which the network strongly separates the data.

Assumption 2 (Strong separability condition). Let f(6;x)
be a network satisfying Assumption 1. Assume that there
exists a time s > 0 such that 0 given by (GF) satisfies

‘C(OS) < e_Pa(HgsH)/n) (7)
where p, is defined in (4) and n is the number of samples.

Our Assumption 2 is a natural extension of the separability
condition (that is, £(0,) < 1/n for some s) used in the
analysis of homogeneous networks (Lyu & Li, 2020; Ji &
Telgarsky, 2020). Specifically, for homogeneous networks,
we can set p = 0, in which p, = 0 by its definition in (4).
Then Assumption 2 reduces to the separability condition.

For non-homogeneous networks, Assumption 2 requires GF
to attain an empirical risk that is sufficiently small com-
pared to a function of the homogeneous error. Note that
this condition can be satisfied by any non-degenerate near-
homogeneous network that is able to separate the training
data, which will be discussed further in Section 5.

In detail, Assumptions 1 and 2, and the choice of p, together
force the “leading term” in the network to be exactly M-
homogeneous. Therefore, the near-homogeneity order in
Definition 1 must be understood as the minimum possible
one. This is precisely explained in the following lemma,
whose proof is deferred to Appendix C.2.

Lemma 3.1 (Near-homogeneity order). Let f be such that
F(8;%) = fO(6;x),
i=0

where f4)(0;x) is i-homogeneous with respect to 0. If f
satisfies Assumptions 1 and 2, then for every j € [n], we

must have
i =0, ifi>M,
FO5%5) {

£0, ifi= M.

Furthermore, we have f™)(8,;x,) > 0 for all j € [n].

Margin Improvement. We are ready to present our first
main theorem on the margin improvement of GF. The proof
is deferred to Appendix C.1.

Theorem 3.2 (Risk convergence and margin improvement).
Suppose that Assumptions 1 and 2 hold. For (0;);~s given
by (GF), we have:
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» For allt > s, the risk and the parameter norm satisfy
L(6,) < e—pa(\lﬂz\l)/n_

Furthermore, we have

1

1
W7 [6:]| = (logt)7,

where = hides constants that depend on M, VGF(HS), and
coefficients of q.

* The modified margin v°F (0y) is positive, increasing, and
upper bounded. Moreover, Y°F(8y) is an e;-multiplicative
approximation of v(0y), that is,

vCF(0:) < 7(8,) < (1+e) R (8,), forallt> s,

where

___logn+pa(64)
*TSL8) —pall6])

This result generalizes Theorem 4.1 in Lyu & Li (2020) from
homogeneous networks to near- M/ -homogeneous networks
for M > 1. In particular, we recover their results when the
network is M/-homogeneous, in which we set p,(z) = 0.
When the network is non-homogeneous, our Assumption 2
is stronger than the separability condition in Lyu & Li
(2020). This is one of the key conditions that enables our
analysis for non-homogeneous networks. In fact, Assump-
tion 2 is necessary for generic near-homogeneous model to
exhibit implicit bias. We illustrate this point via the follow-
ing example, whose proof is deferred to Appendix C.5.

= C’)((logt)_l/M) — 0.

Example 3.3 (Necessity of Assumption 2). Assume we only
have one sample: (x,y) = (1,1) € R? and our model is
f(0) = 6M + M|0|M~! for 6 € R and some odd integer
M > 3. Then, f satisfies Assumption 1 with p(0) = |0|M.
If f does not satisfy Assumption 2 at t = s, we have

0, <0, y-0,x<0 and L(0;) >1,

for allt > s and 8y following (GF).

Directional Convergence. Our next theorem establishes
the directional convergence of GF for non-homogeneous
networks. The proof is deferred to Appendix C.6.

Theorem 3.4 (Directional convergence). Under the setting
of Theorem 3.2, let 0, := 0,/||0,| be the direction of (GF).
Then the curve swept by 0, has finite length. Therefore, the
directional limit 0, = lim;_, ét exists.

Our Theorem 3.4 extends Theorem 3.1 in Ji & Telgar-
sky (2020) from M-homogeneous networks to near-M -
homogeneous networks for A/ > 1. Our Assumptions 1
and 2 allow the application of tools (specifically the desingu-
larizing functions) from Ji & Telgarsky (2020) for showing
the direction convergence in the non-homogeneous cases.

KKT Convergence. Provided with the directional conver-
gence of GF, our next step is to characterize the limiting
direction. To this end, we need to understand the asymptotic
behavior of the near-homogeneous network f as ||0]] — oco.
Since f is near-M -homogeneous, one can expect that f is
close to an M -homogeneous function for large 8. Motivated
by this, we define the homogenization of f as

r0;x

r0:%). ©
The well-definedness, continuity, and differentiability of fy
are guaranteed by the near-homogeneity of f (see Propo-
sition 5.1 in Section 5). We will show that the limiting
direction of GF satisfies the KKT conditions of the follow-
ing margin maximization problem:

fu(0;x) = lim

r—+00 r

minimize |0, s.t. m[ll’ﬁ yifu(0;x;) > 1. (P)
1en

This generalizes the margin maximization problem in (Lyu
& Li, 2020) from homogeneous to non-homogeneous cases.
It is worth noting that when f is already homogeneous, (P)
reduces to the same optimization problem as that in (Lyu &
Li, 2020).

To ensure the limiting direction satisfies the KKT conditions
of (P), we need to compare the gradients of f and fy. This
comparison requires an additional regularity assumption.

Assumption 3 (Weak-homogeneous gradient). Assume
that the network f(0;x) is continuously differentiable
with respect to 6 for x € (x;)!, and that
lim, oo Vf(r0;x)/rM =1 exists for all @ and x € (x;)™_;.
Assume that the limit

Vf(ro;x)

(Vu(0;x) := lim o

r—00

satisfies
IV£(0:x) = (VHn(@:x)| < r (6],
where r : R>q — Rx is a function such that

) r(x)
L et = O
It is worth noting that for M > 2, Assumptions | and 3
are satisfied as long as Vg f(6;x) is component-wise near-
(M — 1)-homogeneous. See Lemma D.3 for a precise state-
ment. In comparison, our Assumption 3 is less restrictive
and allows for M = 1. The next theorem shows that the
limiting direction of GF satisfies the KKT conditions of (P),
with its proof included in Appendix C.8.

Theorem 3.5 (KKT convergence). Under the same setting
of Theorem 3.4, and additionally assume Assumption 3 hold.
Then the rescaled limiting direction

. M
0*/(52[17% vif (0.:%:))"
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satisfies the KKT conditions of (P), where 0, is the direc-
tional limit in Theorem 3.4.

This theorem is a generalization of Theorem 4.4 in Lyu & Li
(2020) from homogeneous networks to non-homogeneous
networks. Note that our margin maximization problem (P)
is defined for the homogenization of the non-homogeneous
network. This is because, asymptotically, every near-
homogeneous network f can be approximated by its ho-
mogenization fy (see Proposition 5.1 in Section 5). As an
important implication, understanding the implicit bias of a
near homogeneous network can be reduced to understand-
ing that of its homogenization. It is worth noting that Ji &
Telgarsky (2020) also established the asymptotic alignment
between parameters and gradients, which we leave as future
work.

We have presented our results on the implicit bias for non-
homogeneous networks. In the next two sections, we discuss
the satisfiability of Assumptions | and 2, respectively.

4. Near-Homogeneity Condition

In this section, we verify that a large class of building blocks
used in deep learning are near-homogeneous, and, by a
composition rule, networks constructed using these blocks
are also near-homogeneous.

We denote a block by s(8;x), where 0 are the trainable
parameters in this block and x is the input (and the output
of the preceding block). We use sg(x) as a shorthand for
s(0;x). Then, a network is defined as

f(65x) := sp, 0 55, 0+ 0 55, (%), ©)

where 8 = (0;)L_, and s’ is the i-th block. Here and in
sequel, we assume all the blocks are locally Lipschitz and
definable with respect to some o-minimal structure.

To deal with the compositional structure of networks, we
need to introduce the following generalized definition of
near-homogeneity, which takes both trainable parameters
and input into account.

Definition 2 (Near-(M, N)-homogeneity). Let M, N be
two non-negative integers such that M + N > 1. A func-
tion s(60;x) is called near-(M, N)-homogeneous, if there
exist ps,qs, s, ts € R>g[x] with deg ps,degqs < M and
degr,,degts < N such that the following holds for every
X € (x;)I1, 0, and (hg, hy) € 0s(0;x):

(BD). [(hg,8) — Ms(6;x)| < p,(10]))rs([Ix]]).

[(hux, x) — Ns(6; )| < ps([|0])ri([Ix]]);
(B2). [Ihel < as([[@]Dts ([, x|l < asll@1Dt (lIx[);
(B3). [|s(8;x)[| < as([10])ts([x)-

Ablock 5(0;x) : R4 x R% — R9 is called near-(M, N)-
homogeneous if all of its components, s(0; x); for i € [d3],
are near-(M, N )-homogeneous with the same polynomials
Ps;ds, s, ts.

From Definition 2, it is easily seen that a near-(0, N)-
homogeneous block s(80; x) must be independent of 6 and
near-N-homogeneous in x, and vice versa. Below are a few
examples of near-homogeneous blocks used in practice.

Example 4.1. The following blocks are near-homogeneous:

A. For @ = (A,b), the linear mapping s(0;x) = Ax +b
is near-(1,1)-homogeneous.

B. Let M > 1 be an integer. Then for @ = (A, b), the per-
ceptron layer s(0;x) = ¢M (Ax +b) is near-(M, M )-
homogeneous, where the activation function ¢ is one
of the following: ReLU, Softplus, GELU, Swish, SiLU,
and Leaky ReLU.

C. Max pooling layer, average pooling layer, convolu-
tion layer, and residual connection are near-(0,1)-
homogeneous.

D. The SwiGLU activation (Shazeer, 2020) is near-(2, 2)-
homogeneous.

E. The linear self-attention (Zhang et al., 2024) is near-
(2, 3)-homogeneous and the ReLU attention (Wortsman
et al., 2023) is near-(4, 3)-homogeneous.

The following lemma suggests that near-homogeneity is
preserved under functional composition and tensor product.
Note the residual connection mentioned in Example 4.1 is
not a specific block mapping, but a way to enhance an ex-
isting block by adding the input from the previous block
to the output of this block. Part C of Lemma 4.2 can thus
be applied to compute the near-homogeneous order of net-
works with residual connections. The proof of Lemma 4.2
is deferred to Appendix D.2.

Lemma 4.2 (Composition and multiplication rules). Let the
blocks s*(01;x) : R x R92 — R and s2(02;x) : R% x
R — R be near-(My, My)-homogeneous and near-
(M3, My)-homogeneous, respectively. Then, the followings
hold:

A. Let dy = dg, then 5(1,1 o 332 (x) is near-(M; +
My Ms, My My)-homogeneous.

B. The tensor product s*(01; x) @5 (02; x) is near-(M; +
M3, Ms + My)-homogeneous.

C. Let (dl,d27d3) = (d4,d5,d6), then sl(Ol;x) —+
52(04;%) is near-(max(M;, M3), max(My, My))-
homogeneous.
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D. Let T : R% — R9% be a linear mapping, then
T(s*(01;x)) is near-( My, My)-homogeneous.

E. Let f : R% x R% — R% be near-Ms-homogeneous
as a function of 0s, then sy o f(62;x) is near-(My +
M5 Ms)-homogeneous.

The following corollary establishes the near-homogeneity
of a network composed of near-homogeneous blocks. We
defer its proof to Appendix D.3.

Corollary 4.3 (Near-homogeneous networks). Consider
a network defined as (9). If the block s'(0;;x) is near-
(M3, M3)-homogeneous for i € [L), then the network f is
near-(My, Ms)-homogeneous with

L j—1 L
My:=> M{-[[ M5, My:=]][M. (10
j=1 i=1 j=1

In particular, f is near-M,-homogeneous as a function of @
for any fixed x.

Based on Example 4.1, Lemma 4.2 and Corollary 4.3, we
can show that a broad class of commonly used networks are
near-homogeneous, including the following examples:

Example 4.4. The following networks are near-
homogeneous:

A. An L-layer MLP with k-th power of ReLU activation
is near-(k¥ — 1)/(k — 1)-homogeneous, or near-L-
homogeneous when k = 1. The same holds when ReLU
is replaced by other activation functions in Example 4.1

(B).

B. VGG-L (Simonyan & Zisserman, 2015) is near-L-
homogeneous where L € {11,13,16,19}.

C. Without batch normalization, ResNet-L  (He
et al, 2016) is near-L-homogeneous where
L € {18,34,50,101,152}, and DenseNet-L

(Huang et al., 2017) is near-L-homogeneous where
L € {121,169, 201, 264}.

To conclude this section, we comment that normaliza-
tion layers and softmax map violate our near-homogeneity
definitions. Intuitively, these blocks should be “near-0-
homogeneous” as their outputs are bounded. However,
our near-homogeneity definitions are only non-trivial for
M > 1. As a consequence, the softmax attention architec-
ture also violates our definitions of near-homogeneity, thus
requiring a different treatment. We believe that our notion
of near-homogeneity can be generalized to include those
components, which we leave as future work.

5. Strong Separability Condition

In this section, we discuss the satisfiability of Assumption 2.
We first give an intuitive explanation of why Assumption 2
should be expected to hold. Note that Assumption 2 is
equivalent to

log (1/(nL(8,)))
pa(]6:])

Recall that degp, < M — 1 by Assumption 1. Thus As-
sumption 2 can be understood as requiring GF to induce
a “lower-order” smoothed margin which is at least 1. If
the normalized margin (5) is asymptotically positive (as
||6: ]| grows), then the “lower-order” smoothed margin must
diverge, hence Assumption 2 must hold at some point.

> 1.

L£(0,) < e POl /1y

In what follows, we establish a sufficient condition under
which a non-homogeneous network satisfies Assumption 2.
To this end, we establish below several important properties
of the homogenization of a non-homogeneous network.

Homogenization. The idea of homogenization appears in
Section 3 for constructing the margin maximization prob-
lem, where its KKT conditions characterize the limiting
direction of GF. Our next theorem rigorously controls the
approximation error between a non-homogeneous network
and its homogenization.

Proposition 5.1 (Homogenization). Suppose that f satisfies
Assumption 1. Then for every x € (x;)_, the homogeniza-
tion of f(0;x):

oy e fr85x)
fu(0;x) == rggloo M
exists and is well-defined. Moreover, as a function of 0,
fu(0;x) is continuous, differentiable almost everywhere,
and M -homogeneous. We also have

forevery 8, |f(8;x) — fu(0;x)| < pa([|€]),

where p, is given by (4).

If, in addition, f(0;x) satisfies Assumption 3, then fi(0;x)
is continuously differentiable for every nonzero 8, and that

(V)n(8;x) = Vfu(0;x).

Proposition 5.1 ensures the well-definedness, continuity,
and differentiability of fi. Consequently, the following
theorem guarantees that the strong separability condition can
be satisfied by a near-homogeneous network, as long as its
homogenization satisfies the (weak) separability condition
of (Lyu & Li, 2020).

Proposition 5.2 (A sufficient condition). Suppose that f
satisfies Assumption 1. Then f admits a homogenization, de-
noted by fu. Assume that fy satisfies the weak separability
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condition, that is,

Zé( —yifu(0';x;)) < 1 for some 6’
Then, there exists a constant ¢ > 0 such that f with 05 :=
cO' satisfies Assumption 2.

To further elaborate the idea of homogenization, we provide
the following compositional rule.

Proposition 5.3 (Homogenization of networks). Consider
a network given by (9), where each block si(Oi; X) is near-
(M7, M3)-homogeneous (see Definition 2) fori =1,..., L.
Then each block s'(0;;x) admits a well-defined homoge-
nization

; . s'(r10;;72x)

Hlix) = 1 —_—

SH( Z7X) Tl,rlgIgoo riw'lzré\/[é

Moreover, the homogenization network (9) is well-defined
and satisfies

Fr(8;%) = sy 9, © st g, 0+ 0 51 g, (%)-

A Two-Layer Network. We next provide a two-layer net-
work example where GF with zero initialization can prov-
ably reach a point that satisfies Assumption 2. The two-layer
network is defined as

F(6;%) := W X + Wy X+ a1p(W{ X) — azp(—w3 x),
(11)
where 0 := (w1, Was, a1, az) are the trainable parameters,
and ¢ is the leaky ReL.U activation function,

o(x) == max{z,arz}, 0<ap<l.

Our example (11) is motived by the two-layer network con-
sidered in Lyu et al. (2021). However, their network is
homogeneous, while ours is non-homogeneous (but near-
2-homogeneous) due to the residual connections. Similar
to Lyu et al. (2021), we consider a symmetric and linearly
separable dataset.

Assumption 4 (Dataset conditions). Assume that the dataset
(xi,yi)Py satisfies max; ||x;|| < 1 and min; y;x; w, > v
for some unit vector w, and margin v > 0; moreover, n is
even and (Yitn/2: Xitns2) = —(yi, X)) fori=1,...,n/2.

Note that the network (11) is not Lipschitz continuous, thus
(GF) is not well-defined. Instead, we study the small step-
size limit of gradient descent for (11), which is well-defined
under our assumptions. In the next theorem, we establish
that the small-stepsize limit of gradient descent with zero
initialization for (11) can satisfy Assumption 2.

Theorem 5.4 (A two-layer network example). Consider
the network f given by (11) and a dataset satisfying As-
sumption 4. Let (6;)¢>0 be the limit of GD iterates with
initialization 8y = 0 as the stepsize tends to zero. Then
there exists s > 0 such that f with 0 satisfies Assumption 2.

6. Implicit Bias of Gradient Descent

In this section, we extend our previous results for GF to
gradient descent (GD), which is defined as

0,11 :=0, —nVL(O,), (GD)

where 1 > 0 is a fixed stepsize. Similarly, we will assume
the network f is near-M -homogeneous with p and q (see
Assumption 1). For GD, the definition of p, needs to be
slightly modified. Let p(z) := Y2 a;at. For M > 2, we
define

2

1

— (i—|—1)ai+1 ; aq .
¢ fz>1
M- Py N
M-1,,
Pa(x) _ (Z+1)a1:+1l_i
P M —1i
2a9 2 +1 ay .
f0<
-1 2 tw—ip M0ETS
(12)

For M = 1, we define p,(z) := a1 /(M — 1/2). Compared
to (4), (12) replaces the linear term = with a quadratic poly-
nomial (22 + 1)/2. This is purely for circumventing a tech-
nical issue when ||@]| is small (see the proof of Lemma F.7
in Appendix F.1).

To handle the discretization error introduced by GD, we
need a stronger version of the strong separability condition.

Assumption 5 (Strong separability condition for GD). Let
f(8;x) be a network satisfying Assumption 1. Assume that
f is twicely differentiable for 0 and that for some constant
A > 0, we have

A(O|M2+1), ifM>2
V3 s0:0)) < { A IO, =

A, ifM=1
for every x € (x;)_,. For p, given by (12), assume that
degp, > 1if M > 2, and that there exists a time s > 0
such that

‘C(Gs) < mln{ 1 1} e_pa(Hes”)7

ne2’ B
where B is a constant depending only on (M, p,q) and A.

Note that in Assumption 5, the stepsize 7 can be arbitrarily
large as long as the empirical risk £(6y) is of the order of
O(1/n). We note that Proposition 5.2 can also be adapted
to guarantee the satisfiability of Assumption 5.

We consider the following modified margin for GD:

_exp ((I) (epa(llel\)g(g)))
L T

13)

where ®(z) := log(log 1) + ﬁ'
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In the following two theorems, we extend our results for GF
to GD. The proofs are included in Appendix F.2.

Theorem 6.1 (Risk convergence and margin improvement
for GD). Suppose that Assumptions 1 and 5 hold. For
(0:¢)>0 given by (GD) with any stepsize 1 > 0, we have:

o Forallt > s, the risk and parameter norm satisfy

. 1 1 —ou (116
L£(6;) < min {neQ’ B77} .o Pa(llBll)

Furthermore, as t — oo, we have

£(6) = :

1
~ Wa [6:]] = (lognt)™,

where = hides constants that depend on M, ~©P (), and
coefficients of q, but not 7.

s The modified margin v°P(0;) in (13) is increasing and
bounded. Moreover, y°P(80;) is an e;-multiplicative ap-
proximation of y(0y), that is, for all t > s,

~&P (6;) <~(6:) < (1+ Et)VGD (6y),

where ¢, — 0 ast — oo.

Theorem 6.2 (Directional and KKT convergence for GD).
Under Assumptions 1 and 5, the same results in Theorem 3.4
hold for (GD) with any stepsize n > 0. Under Assumptions 3
and 5, the same results in Theorem 3.5 hold for (GD) with
any stepsize 1 > 0.

7. Conclusion

We show the implicit bias of gradient descent (GD) for
training generic non-homogeneous deep networks under ex-
ponential loss. We show that the normalized margin induced
by GD increases nearly monotonically. Moreover, GD con-
verges in direction, with the limiting direction satisfying the
KKT conditions of a margin maximization problem. Our
results rely on a near-homogeneity condition and a strong
separability condition, both of which are natural generaliza-
tions of the conditions used in prior implicit bias analysis for
homogeneous networks. In particular, our results apply to
networks with residual connections and non-homogeneous
activation functions.
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A. O-minimal Structure

In this section, we give a brief introduction to the o-minimal structure. We mainly follow the notation and definitions in Ji &
Telgarsky (2020).

Definition 3 (O-minimal structure). An O-minimal structure is a collection S = (S,,)52; where S, is a subset of R™ that
satisfies the following properties:

1. & is the collection of all finite unions of open intervals and points.

2. &, includes the zero sets of all polynomials (algebraic sets) on R™: if p € R[x1, ..., zy,], then {x € R™|p(x) =0} €
Sy.

3. §,, is closed under finite union, finite intersection, and complement.
4. S is closed under Cartesian product: if A € S,,, and B € S,,, then A X B € S, 41,-

5. S is closed under projection [ [, onto the first n coordinates: if A € S,41, then [] (A) € S,,.

Then we can define the definable functions.

Definition 4 (Definable sets and functions). Given an o-minimal structure S, a set A C R" is definable it A € S,,. A
function f : D — R™ with D C R" is definable if its graph is in Sy, 4.

The following properties of definable sets and functions can then be derived (check Coste (2000); Loi (2010); van den Dries
& Miller (1996)).

Proposition A.1 (Property of definable functions). We fix an arbitrary o-minimal structure S. Then the following properties
hold:

1. Given any «, 8 € R and any definable functions f,qg : D — R, we have af + 5g and fg are definable. If g # 0 on D,
then f /g is definable. If f > 0 on D, then f 7 is definable for any positive integer (.

2. Given a function [ : D — R™, let f; denote the i-th coordinate of its output. Then f is definable if and only if all f;
are definable.

3. Any composition of definable functions is definable.

4. Any coordinate permutation of a definable set is definable. Consequently, if the inverse of a definable function exists,
it’s also definable.

4. The image and preimage of a defianble set by a definable function is definable. Particulalry, given any real-valued
definable function f, all of f~1(0), f~1(—o0,0) and f~1((0,00)) are definable.

5. Any combination of finitely many definable functions with disjoint domains is definable. For example, the pointwise
maximum and minimum of definable functions are definable.

Once we have these properties, we can observe that almost all the network structures are definable.

Lemma A.2 (Definable network structures, Lemma B.2 in Ji & Telgarsky (2020)). Suppose there exist k,dy, d1, ..., d > 0
and L definable functions (g1,...,gr) where g; : R% x ... x RE=1 x Rk — R, Let hy(x;w) = g1(z, w) and for
2<j<L

hj(x,w) = g;(z, hi(z,w),..., hj_1(z, W), W),
then all h; are definable. It suffices if each output coordinate of g; is the minimum or maximum over some finite set of
polynomials, which allows for linear, convolutional, ReLU, max-pooling layers, and skip connections.

One important corollary is that this allows us to composite and multiply the near-homogeous blocks.

Corollary A.3 (Composition and multiplication of definable blocks). Given two definable block mappings: s1(01;x) :
R4 x R% — R% and s, (02;%) : R x R% — R%, then,

11
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* If do = d5, the composition s(0;x) = s1(01; s2(02;x)) is definable.
e 5(0;x) = 51(01;%) ® $2(02; %) is definable.
o Ifdy =ds, s(01;%) = 51(01;%) ® $2(01; %) is definable.

Proof. This is a direct consequence of Lemma A.2 and Proposition A.1. O

Definable functions have good properties, especially there is some stratification which makes them piecewise differentiable.
However, the gradient, even the Clarke subdifferential, of a definable function, is not well-defined everywhere. To overcome
this issue, we need the local Lipschitz continuity.

Definition 5 (Local Lipschitz continuity). Given a function f : D — R with an open domain D, we say f is locally
Lipschitz continuous if for any = € D, there exists a neighborhood U of x such that f is Lipschitz continuous on U.

Similar to the definability, the local Lipschitz continuity is preserved under composition and multiplication. It’s worth noting
that the Clarke subdifferential of a locally Lipschitz function is well-defined everywhere.
Lemma A.4 (Clarke subdifferential of locally Lipschitz functions, Corollary 6.1.2 in Borwein et al. (2000)). Given a locally

Lipschitz function f : D — R with an open domain D, the Clarke subdifferential O f (x) is nonempty, compact, and convex
forallz € D.

Now we will assume all the models and block mappings are definable and locally Lipschitz. Since block mappings are
multivalue functions, we can use the Clarke general Jacobian for them. Similarly, for locally Lipschitz functions to R™, the
general Jacobian is well-defined for all points.

Corollary A.5 (Clarke Jacobian of locally Lipschitz functions, Proposition 2.6.2 in Clarke (1990)). Given a locally Lipschitz
function f : D — R™ with an open domain D C R™, the Clarke Jacobian O f (x) is nonempty, compact, and convex for all
r e D.

Following the notation in Ji & Telgarsky (2020), we let 9 f(x) denote the unique minimum-norm subgradient:
Of(z) == arg min ||z*|. 14)
fl) = ars_min_o"] (

Another important property is that for definable functions, it admits a chain rule almost everywhere.

Lemma A.6 (Chain rule, Lemma B.9 in Ji & Telgarsky (2020)). Given a locally Lipschitz definable f : D — R with an

open domain D, for any interval I and any arc z : I — D, it holds that for almost every t € I that

df(Zt) _ < * dzt
= Zt ,

” dt>’ forall z{ € Of(z).

Moreover, for (GF), we have for almost every t > 0,

WO g AL o

R

dp? = dy°F (o - =
% - _2<0t78£t>7 ,YT(t) = _2<8’YGF<075)78£t>'

Clarke has the following lemma to characterize the subgradient of the composition of functions.

Theorem A.7 (Clark chain rule, Theorems 2.3.9 and 2.3.0 in Clarke (1990)). Let zq, ..., 2, : R* = Rand f : R® — R be
locally Lipschitz functions. Let (f o z)(x) = f(z1(x),. .., zn(x)) be the composition of f and z. Then,

O(foz)(x)C conv{ Zaihi ra € 0f(z1(x),...,2n(x)),h; € 822(33)}

i=1
Recall that:
1 n
L£(0) = — —yi f(65x:i)
(0) = Z:; e
We have the following corollary which characterizes the min-norm subgradient of the exponential loss.

12
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Corollary A.8 (Subgradient of the exponential loss). For the exponential loss L£(0), there exists h; € 0f(0;x;) such that
_ 1 &
OL(0) = = > —e vl Oy,
@)= 2~ y

Proof of Corollary A.8. This is a direct consequence of Theorem A.7 and the definition of the exponential loss. O

Similarly, we can characterize the subgradient of the composition of block functions.
Corollary A.9 (Subgradient of the composition of block functions). Given two locally Lipschitz block functions s1(01; %) :
R4 x R — RY and 55(02;x) : R% x R — R, we have

8981(01, 52(02; X)) - conv{(al, a9 - h1) : (al, ag) S 891,,(81(01; X), h, € 8@282(02; X)}7

0x51(01, 52(02;x)) C conv{az “hy g € Oxs1(01;%),hy € 3x52(02;x)}.

Proof of Corollary A.9. Tt follows from Theorem A.7 and the definition of the block functions. O

Here we use Og, x51(01;%) to denote the corresponding Jacobian. Note that a; € R%*4 ay € R¥B*d2 hy €
Rd2Xd3,h2 € R4%da QOpce we have this, to verify some properties of Jacobian of s; o ss, we can focus on the Ja-
cobian of s7 and ss.

The o-minimal structure eliminates many bad geometry, allowing us to focus on the good part of the optimization landscape.

B. Proof Overview

In the main text, we present several results on the implicit bias of GF/GD for near-homogeneous networks. Below we briefly
describe the approaches we use to prove these results, with actual proofs deferred to the subsequent appendices.

Margin Improvement and Convergence Rates. We first sketch the proof of Theorem 3.2 (GF), and then highlight the
major technical innovations in the proof of Theorem 6.1 (GD), as compared to the case of GF. The key ingredient for
proving Theorem 3.2 is the following lemma, which establishes the monotonicity of the modified margin under the strong
separability condition.

Lemma B.1 (Restatement of Theorem C.5). Denote L, = L(0;) and p; = ||0y|. Under Assumptions I and 2, we have
L < e_p“(pf)/nfor allt > s, and

dlog~SF(8:)  [|0L4||2p2 — (DLy, 0,)2
T PELL(A(Le) — palpr))

> 0. 15)

The proof of Lemma B.1 is similar to the proof of Lyu & Li (2020, Lemma 5.1). Since 77 (6;) only depends on £; and
pt, its growth rate can be attributed to two quantities: d£;/dt and dp;/d¢. We use the same argument as that in Lyu & Li
(2020, Proof sketch of Lemma 5.1) to estimate each of these two quantities, which finally leads to the lower bound (15) on
dy©®F(,)/dt. Further since

1
¢(£t) - pa(pt) > O < ‘Ct < Ee_Pa(Pt,)’

we know that the strong separability condition is necessary for the lower bound (15) at ¢ = s, and can be established for
t > s using continuous induction. It is noteworthy that while we follow a similar proof scheme as (Lyu & Li, 2020), the
design of the modified margin v¢F is completely novel and highly non-trivial.

From this lower bound, the “margin improvement” part of Theorem 3.2 directly follows. For the “convergence rates” part,
we use the monotonicity of modified margin to upper and lower bound —d £, /d¢, thus establishing convergence rates for £;.
The claim for p; can be proved similarly.

For the proof of Theorem 6.1, we need to establish a lower bound on log 7¢P (8, 1) — log v°P(8;) similar to (15). Due to the
discrete nature of GD, the Hessian of log P should also be taken into account when dealing with log v¢P(8;) as a function
of ¢. To address this challenge, we analyze a modified loss G(8) = exp(p.(||@]|))L(0) that is closely related to log v¢P.

13



Implicit Bias of Gradient Descent for Non-Homogeneous Deep Networks

We establish tight upper bounds on the Hessian of G(6;) in terms of £; and p;, thus leading to a tight lower bound on
log 7P (0;41) — log vP(8;). Notably, our lower bound allows for arbitrarily large step size 7, as long as G(0,) = O(1/n),
which is guaranteed by Assumption 5. In contrast, Lyu & Li (2020) assumes that the step size is upper bounded by a function
of the initial margin, preventing it to be large. The proof of other parts in Theorem 6.1 is completely analogous to the case
of GF.

Convergence to the KKT Direction. The proofs of Theorems 3.4 and 6.2 largely rely on the techniques developed in Ji
& Telgarsky (2020). As before, we will first sketch the proof for GF, and then explain how to adapt it to establish KKT
convergence for GD. For GF, define the arc length swept by the direction of 6;:

Ctz/:

Similar to Ji & Telgarsky (2020), we construct a desingularizing function W that controls the growth rate of (; using that of
(v, —75F(8y)), where 7, := limy_, 00 77 (6;):

Lemma B.2 (Restatement of Lemma C.14). There exist R > 0,v > 0 and a definable desingularizing function ¥ on [0, v),
such that for a.e. large enough t with ||| > R and v°%(0;) > ~. — v, it holds that

_ AGF
g AV (1 —7(0,))
at = dt

de,

du.
du Y

(16)
for some constant ¢ > 0.

The proof of the above lemma is similar to that of Ji & Telgarsky (2020, Lemma 3.1). Integrating both sides of (16), we
deduce that lim;_, o, (; < co. Therefore, 8; must converge to some 8,.. This establishes directional convergence of GF path.

To go further and show that @, satisfies the KKT conditions (P), the key ingredient is to show the asymptotic alignment
between 0, and hj;(6;) for subsequence of ¢, i.e.,

. . (04,,.ha(0:,,))
lim B(t;) = lim - ) =1,
Jm Blbn) = G T (Br)]

where we define
n

1 O
har(6,) = — > e 00y, fu(61:x:)

i=1
as a proxy of V f(0:;x). We establish the following bound by looking further into the first inequality in (15).
Lemma B.3 (Restatement of Corollary C.26). For any ty > t1 large enough, there exists t. € (t1,ta) such that

L-pi(t) 1 logy%7(6i,) —log*F(6y,)
(B(t) +po(t))®  — M log|i6y, ] —log |6y

)

where p1(t),p2(t) — 0ast — oc.

As v°F(8,) converges and || || diverges, the right-hand side of the above inequality converges to 0. Hence, there must exist
a subsequence {S(t,,)} converging to 1. This shows that 8; and h,,(6;) asymptotically aligns along this subsequence, and
consequently verifies that 8, is a KKT point.

To establish directional convergence for GD, we need to show that the discrete arc length swept by 6, is finite, i.c.,

3 ‘
t=s

Similar to the proof of GF, we construct a desingularizing function ¥, and show that there exists a constant ¢ > 0, such that
for all large enough ¢,

ét—i—l - ét

< 0. 7

6001 =01 < e (¥ (. = 1%(62) = ¥ (2 = 4% (611)) , (18)

14
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where P is the modified margin for GD and v, = lim;_,, v°P(8,). To this end, we construct an arc by connecting all
GD iterates using line segments, and carefully estimate the spherical and the radial parts of this arc, addressing several new
technical challenges that arise in the analysis of GD.

Finally, summing up both sides of (18) immediately leads to (17), thus proving directional convergence of 6; along the GD
path. The proof of KKT convergence is completely similar to the case of GF.

C. Proofs for Section 3

In this section, we will provide the proofs of the results for (GF) in Section 3. Recall that we have the following notation:

o) =log . Vi=Vo, pi= 0, Loi= L@,
fi(0) = f(0:xi),  fi(0) = yif(0,%:), funin(0) := f?ﬂ,%ﬁ(e)

For a function of the time, h(t), we use 1/ (t) as a shorthand of < h(t).

C.1. Margin Improvement

In this section, we always assume f(0;x) satisfies Assumption 1 with p, defined in (4). We can directly verify the following
property of p and p,,.

Lemma C.1 (Property of p,). For p and p, defined in (4), we have
forevery x,  pj(x)x +p'(x) < Mpqa(z).

Proof of Lemma C.1. Recall that p(z) = Y27 a;2" and

M-—1

o (i+Dai1 a1
pa(x).—; U= x+M_1/2.
Hence,
= i(i —|— 1a; Ma Ma
i+1 z . i i+1 4 1
o) + p'(x) = Mpa(z) = ; i @ T Dane’ - TR fa - g
- _‘”7/2 <0
M-1/2 =
This completes the proof of Lemma C.1. O
The following bounds from Lyu & Li (2020) connect fuin (6;) and L;.
Lemma C.2 (property of fmin(B)). For the Loss function L defined in (1), we have
fe 6, 1 L < fain(0) <1 L
orevery 0, 1log———— < fmin 0g =73
nL(6) £(0)
Proof of Lemma C.2. Recall that we consider the exponential loss
_1 S e o),
n-
i=1
Therefore, we can get that
l.c(e) < LoFum®) < L£(0) = log L fanin (0) < log
n ~n - nL() — M= L(0)
This completes the proof of Lemma C.2. O

15
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We have the following fundamental lemma from Lyu & Li (2020) about the dynamics of the GF.
Lemma C.3 (Decrease of the risk). For (GF), we have for a.e. t > s,

JdE <1dp) (dlogpy | 10L.0F — (0£,6)7

At -\ 2 dt dt 02

Proof of Lemma C.3. By lemma A.6, we have for a.e. t > s,

dc =
—d—tt = ||0L? by lemma A.6

0Ly, 0;)? OL|?p? — (OL4,0;)?

= < t’g ) + O£ 2< ) Projecting 0 to spherical and radical parts

Pi Pt

1 (1dp?\® | |0L1?0} — (DL, 6,)° 1dp? .

=—- 7ﬂ + || tH Pt 2< ty t> Since T( Pt _ 7<([)£f07‘>
on 2 dt o 2 dt

_(LdetY dlogpe 9Lt —2<8£t,0t>2. Since 10821 _ 1/ _ %M
2 dt dt s dt Dt 2p; dt

We have completed the proof of Lemma C.3. O

The next lemma shows the parameter norm is increasing under the strong separability condition.

Lemma C.4 (Increase of the parameter norm). Under Assumption 1, for almost every t > s, we have

1 dp? )
5ok = (Mo(L) = (pr) L1 > 0.

Ly < e PPt) I

Proof of Lemma C.4. By Lemma C.2, we have
_ _ 1

i 0;) > min 0;) > log — = ¢(Ly).

Fi81) = Fun(81) = log — = 6(£1)

Then we have for almost every ¢ > s,

1.dp? ~
5% = (=0L:,01) by Lemma A.6
I~ 7
= ; e 1y, (h;, ;) By Corollary A.8
I~ o7
2 M- n Z e_fi(ot)fi(et) — L p'(pr) By Assumption 1
i=1
1 - 7. . 3
> M- n Z e_f’(et)¢([ft) =L p'(pr) Since f;(0;) > ¢(Ly)
i=1

= MLp(Ls) — P (pe) Lo

Note that
Li<e®@in & ML) > Mpa(p:)-

Additionally, Lemma C.1 implies M p,(x) > pl,(z)x + p'(x) > p’(z). As a consequence of these two inequalities, we have

1dp?
5% = Mo(Lo)Le — p/(pt)ﬁt > Mpa(pe) Lt — P/(Pt)ﬁt > 0.

We have completed the proof of Lemma C.4. O
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Theorem C.5 (Monotonicity of the modified margin). Under Assumptions | and 2, we have L; < e=P=(Pt) /n fort > s.
Moreover, we have

dlogwGF (at) HéﬁtHQP% _ <5£t7 975)2
dt Ly (Qﬁ(ﬁt) - Pa(ﬂt))

As a consequence, the modified margin v°F(8,) is increasing for t > s.

>0, foralmosteveryt > s. (19)

Proof of Theorem C.5. We first show that £; < e~P«(P) /n implies v°F(8;) is positive and increasing. Then we show
L; < e PalPt) In forall t > s by contradiction.

Step 1: the condition that £; < ¢~P«(?) /n implies that v (8, ) is positive and increasing. Recall that
‘Ct < e—Pa,(pt)/n = M¢(£‘t) > Mpa (pt) .

Under this condition, the modified margin fyGF(Gt) defined in (6) is positive. Moreover, we have for almost every ¢ > s,

dlog~v°F(6,) _ dlog (o(Le) = palpr)) B Mdlogpt
dt dt dt
_ *ddctt — Lipo(pt)pt .y dlogp
Li(o(Ls) = palpr)) dt

By Lemma C.4 we have p; is increasing, which implies d log p; /dt > 0 almost everywhere. Then we have for almost every
t> s,

2 5, 12,2 _ (5 2
_dct = <1dpt> . dlog pr + 1L p7 — (OLe, 8r) By Lemma C.3

- \Ga) @ p
/ 5, 12,2 _ (5 2
> Ly (¢(£t) — PJ(\Zt)) -Mdlzlgt Pt + [9£:I i 7 0L+, 60) . By Lemma C.4
Furthermore,
!/ . /
/ / Pa(pt)pt dlog p dlogp: _ p
= : . By =0
Lpalp)pr = L M M dt ) dt Pt
Applying the above two bounds in the derivative of log v¢F(8;), we get for almost every ¢ > s,
dlog~°F(0,) _ —<G — Lepu(pr)py  dlogpy
di L(o(Le) = palpr)) de
W (P1)pe "(pe) - _
£t(¢(£t) S Ty ) yydlogpn | 10L20E — (9£1,00° ) dlogpy
Ly (¢(£t> - Pa(ﬂt)) dt p7Ly (¢(£t) - Pa(Pt)) dt
_ 5, 12,2 _ (9 2
> Li(¢(Lt) — palpt)) .Mdlogpt _Mdlogpt ”?CtH pi — (0L, 04) By Lemma C.1
L(o(Le) = palpr)) de de p?Le(A(Le) — palpr))

_ NI0L41?pf — (OL1, 6:)?
piLy (Cb(ﬁt) - Pa(ﬂt))

That is, 77 (8;) is increasing.

> 0.

Step 2: proving £; < e Pa(rt) /n for all t > s by contradiction. For ¢ = s, L; satisfies the condition by Assumption 2.
Let 51 be the first time where L, violates the condition, that is,

51 = sup{s'|L; < e Pa(P) /p forall s <t < &'}

We need to show s; = +o00. If not, we have s; < co. Note that

e Pal(pt)
L = exp (log (1/n£t) — pa(pt)) = exp(WGF(Gt) pé\/[)

17
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e Palpt)

Since £; < eP«(P) /n for s < t < sy, by Step 1 we have 767 (8;) and p, are both positive and increasing. Hence Y

is increasing for s < ¢ < s;. So we have

e~ Palpt)  o—Palps)
> b
nly; —  nlg

s <t<sy.

Since 6; forms an arc and the left-hand side is a continuous function of 6, it is continuous as a function of ¢. As a
consequence, we have

e_pa(ﬁ’sl) e_Pa(ps)
>
nls, —  nls

Since £; and p,(p;) are both continuous functions with respect to ¢ (6; is an arc), this leads to that there exists so > s1 and
forall s <t < s9, L; < e’pa(pt)/n. This is a contradiction. So we have £; < e*p“(pf)/n for all ¢ > s. This completes the
proof of Theorem C.5. O

>1 = L, <ePala)/p,

C.2. Proof of Lemma 3.1

Proof of Lemma 3.1. Recall that we have the decomposition:
= Z f(l) (07 X)v X € (Xi)?:lv
i=0

where f(?)(0;x) is i-homogeneous with respect to 6. Then Assumption 1 implies that f()(8;x) = 0 for all i > M. By
Lemma C.1 we have

Mpq(2) = py(2)z = p'(2).
Let g(0;x) == f(0;%x) — pa(||€]])- Then we have
<97VQQ(0;X)> Mg( )
(0,Vof(0;x)) — Mf(0;x) — (6, Vopa(l0]])) + Mpa([|6]])
)=

<9 Vo (6;x)) — Mf(0;x) — p, (0116 + Mpa(]6]])
p'(I181) — pa(1BINNIOIl + Mpa([|6]]) = O.

Let h(a;x) := g(aBs;x)/(]|0s]|)*. Then we have

difasx) 1 dg(afsx) , g(abs;x)[|6s]
da (afl6s[)M  da (all@s][)*+1
_ (aB,,Vg(ab,;x)) g(abs;x)
aM+16,|M o aM+16,|M

_ (aB,,Vg(ab,;x)) — Mg(abs;x)
- oML, [[M

> 0.
Since £(8,) < e PaI8:1) /n, we have h(1;x) = g(8,;x)/(]|0s])™ > 0. As @ — o0, h(a;x) > 0. Note that

(a@s;x) — f(a08§x) - pa(aHesH) _ f(M)(95§X)

R A S N B N
This leads to f(*)(8;x) # 0. This completes the proof of Lemma 3.1. 0O

C.3. Convergence Rates
We will show that v¢F(8;) is a good approximation of v(8;). Before we proceed, we need one auxiliary margin.

¢(£t).

s
7 (0:) =
(6 i

(20)
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Lemma C.6 (Modified margin is a good approximation). Under Assumption I and L, < e~P+(*) /n, for the (GF), we have

GF s logn + pa(pr) \_cr
) waszoswmw;Q+¢wﬁ_%@0) (6).

Proof of Lemma C.6. Note that we have fi,in(0;) > ¢(L;) from the proof of Lemma C.4. Then, we have

GF
Y (Ot) = = S
P P P

OLe) ~Pulpe) AL _ sy o SuinlB) _ o)

For the last inequality, note that fi, (0;) < log ﬁ% from Lemma C.2, then using the definition of ¢(-) we have

V(Ot) _ ﬁrlin(et) < log [% _ M
YeF(0:)  A(Lt) —palpe) = H(L:) — palpr) (Ls) — palpi)
O

This completes the proof of Lemma C.6.

‘We will later show that
logn +pa(pr) _ logn+pa(pt)
~ T — 0.
¢(Lt) = Palpr) log z-

This implies that v¢F(8;) is a good multiplicative approximation of (6;). We need to characterize the behaviors of £; and

Pt-
Lemma C.7 (Upper bound of the risk). Under Assumptions 1 and 2, for (GF), we have

1
o= O(t(logt)Z—Q/M >

where the hidden constant depends v°F (6,)77.

Proof of Lemma C.7. Recall that in Lemma C.3, we have shown that

e 1 (Ldet?
dt —p? \2dt )

By Theorem C.5, £; < e P«(Pt) /n for all t > 5. Note that when £; < e‘p“(pt)/n, we have for M > 2,
(M —1/2)p(Ls) > (M —1/2)pa(pt)

M-1 .
_ (M =1/2)(i + Daipa ; | (M —1/2)ay
M —i ot M_1/2

|
™

=1

S

2 (i + Daiy1p; + a1 = p'(pr)-
1

7

This leads to
(21)

o(Ly) > 0.

DN =

M(Ly) = p'(pr) =
By Lemma C.4, we have

By the inequality above
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S ULENP et
A(p(Le)) ™

. W e (¢(£t)>272/M By Theorem C.5

_ c[,f (¢(£t))2—2/M’

GF g \ &
where ¢ = %. Equivalently, we have

1 4l e
(¢(£t>)272/M dtnl; — n

Let G; = %L, and S(x) = f; Wdt. Then we have

G c ¢
— Tt > = S(G) > —(t—s).
(logG,)>F ~ 1 =5l
Note that
gs = ! Z &P ( _7pa(p8)) > 1.

nls nlg

We can invoke Lemma G.2 to get

G >S5t (Z(t - s)) = Qt(logt)* M) — L, = O(W)

This completes the proof of Lemma C.7. O

Then we control the rate of the parameter norm with respect to the risk. The following lemma characterizes the M-near
homogeneity.

Lemma C.8 (Near homogeneity). Let f(0;x;) be locally Lipschitz and M -near-homogeneous, then for ||0| > r, there

exists a constant B,. such that
£(8;%:)| < By - [|6:||™  foralli € [n].

Proof of Lemma C.8. We can fix an index i and let ¢; = maxg—, | f(8;%;)|/r™. For any ||0|| > r, we let 6; = r8/||6].
Consider g(t) = f(t0;x;)/t™. Since f is locally Lipschitz, g(t) is also Locally Lipschitz and its derivative exists almost
everywhere. Then we have for almost every ¢ > 0,

(Vof(t0;x;),t0,) — M f(t0;x%;) < all@[M=1  arM-1

Ty
9 ( ) - tM+1 —= 12 +2

We can also show that g(t) > —ar™ 1 /t2. Note that |g(1)| < e;7™. Since g(t) is locally Lipschitz, it’s also absolutely
continuous. Hence we can apply the fundamental theorem of calculus to get

' TM
Harar— = atlel/»

|18}/
=mn+[ J (1)t

[1el/r
SWM+/ 19/ (8)\dt
1

< clrM +ar™-1,

20



Implicit Bias of Gradient Descent for Non-Homogeneous Deep Networks

This is equivalent to
|£(8;%)| < (a/r +c1) - [|0]*.

Let B, = a/r + ¢1. We complete the proof of Lemma C.8.

With this Lemma, we show that v and v¢F are both bounded.

Lemma C.9 (Boundedness of margins). Under Assumptions | and 2, we have

v6F(6,) < 7(6:) < By,

Proof of Lemma C.9. Note that p; is increasing. Therefore, p; > ps. Then we can apply Lemma C.8 to get

min y; f (6 X;
(0:) = p?(ﬁ) < By, -

Therefore, y°F (6;) < ~(6;) < B, |-

Lemma C.10 (Rate of the parameter norm). Under Assumptions 1 and 2, for (GF), we have
1
M
Pt 0g Z,
where the hidden constant depends on v°F () and q.

Proof of Lemma C.10. Recall that
7°(0:) = 7°F(6:) = +°7(6,).

Then we have

1 1
Mo . 4L :O(l —)
Pr = VGF(GS) d(L+) 0g L,
On the other hand, by Lemmas C.2 and C.8 we have
BpM > frin(0;) > 1o L = M—Q(lo i)
P 2 Jmin\Ut) = gnct Py = gﬁt .
Combining these two bounds, we have
1

We complete the proof of Lemma C.10.

Lemma C.11 (Lower bound of the risk). Under Assumptions I and 2, for (GF), we have

1
= Q(t(logw“/M)’

where the hidden constant depends on v°% (0,) and q(z).

Proof of Lemma C.11. Note that by Lemma A.6 and corollary A.8,

d6: _ 5 _1 - —vi f(65xi)
ﬁ = 8£(0t) = E izzle ylhu

where O (14) denotes the minimal norm subgradient and h; € 9f(0;x;). Therefore under Assumption 1, we have

_ 1 &
aﬁ < = —yi f(05%;)
10Le]| < — doe

i=1

hi|| < Li-d'(pr).
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By Assumption 1 and increase of p; , we can bound q’(p;) by b||p;||*’ ~! for some constant b. Then we have

dz, 5, 112 2,2 2M—2 2 1\2-2/M
= < < . .
& [0L:]]* < L5b%p; L;- 0 <log t)

By the definition of S(-) in the proof of Lemma C.7, this implies that

d.[1
Zs(=) <e
dtS(ﬂt) =

Therefore we have

£ <57 elt =) = Oltlog M) = £ = sz ).

This completes the proof of Lemma C.11. O
Theorem C.12 (Rates of the risk and the parameter norm). Under Assumptions I and 2, for (GF), we have

1 1
®<t(logt)22/M>7 pr = O((logt)™),

where the hidden constant depends on v°%(8,) and q(z).

Et:

Proof of Theorem C.12. By Lemmas C.7 and C.11, we have

1
L =0 ———+ |-
t (t(logt)2‘2/M>

By Lemma C.10, we have
1
pM = @(1og E—) =0O(logt) = p: = @((logt)ﬁ).
t
We complete the proof of Theorem C.12. O

Lemma C.13 (Multiplicative error). The multiplicative error of v°F(8;) satisfies

logn + pa(pr)
S(L) — palpr)

Proof of Lemma C.13. Applying Theorem C.12, we have

1 - .
log T, O(logt), palp) = palpr) = O(p 1) = O((logt)*~1/M).

log n + pa(pt) @<(logt)11/M) @((1);) — 0.

Therefore we have

log 7- —logn — pa(pt) log t log t
This completes the proof of Lemma C.13. O
C4. Proof of Theorem 3.2

Proof of Theorem 3.2. By Theorem C.5, we know that v°F(8,) is increasing and £; < e P(P?) /n for all t > 5. By
Theorem C.12, we get the rates of p and £;. By Lemma C.13, we know 7°F is a good approximator of . This completes
the proof of Theorem 3.2. O
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C.5. Proof of Example 3.3

Proof of Example 3.3. Note that for this example we have p(8) = |0|M, p,(0) = M|0|™~1, and f(0) = 6™ + p,(]6]).
This means Assumption 2 is equivalent to:

ﬁ(es) = exp<_f(es)) < eXp(—pa(|95|)) — eéw >0<«<= 06, >0.

If the above condition does not hold, then 85 < 0. Note that 0 is a stationary point for £(8). So if (GF) is initialized from
6., it cannot produce positive parameters in the future, that is, 8; < 0 for every t > s. Hence, (GF) cannot minimize the
loss or exhibit any implicit bias. This completes the proof of Example 3.3. O

C.6. Directional Convergence

The main idea of the proof is to show that the curve swept by 6, has a finite length, thus 0, converges. We use (; to denote
the curve swept by ;. Another important quantity in our proof is the modified margin 4°F defined in (6).

In Theorem 3.2, we show that v°F (6, ) is nondecreasing with some limit 7, € (0, 400) and ||6;|| — oo.

Motivated by Ji & Telgarsky (2020), we will invoke a sophisticated but standard tool in the analysis of definable functions,
the desingularizing function. A desingularizing function will witness the flow is well-behaved and the curve swept by 6, has
a finite length.

Definition 6 (Desingularizing function). A function ¥ : [0,) — R is called a desingularizing function when ¥ is
continuous on [0, ») with ¥(0) = 0, and continuously differentiable on (0, ) with ¥’ > 0.
The following Lemma plays a key role in proving the directional convergence of params.

Lemma C.14 (Existence of desingularizing function). There exist R > 0,v > 0 and a definable desingularizing function W
on [0,v), such that for a.e. large enough t with ||0;|| > R and v°F(6;) > ~. — v, it holds that

B ¥ (.= 1%(0)

—— C .

dt — dt

for some constant ¢ > 0.

The central part of this subsection is to prove Lemma C.14, and then we will use this lemma to prove Theorem 3.4 in
Appendix C.7. To prove Lemma C.14, we need many valuable tools. We present the tools first.

Following the notation in Ji & Telgarsky (2020), given any f that is locally Lipschitz around a nonzero 8, let
0-£(6) = (0f(9),6)0 and 0, f(8) =0f(8) —0,f(9)
be the radial and spherical parts of O f(8) respectively. We use
ar = ¢(Lt) — palpr)
to denote the numerator of v°F (8,). Before we dive into the proof of Lemma C.14, we need to characterize the Clarke
subdifferential of v¢F (8;).
Lemma C.15 (Subdifferential of v¢F). For (GF), we have

\¥ ~
Oay = { - Tt - P:;(Pt)et
t

forany VL, € E?Et},
VEt p/ (pf)éf Matét

R

Ll A

forany VL, € 0L }

Proof of Lemma C.15. The proof of these two results is a direct consequence of the definition of Clarke subdifferentials.
Recall that

of(x) = conv{ lim Vf(x;) : o = lim z;, where x; € D and V f(x;) exists}.
11— 00

71— 00

23



Implicit Bias of Gradient Descent for Non-Homogeneous Deep Networks

Recall that a; and v°F(8;) are differentiable functions of £;. Next, we prove that: for a locally Lipschitz function
a(x) : RY — R and a differentiable function b(-) : R — R, we have

dz[b(a(x))] = {V'|a(z) - 1 | forany h € Oza(x)}.
By Theorem A.7, we know that
dz[b(a(x))] C {V'|a(z) - 1 | forany h € Oza(x)}.

It remains to show the other direction. For every h € 9,.a(z), there exists lim;_, o, ; = x such that h = lim;_, ., Va(z;).
Since lim; o a(z;) = a(x), we have

lim ¥/ (a(z;)) = ¥ (a(z)) = lim ¥ (a(z;))Va(x;) = b (a(z))h.

i—00 i—00

Here, we use the facts that b is differentiable at a(z;) and that « is differentiable at x;, which implies that b(a(+)) is also
differentiable at x;. Hence we have

{V'|a(z) - b | forany h € dya(z)} C dz[b(a(x))].

The above result completes the proof of Lemma C.15. O

Consider the following two special elements within the set of subdifferentials,

- oL -
da; = —ﬁ—; — pl,(pe)0:, (22)
= 6[/ p/ (p )ét Matét
GF o t a\Ft
(0 = L) P M 2

These two elements are crucial for our analysis, enabling us to deal with the non-homogeneity. Specifically, this together
with Lemma A.6 leads to Lemma C.17. Another remarkable point is that Ji & Telgarsky (2020) did not consider these
special elements, instead, they considered da; and 0y°F(6;). This is because their model is homogeneous so p, = 0 in their
analysis. It is straightforward to check that da;, and —0L; are all in the same direction for homogeneous models. However,
for non-homogeneous models, we need to consider the above elements. Thanks to Lemma A.6, we can use any element of
OJa; and a'yGF(Ot) with the chain rule, that is, we have

da(@t)
dt

d’VGF(Gt)
dt

= (0a(0;), —0Ly), = (07°F(8,), —0L,).

This helps us to understand the increase of 767 (8;) in terms of the spherical and the radial change of 9L;. To further
elaborate this, we define:
dya; == <5at, ét>ét, 91 a; = day — Oyay, (24)
0, v°F(0;) = (OV°F(0:),0,)0;,  0.7°F(8;) = 97°F(6;) — 0,7 F (). (25)
With simple calculations, we get the following inequalities.

Lemma C.16 (Decomposition of tilde subdifferential). Under Assumptions I and 2, for 0,~°F(8,) and 8,~°F(8,) in (24),
we have

(Dras,6;) > Mpat >0, dia;= —82&, (26)
t t
- _ - a.L
(0,75F(0:),0:) >0, ,7F(0;) = ——2=E. @7)
Lyp;

Proof of Lemma C.16. We prove the results for a; and v°F(6;) separately.

The first inequality for a,. We have
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(0L:,6,) (—0L:,8;)

<5r%ét> = _T = Pal(pt) = Lips — Palpr)
= nﬁtpt Zeffl(et)Wf (64),6:) — Palpt)
> =Y Ze-f {OMIF(8) ~ ¥ (01)) ~ Pilor)
> nﬁltpt Ze 700 (M log(1/nLe) = P/ (pe) = P(pe)pr)
> nﬁltpt Ze*f 100 114, Mpft > 0.

The second inequality for a;. We have

x oL ~ oL
0ra; = - P;(Pt)at —-({-=- pa(pt)etaet 9
['t ‘Ct

ac. 0L H.L
Ly L Ly

The first inequality for v¢F(8;). We have

(6,45 (6,), 8,) — (0L4,8)  Pulp)  May _ (=0Li,8:) pu(p)  Ma
’ Lottt T L P
—Ji 0t P;(Pt) Mat
:nﬁpMHZe 1400 (T F,(6,), 0,) — i
t
1 - Palpt)  May
fi(6e) a
e M f;(0;) — —
> Y Z NOIF(O) = P(p0) = 2o —
1 Ma
z L oM+ Ze fl(et)<M10g(1/”/~‘t) —p'(pt) = pu(pt)pt) — Mifl
tPt i=1 Pt

1 Ma
—fi(0:) t
7n£pM+1 ;16 Ma; — Piwﬂ =0.

The second inequality for v¢F(8;). We have

5,757 (6)) = — 35;1 3 pé(,ﬁx{)@t 3 MA/C]LtOt a < 3 0L, B Pl (p1)6: 3 MatOt, ~t> 5,
Lip; Pt 1 L:tpiw piu Mt
0L, oL, 0Ly
LipM — Liptt Lipht

This completes the proof of Lemma C.16. O

After a detailed characterization of 96;, we can give a decomposition of the increase of margin. This decomposition will
help us construct the desired desingularizing function.

Lemma C.17 (Decomposition of radial and spherical parts). Under Assumptions I and 2, for almost every t > s, we have

d’yGF(et)

o = 105 @I0Lell + 007 (01191 Le]l (28)

25



Implicit Bias of Gradient Descent for Non-Homogeneous Deep Networks

and s _
5 GF _ [101ad]] dge  [|0LLy|
10,777 (8:)]| = e and  —= = P (29)

Proof of Lemma C.17. We prove the two equations separately.

Proof of (28). By Lemma A.6, we have for almost every ¢t > s,

dy°F(6,)

T (07°F(8y), —0L:) = (9,7°F (8:), =0, L1) + (D17F(8,), —01 Ly).

To prove (28), we need to show two arguments:

* (9,7°%(6,),6,) and (—0,.L;, 6;) share the same sign.

« 9,~7°F(6,) and —d, L, point the same direction.

o The first argument. By Lemma C.16 we have that (9,7F(6;),6;) > 0. On the other hand, we have

n

(~VLi,6,) = %Ze*m”wji(et),e»

i=1

I~ _5f .
> — Z e OV F(0,) — P (pe) Lo By Assumption 1

n

i=1

> MLid(Ly) — Lep (pr) By Lemma C.2
> LiMay By Lemma C.1
> 0. By monotonicity of 7°F(8,) in Theorem 3.2

Therefore (9,~v°F(0;),0;) and (—9,L, 0;) share the same sign. This completes the proof of the first argument.

o The second argument. This is a direct result of Lemma C.16.

Proof of (29). The first part is also a direction result of Lemma C.16. For the second part, since 0; is an arc and ||6;| >

6] > 0, it follows that 6; is also an arc. Moreover, for almost every ¢ > 0,

t = — .
Pt

= ﬁat

W0, _1do, 1 /A0 G\ o 0,
dt — p At py

Since 6, is an arc, 6, /dt and ||d@, /dt|| are both integrable. By definition of the curve length,

C A
de;
= —||dt,
G / =
and for almost every ¢t > s, we have B B
AC(t) ||| _ [19.Le]
dt dt pe
This completes the proof of (29). Therefore, we have proved Lemma C.17. O

Then we need some inequalities to connect ((’Zﬁt, 0 Lﬁt) and (&’yGF(Ot), ) LVGF(Gt)). The main idea is to show that their
ratios are close, that is,

10.L4]] 102757 (8)]]
19:£:] 6,25 (6]

The technique is to use a; to bridge these two ratios.
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Lemma C.18 (Inequalities between a; and v°F(8;)). Under Assumption | and the condition L, < e Palps) /n, for almost
everyt > s, we have

10y ac]| > MyCF(0)p (30)
and Mlogn + 2Mpa(pe)
x ogn + a
10,4°F(8,)]| < —== g PalPt). (31)
t

Combining these two inequalities, there exists a threshold s, > s > 0, for almost every t > s, we have
~ M ~
[ A CATR A AL (32)

Proof of Lemma C.18. We prove the three inequalities separately.

Proof of (30). We expand the formula. For almost every ¢ > s, we have

= <~ M
|0-at|| = (Day, O:) > pat By Lemma C.16
t
= M~CF(0,)pM 1 By definition of v°F(8,)
> M*yGF(BS)piwfl. By monotonicity in Theorem 3.2

Proof of (31). For almost every ¢ > s, we have

~ ~ = L, 0 pL.(p Ma day, 0 Ma
187501l = B+ (80, 6) = - Ot 2n)  Pelin) _ Sl (0B = Mo @
tPt Pt Pt Pt

Now we derive an upper bound for <5at, 6.). For almost every ¢ > s, we have

(Day,8;) = Eit _* Z NV fi(6:),6:) — Lip), (Pt)/?t}
< %t n Z eI OIMF(8,) + Lip (i) — Lep), (pt)pt} By Assumption 1
<7 [ Z: e ONM0) + L () + L0l 1)
= nzt Ze*ﬁ OV F:(0:) + Mpa(py). By Lemma C.1 .

By Lemma G.1, we have —V7(v)v = V7 (v)(0 — v) < 7(0) — w(v). Applying this to the above inequality, we have
(Day,0;) < Mlog(1/L:) + Mpa(pr)-

Therefore, ~
(Oay, 0y) — Ma; < Mlog(n) + 2Mpg(pt)-

Plugging this into (33), we have proved

~ Mlogn + 2Mp,(pt)
10,77 (80)]] < P :
¢

This completes the proof of (31).
Proof of (32). To prove (32), we combine (30) and (31) to get

~ GF 9) 2M N
dyas| > M~SF (0 M*1>7(—tptarGF9 .
ol = 25 (@) = T 5,50,
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L

Since pq(p:) is a polynomial of p; with degree (M — 1) and p; is increasing with rate O([log(¢)]37) (by Theorem 3.2),
there exists a threhold s; > s > 0 such that for almost every ¢ > s;, we have

_1
2

M
logn + 2pa(p:) < py
Therefore for almost every ¢ > s1, we have
~ M+1/2
18,asll > v°F(82) 0 /218,77 (01)].

This completes the proof of (32). We have proved Lemma C.18. O

We proceed to prove Lemma C.14. The following two Kurdyka-Lojasiewicz inequalities in Ji & Telgarsky (2020) will help
us construct the desired desingularizing function. We refer the readers to Appendix B in Ji & Telgarsky (2020) for the proofs
of them.

Lemma C.19 (Lemma 3.6 in Ji & Telgarsky (2020)). Given a locally Lipschitz definable function f with an open domain
D c {z | ||z]| > 1}, for any ¢, > 0O, there exists v > 0 and a definable desingularizing function ¥ on [0, v) such that

W (f@)2l10f @)l =1, if f(z) € (0,v) and ||Lf ()| > cll|” || f ()] -

Lemma C.20 (Lemma 3.7 in Ji & Telgarsky (2020)). Given a locally Lipschitz definable function f with an open domain
D C {x | ||z|| > 1}, for any A > 0O, there exists v > 0 and a definable desingularizing function ¥ on [0, v) such that

maX{L i} V()@ = 1 i ) € (0.0)

Proof of Lemma C.14. Recall that we have the following decomposition by (28):

d,yGF(et)

o = 1095 @I0Lell + 0175 (01191 L1l

Two cases will be considered in this proof:

« Case 1: [|9,75F(8,)]]]|0,-Ly]| is larger, and we will apply Lemma C.20 for construction.

* Case 2: [|0.7CF(60,)|)||0.L L:]| is larger, and we will apply Lemma C.19 for construction.
The two cases will be determined by the ratio of |0, v¢F (8;)| and ||8,7°F(8,)]|. Specifically, case 1 corresponds to

10,77 (81 < o7 1977 (8], (34)

and case 2 corresponds to

10L7°F(8)]] = pF 1107 F(8,)]]. (35)

Case 1. By (32), we have

M+31,5
10y acll > v°F(0s)p, 2 110-7°F (8]
3 ~
> 5% (8,)p, R 1075 (8,)]] By (34)
= ( )Pt H@latH By Lemma C.17 (36)

Now we transfer this inequality to the ratio of |0, £|| and ||0,-L;||. Note that

< < 1 = <5£t,0t> ,
a,r = 8 ’0 = — 8 ’0 = ——— a
0ras| = (Oay, B:) pt< at, 0y) Lipr Pa(pt)
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(L, 0;) (0L4,0,) 1 -
< — =— = —|0,L:].
— »Ctpt »Ct »Ct || tH

On the other hand, we have .
d = — |8 L.
01 all £t|| Lyl

Plugging (37) and (38) into (36), we have

10, Lell > ~°F(8:)p7 19 Le ]l

(37)

(38)

(39)

On the other hand, we know that there exists so > s > 0 such that for almost every ¢t > s5, we have p; > 1. Hence we have

[97CF(8)|| < [10,7°F(8:)]| + 0757 (8,
< (L+p)10-7°F (01| By (34)
< 207 (10,77 (6,)]- By p; > 1

Therefore by (28), we have

DO+ 16,4500 116,£:
> %P%VGF(GS)H&YGF(@OH||5L£t|| By (39) and (40)
> %P%VGF(Os)lléch(et)H||5Lﬁt|| By [|07°7(0,)[| = [16+°7(8,)l|
> pt% ||57GF(0,5)||%. By Lemma C.17

(40)

(41)

Now we invoke Lemma C.20 to construct the desingularizing function. We apply it to the definable function v, — v°F(8;)

with A = 1. Then there exists v; > 0 and a definable desingularizing function ¥ on [0, 1) such that

B (7. =77 (80)p 07T (0) = 1, i 77 (8) = 7 — v
Plugging (41) into the above inequality, we have

dVGF(Ot) > %

g 2 3 if ’yGF(Ot) > v — 1.

8T) (v —v°F(6r))

This completes the proof for case 1.
Case 2. By (28), we have

d GF 0 - = a
WT(t) > (10,755 (@) 101 L] = pe|0LF (81))]

For almost every t > s; > s > 0, we have p; > 1 and

dée
dt

1077 (81 = o7 1977 (8)| = 11077 (8.

This leads to

. . N 1 .
10,9570 > = (1977 (8. + 10.7F(81)]]) > §H37GF(9t)II-

N | =

Plugging this into (42), we have

¢
dt

d¢y

dv¢F(6,) a6t
dt

Pt 5. GF
> =
e AR (]

> B9y (60

(42)

(43)

We invoke Lemma C.19 to construct the desingularizing function. We apply it to the definable function v, — v¢F(8;) with

c=1landn = %. Then there exists o > 0 and a definable desingularizing function W5 on [0, v2) such that
W5 (v = YT (00))pe |0V (O] > 1, if 47 (6:) > 7. — v
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Plugging (43) into the above inequality, we have

d’yGF (Bt)

dCt . GF
> — > — Us.
dz = qt ) ]f’}/ (at) E V3

205 (v — %7 (0))

This completes the proof for case 2.

Combining the two cases. Since ¥} — U}, is a definable function, it is nonnegative or nonpositive on some interval (0, /).
Let ¥ = max{W¥;, ¥5}. Then we have for almost every large enough ¢ such that p; > 1 and v°F(8,) > ~. — v, and
1

logn + 2pa(p) < pi’ 2, it holds that

& (6,) 1 ¢
dt T V(v —7CF(6y)) dt
for some constant ¢ > 0. This completes the proof of Lemma C.14. [

C.7. Proof of Theorem 3.4

Now we are ready to prove Theorem 3.4 with the powerful tool, Lemma C.14.

Proof of Theorem 3.4. Let ty be large enough so that the condition in Lemma C.14 holds. Then we have
Jim Gy < Gy + ¥ (s = 7% (6y,) < 0.
This completes the proof of Theorem 3.4. O

C.8. KKT convergence

We now prove Theorem 3.5 by verifying the KKT conditions. Recall that the optimization problem (P) is defined as follows:
min [|0]]3  s.t. yi fu(0;x;) > 1 foralli € [n].

Recall that f;(0) = y; f(0;x;) and fuin(0) = min;c [, f;(6). We use fii ;(0) to denote y; fii(0;x;) and fi min to denote
min, e[, fu,i(0). Recall that by Proposition 5.1, f; is continuously differentiable on R?/{0}. We also assume that f is

continuous differentiable with respect to 6 on R¢/{0} in Assumption 3. For simplicity, we use h; to denote V f; and hy ; to
denote V fy ;. We define

n

I 5 1 ;
—— E —fi(@e)y,. —— E —fi(0),, .
h = niile h;, hy= ni:le hy ;.
Notice that h and hy are weighted sum of h;’s and hy ;’s respectively, where the weights are the same. Actually, this hy is

very tricky. Unlike h = —V Ly, hy is not the negative version of gradient of

i G*fH,i(9§xi).

i=1

Ln(0) =

SRS

Itis just a weighted sum of V fiy ;. Next, we define the KKT conditions and approximate KKT conditions for the optimization
problem (P).

Definition 7 (KKT conditions). A feasible point 8 of (P) is a KKT point if there exist A1, ..., A, > 0 such that

1. 6 — Z?Zl Ashy ; = 0forsome hy 1, ..., hy, satisfying hy ; = VfH,i(G) for every i € [n];
2. Forevery i € [n], A;(fn,:(0) — 1) = 0.

Definition 8 (Approximate KKT conditions). A feasible point 0 of (P) is an (¢, §)-KKT point if ther exists A1,..., A, >0
such that

1. |6 =Y, Ahy || < eforsome hy 1, ..., hy, satisfying hy ; = V fu.:(0) for every i € [n];
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2. Forevery i € [n], Ai| fn,:(8) — 1| < 6.

The first step is to bound the difference between fiin and fy min-

Lemma C.21 (Bound between fmin and vamin). Under Assumptions 1 and 2, for any €, there exists so > s > 0 such that

Ot _ et
(fmin(et))l/M (fH,min(Bt))l/M

for almost every t > so, H <e.

Proof of Lemma C.21. By Theorem 3.4, we have o, converges to 6. Then we are going to show that f;(6;)/pM converges

for all 7. Recall that in Proposition 5.1, we have

| £(0;%) — fu(0r;x)| < pa(][0:])-

Therefore we have

fi(0r) _ fui(6:)] _ palpr)

— 0, ast— oo.

pt! ptt 1T P
Hence we have _ _
i(6 i(6 =
lim M = lim Lj(wt) = fn,i(0.).
t—o00 pt t—o00 pt

As a consequence, we have

lim S L — = lim Pt = ! .
= (100))M 2 (@)™ (Faa00)

Because we only have a finite number of ¢, we must have

lim N . S lim i = 1
troo (f_min(at))l/M fmreo (f_H,min(et)) (f_H,min(a*))

/M —
Therefore, for every e, there exists so > s > 0 such that for almost every ¢t > so, we have

1/M"

oo~ G
(f_min(at))l/lW (f_H,min(et))

This completes the proof of Lemma C.21.

<e.

1/M

Due to the above lemma, we can focus on
A = 1/M
0: = 01/ (fumin(61)) "/
and verify it satisfies the (¢, §)-KKT conditions. The key is to construct the coefficients \;:

F1-2/M —fi(64)
A (8y) — Do (8)0r¢
n[hy|

We define the following key quantity for our proof,

(61, h(6:))

5O = T, Tal

Lemma C.22 (Lower bound of the homogeneous margin). Under Assumptions I and 2, we have

fH,min(et) GF
e > 77" (6s) > 0.

Specifically, there exists B, such that for all t,

it/ (8,) - 116:]l < B.

31
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Proof. Note that

fH,min(gt) Z fmin(gt) — Pa (pt) by Pmposilion 5.1
1
> log T Palpt)- by Lemma C.2
Hence,
min 0
L&ﬂ > 75F(9,) > 7°F(,) > 0.

164

And,
— M _ 1
M0 100 < (v57(9:) ™ = B,

This completes the proof of Lemma C.22. O

Lemma C.23 (é satisfies the (e, 0)-KKT conditions). Under Assumptions I and 2, there exists sz > s > 0 such that for a.e.
t > $9, 0, is an (€,0)-KKT point of (P), where

) - _ g2t 2Palpr)
e=v2B\/1-3(t) and §=nB M fri min ()

Proof of Lemma C.23. We need to verify:
1. Hé — 2?21 Aihy ;|| < eforsome hy 1, ..., hy , satisfying hy ; = VfHZ(é) foralli € [n].
2. Foranyi € [n], )\i’fH7i(é) — 1] < 6.
Note that we only verify one side of condition 2, since by the definition of 6, we have sz(é) > 1 for all 4.

Condition 1. We expand the left side of the inequality:

" n  Fl=1/M —fi(61)
. _ - _ 1 H,min (et)pte
0, — > Ahp; = Honiin (80)p1 - 6= i Lol (60) n 2.~ [

=1 i=1
N o | S0
= H,iﬂ[(at)ﬂt'et— H,iq/if(et)m';z o] V fn,i(6:)

i=1
_ UM (5 _ bu
— JH,min (et)pt (et ||hH||)7

V fu.i(6:)

where the second equation is by the definition of 6 and the homogeneity of fH,i, and the last equation is by the definition of

hy. Hence we have
n
0: — > Ny
i=1

This completes the proof of Condition 1.

2

<BQ‘

Condition 2. For condition 2, we have shown that £; < e~P=(?!) /n_ This leads to

fi(8:) > palp) = fui(0:) > fi(6:) — pulpr) > 0.

Therefore we have fiy ;(6;) > 1 since 8, = Ht/(fH,min(Ht))l/M. It suffices to show >_ \; (fH,Z-(GAt) — 1) < 6. This s
because

(s (6 I e (N RN ;
Z i(fH,i( ) — 1) _ W - Ze (fH,i(Ot) - fH,min(Ot))
p i=1
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o 2/M(0t) Lo ) )
H,min R Z e_(fi(e‘)_f‘“‘“(e‘)) (fH,i(et) - fH,min(et))

HhHHSfmm 8:) n i=1

Piiimin (68) 1 & ~(F(0)Fuin(00)) (7 7
W'gze O B0 (1i(84) = Fnin(60) + 2pa(p))

By \fH i(0;) — fi(6:)| < pa(pt) in Proposition 5.1

ptfH ,min ( )
= [y [efmm@ (1 F2Palp0). .

By fi(0;) — fmin(6;) > 0and e *2 < 1 whenz > 0

The remaining part is to lower bound ||hy||. We have

<hH70t>
16l

— 7f1(9t 0
n”et'ZG fH’L( t)

[yl >

M ~Fmin(80) min (0 £
> ¢ Frmin t)7 by fu,:(6) > 0 and Lemma C.21

npy N

Plugging this into (47), we get

g A n F—2/M 1+ 2pa(pr)
Ni(fri(0r) —1) < — - p2fi L0 (0y) - —— by (46)
Z ( H, ( t) ) M I H, ( t) fH m1n(9t)
_nB? 1+ 2p(p)
- M fH7min(0t) .
This completes the proof of Lemma C.23. O

It remains to show that e and § are both close to zero. The second is easy to verify because fy min is M-homogeneous.

Lemma C.24 (6 goes to 0). Under Assumptions 1 and 2, we have

1+2
5=n32w —0, ast— oo.
MfH,min(Ot)
Proof of Lemma C.24. Recall that
. fH ’L(et) r
tlimo pt fH Z( )

Denote the limit as «,. Then there exists s3 > s > 0 such that for almost every ¢ > sz, we have

F 0 i
] “’pﬁ(/) /2 = Jui(8) > 1ol 2.
t
Then we have L4 o
lim 6 < lim nBQLa(pt) =0

t— 00 pt—>00 Mfy*péw/Q
This completes the proof of Lemma C.24. O

We next show e = O(1/1 — B(t)) is close to zero. However, () might not converge as it is given by

(6, hy) IR A
= — h = — i\Jt : 0
B(t) -l ™= % ;e V fu,i(04),
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where hyy might not converge in direction. To address this issue, our strategy is to show that there exists a subsequence
(tx)r>0 such that B(t;) — 1. To this end, we need to characterize 5(¢) using the stronger Assumption 3. By Assumption 3
and Proposition 5.1, there is a function r(z) = o(z* 1) as & — oo, such that for almost every 8; and any i € [n], we have

IV £:(8:) = V furi(0)]| < r([16:]]) = r(pe)-

Lemma C.25 (Characterization of 3(t)). Under Assumptions 2 and 3 , there exists s5 > s > 0 such that for almost every
to > t1 > s5, we have

R T T R W TN U %
/tl ((6(t)+pz(t))2 1) ar 18 PT) 4TS gl e, )

Qr(Pt)
= S po(t) = P
Mo (o)1 2= SR

where
P1 (t) :

Proof of Lemma C.25. Recall that we have (19), that is,

dlogyS7(6) _ _|6i*p7 — (6}, 64)
dt T pPL(O(Ly) — palpr))
[h|[*pf — (h, 6;)°
= pPL(P(Ly) — palpr))

2|h)|? — 2(h, 8,)% dlog p, . dlog p: dp?
= : . y =52
Liay - % /p? dt dt 2p2dt
Note that for almost every ¢ > s,
Ldot _ 1§~ —r00 v,
- = — WV f:(04),0
2 dt n 1216 (Vfi(6:),0:)
I w— _7 -
< =Y eI NF(0 ‘(6
< o 2o FOe) + 16

By Assumption 1

LS e O (M (6) + M (6.1) + o (16])]

<
i=1
By |f(0;%) — fu(0:;x)| < pa(]|0:]])
I e— _7 ~
< 5;3 FHON(T fu,i(61).00) + 2M Lepa(pr)
By Mp,(x) > p'(x) forz > 0
= (hn, 0) +2M Lipa(py)- (48)

Similarly, we have

Liar = L1¢(Lt) — palpt) Lo
< Lip(Le) — ' (pe) Lo/ M
By Mp,(x) > p'(x) forz > 0
1 dp?
oM dt
By Lemma C.4

1
i (hy, 0) + 2L:pa(pt)- (49)

IN

IA
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The remaining part is to bound the term |/h||> = ||0}||? in the numerator. Recall that
IV£i(0:) = Vini(0:)|| <r(]|6:]]) foralli€ [n].

Hence we have

1 7
I byl < 23 e H O — ] < Lol
We get
I > | = [ = b > (]| = Lor (6]

Since ||6;]| — oo, for all sufficiently large ¢, we have

hy, 0
Iy > (hu, 6:)
Pt
_ MY e h O fii(61)
npt
MS e—Ji(6:) ; 0,) — pa
> Dio1 (fi(62) = Pa(pr)) by Proposition 5.1
np
Mﬁt(log s~ Pa(ﬂt))
> by Lemma C.2
Pt
= ML~°F(8,)pM ! By the definition of °F
> MLy°F(0,)pM ! by Theorem 3.2
> 3MLir(p). Since the degree of r is M — 2

Therefore, there exists s5 > s > 0 such that for almost every ¢ > s5, we have

b3 > [hy|[3 — 2|yl Ler(16:]]) + L7r([|6:])?
> ||hy|3 — 2|[hul[Ler(pr)

> |hn|(3M = 2)Lir(pe) = 0. by (52)
Moreover, we have
1 1dp? ~
(0,0) = o < (B 61) + 2MLipa(p) e by (49)
t

Combining (48), (49), (53) and (54), when t > s5, we have

~ ~ 2
2/ - 2(h, 6:)* MlthH% — 2|[hy[Ler(pe) — ((h, 8r) + 2M Lipa(pr)/pt)

Loap- YL/ = (b, 0:) + 2M Lepa(pr) /pi)”
( 1— 2|y~ Ler(pr) _1)
(B() + 2M Lopa(pr)/ (o1 |1 ])))?
.y ( 1—2r(p;)/(M~SF(0.)p" ) . 1)
(B +2pa(p0)/ (+57(8.)0}") )

=M- <1_p1(t) . —1>,
(B(t) +p2(1))
pl( ) . 2r(pt) 2( ) L 2pa(pt)

t) := — . po(t) =
M~SF(0,)pM 1 YEF(05)p
This completes the proof of Lemma C.25.

where
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Corollary C.26 (8 bound). Under Assumptions | and 2, there exists s5 > s > 0 such that for almost every to > t1 > ss,
there exists t. € (t1,t2) satisfying

L-pi(t.) 1 1og7%7(6i,) —log*F(61)
(B(t) +pa(tn))?  — M log pr, — log pi,

Proof of Corollary C.26. Denote the RHS as C'. Assume to the contrary that

1 —pi(ts)
(B(t*) +p2(t*))

5 —1>C forallt, € (t1,t2).

By Lemma C.25, we have

1 'YGF(Ot ) to d 1 ’YGF(gt )
—1 L __Nt2/ —1 . = 1 —1 = —1 4 N2/
M og ’YGF<0t1) > /tl C dr ng(T) dr C( 0g Pt 0g ptl) M og ’VGF(etl) ’

which leads to a contradiction. This completes the proof of Corollary C.26. O

Lemma C.27 (8 converges to 1). Under Assumptions | and 2 and V f is near-(M — 1)-homogeneous, there exists a
sequence ty, such that limy_, . B¢, — 1.

Proof of Lemma C.27. By Corollary C.26, there exists s5 > s > 0 such that for almost every t5 > t; > s5, there exists
t. € (t1,12) satisfying

_logySF(64,)—1og1CF (64)
log pt, —log pt,

B(t.) >

— pa(ts).

1+ 4

We know that as t,, — o0, p1(t«), p2(t.) — 0. Besides, we know that log p; — oo and logv¢F(8;) — .. For any ¢,,,
there exists to > t5 > s5 such that

1
p1(ts) < em/2,log(p(t2) —log(p(t1)) > M,lovaF(G’tz) —1og v (01,) < €n/2, and pa(t.) < €/2.

1—¢€,/2
B(ts) > \/mgﬁmﬁzlenr

Hence, for each ¢,,, we can find a corresponding ¢,,, such that 3(¢,,) > 1—€,,. This completes the proof of Lemma C.27. [

Hence we have

It’s worthy noting that Lemma C.27 shows that a subsequence of (hy(6;), 6;) aligns, which matches the result in Lyu &
Li (2020). However, Ji & Telgarsky (2020) showed that (hy(6;), 8;) aligns assuming that f is homogeneous. We leave
investigating gradient alignment for near-homogeneous functions as a future direction.

Lemma C.28 (approximate KKT point). Under Assumptions | and 2 and V f is (M — 1) near-homogeneous, there exists a
sequence ty, such that 0y, is an (e, Oy )-KKT point of (P) for all k € N, where €, — 0 and 65, — 0 as k — 0.

Proof of Lemma C.28. We just apply Lemma C.23, Lemma C.24, and Lemma C.27. This completes the proof of
Lemma C.28. [

Now we can prove the main theorem.

C.9. Proof of Theorem 3.5

Proof of Theorem 3.5. Appplying Lemma C.28, we have a sequence {t3} such that 6,, is an (€, 0 )-KKT point of (P)
for all k € N, where ¢, — 0 and 6, — 0 as k — oo. Since 6; and 0 share the same direction, 8;, will converge to the
same direction as one of the KKT points of (P). By Theorem 3.4, we know 8,, also converges to the limit 6,.. Hence,

0./ (fmin(0+)) VM s a KKT point of (P). This completes the proof of Theorem 3.5. O
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D. Proofs for Section 4

The proofs in this section are divided into two parts. In the first part, we provide some basic results about near-homogeneous
block functions. In the second part, we verify that many commonly used neural network architectures are near-homogeneous
block functions.

D.1. Near-Homogeneous Networks

The first thing we want to show in this section is that if we want to verify a model (block map) is near-homogeneous
(dual-homogeneous), we only need to verify the first two conditions. This is because the frist condition will imply the the
last condition.

Lemma D.1 (M-near homogeneity bound). Given a locally Lipschitz function s(0), M € Z, and ps(z) € Ry [z] with
deg ps = M, we assume that for all 0,

(V5(6),6) — M - s(0)]| < pi(ll6]).
Then, there exists p; € R [x] such that deg p} = M and

Is(@)] < p(l161)-

We skip the proof here as it is almost the same as the proof of Lemma C.8. Indeed, note that in the proof of Lemma C.8 we
only use Assumption (A1l). However, this lemma indicates that the near homogeneity will lead to the boundedness of the
block function. In other words, we have

(A1) = (A43), (Bl) = (B3).

In detail, we have the following corollary.

Corollary D.2 (From near homogeneity to boundedness). Given a model f(0;x) satisfying (Al) and (A2) in Definition 1,
then f(0;x) satisfies (Al), (A2) and (A3) in Definition 1. Similarly, given a block function s(0;x) satisfying (B1) and (B2)
in Definition 2, then it satisfies (BI), (B2) and (B3) in Definition 2.

Once we have this corollary, we must only verify the first two conditions in the dual homogeneity definition. The first result
we want to verify is that near-homogeneous gradients lead to near-homogeneous functions.

Lemma D.3 (Near-homogeneous gradient leads to near-homogeneous function). Assume that f(0;x) is continuously
differentiable and V f is locally Lipschitz and satisfies Assumption 3 with parameter M — 1 for some M > 2. Then, f is
near-M-homogeneous.

Proof. Since V f is locally Lipschitz, V2 f exists almost everywhere. Here, we focus on showing (A1) in Assumption 1 since
(A2) is straightforward. For simplicity, we omit the x in the function. Note (A1) is to show there exists p s.t. degp < M and

[(V£(6),0) — Mf(O)] <p'(l6])-
Here we assume there is a p; € R [z] such that degp; < M — 1 and
(VIV(0)]:,0) — (M — 1V F(O):] < pi(l6]])-
Since f is a continuous function, we can assume for all 8 € m
[(Vf(6),0) — M[f(6)] <C.

For general 0, let 6 := 6/]10|| and o -
g(r) =(V[f(r@),r0) — M f(r8).

We aim to show that |g(r) — ¢g(1)] is bounded by some polynomial in 7. Note that
l9/'(r)] = |07V £(16),78) + V[(r0)"6 — MV f(r0)" 0|
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= [(0TV?f(r0),r0) — (M — 1)V f(r0)" 6|
- ‘éT [(V2£(r),70) — (M — 1)V f(16)] ]
< (V2 £(r6),18) — (M — 1)V f(r0)|

< py(r).

Hence, we have
g(r) < g +g(r) —g()[ < C +/ pi(s)ds < pi(r) + C —pi(1) < pi(r) + C.
1
Therefore, we can set p = [(p1 + C'). This verifies (A1). Hence, f is near-M-homogeneous. This completes the proof. [

Now we can prove Lemma 4.2.

D.2. Proof of Proposition 4.2

Proof of Proposition 4.2. For this proposition, we will only present proofs for argument 1 and 2. For argument 3, 4 and 5,
they are direct consequences of argument 1 and 2.

Argument 1 for 5(6,x) = sy o sp_(x).

By Corollary A.5, we know the existence of the Clarke Jacobian of s!(6;;5(05;x%)), since it’s locally Lipschitz. Right
now, for 5(0;x) = s(01; s%(02;x)), we want to verify (B1) and (B2). Since they are some convex constraints, we only
need to verify the constraints at the boundary.

To prove this, we need to invoke Corollary A.9. Recall that the statement in Corollary A.9 is:

Given two locally Lipschitz block functions s'(61;x) : R x R% — R% and s2(60;x) : R% x R — R92, we have

Dps' (01, 5%(02;%)) C conv{(al,ag ‘hy) (a1, 00) € 8917x31(01;x),h1 € (‘39282(02;x)},
8xsl(91,52(02;x)) C conv{a2 -hy:ag € 6xsl(91;x),h2 € 8x52(02;x)}.

This indicates if suffices to verify (B1) and (B2) for all combinations of (a1, a2, hy, hy), where (a1, ) € g, x5 (01;%)
and (hy, hy) € 9g, x5%(02; x).

Recall that we already know (a1, ace, hy, hy) satisfy the following conditions:

{1, 8) — My - s (0;x)|| < Pl (110]Drsa (IIx]]),
{2, x) — My - s*(8; %) | < psr(16])ri (IIx]]),
leex ]| < g ([l@1)ts: (IIx])),

lloez|| < as (101t ([IxI]),

15" (8;%)[| < qer ([10])tsr ([1x]])-

For s2, we have

[(hy,8) — M - 5*(8; %) < Pl (1|01 (IIx])),
[(he, x) — My - s*(8;x)|| < psz ([10])riz(IIx])),
hal < a2 (l01)ts (IIx[)),

bz < a2 (101t (1)),

1s*(@: x)[| < ag=([|01)ts ([Ix])-
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Then, we will verify the two conditions (B1) and (B2).

Verify (B1) in Definition 2.

As for (B1), we have

(a1,01) + (a2 - hy, 05)
= (a1, 01) + (a2, M3sp, (%)) + (o2, (h1,02) — Mssp, (x)).
Therefore,
sup  [[{g1,0) — (M1 + M2M3)s(0;x)||

g21€005(0;%)

< sup {1, 01) — Mis(8;x)|| + Mal|(ewz, s, (x)) — Mas(6;x)||
(a1,2) €051, (hy,hy) €52

+ [z, (hy, 02) — M3sp, (x))]|
< P ([1011)rsr (53, (<)1) + Mapsr (101 1)ri ([Is, ) + psr (102175 ([Is5, () [1)p%2 (118212 ([1x]])
< pLa([101]) - rer 0 qez (12]]) - rer o tea ([Ix]) + Mapar (101]]) - rix 0 qsz ([102]]) - ria o tez (IIx]])
+ Pt (011115 0 asz([[021]) - rix o tez (IIx[]) - Phz([102]]) - rz([[x])
< [Paa(181]Drsr 0 qs2 (162]]) + Mspsr ([|01[)rin 0 a2 ([162]]) + psr ([|61]]) - rla © a2 (1162])p%e ([|62])]
of order <My +MoMsz—1
x [rgr o tea([Ix)l) + Mariy o te([[x|]) + rix o tea ([Ix]) - rez(IIx])] -

of order < Mo My

We can prove something similar for (gs,x) — MaMys(0;x), where g2 € 0xs(0;x). Then the orders for (ga,x) —
M Mys(0;x) will be bound by (M; + MsMs, My M, — 1). Combining them, there exist ps, rs € Ry [z] and deg ps <
My + MyMs,degrs < Mo M)y such that

sup [[(g1,8) — (M1 + MaM3)s(60;x)| < pL([10])rs(I1x]]),
g1€005(0;%)

sup [[(g2, %) — (MaMa)s(6; )| < ps([|€])rs(I[xI])-
g2€0x5(0;x)

Verify (B2) in Definition 2.

Before we proceed, we have the following two inequalities:

ts1 ([1s5, ()) < tor (as2([102])ts2([1x])) < [tsr 0 qua([102]))] - [tsr 0 tea(lIx[])],
ta (155, ()1 < th (a5 (102])tsz ([1x]))) < [t 0 qsa(162])] - [ter o tea(llx[])]-

Note that

sup [lg1]|® < sup e + [levz - b [|?
g1€0es (a1,a2)€0st,(hy,hy) €052

2 2
< [ai (1611Dtsr (155, G)N]™ + [asr (/16115 ([55, () Dase (1021t ([1x])]
By (B2) and Lemma D.1

2
< (@ ([1611) - tsr 0 sz ([B2]]) - tor o oz ([Ix[])]
2
+ [as (1611) -t 0 a2 ([102]]) - th otz ([Ix]) - aLe ([162]]) - tsa ([1x)]

By two inequalities above
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2
< [aa([1:]]) - ter 0 qu2 ([162]]) + qur ([61]]) - i 0 a2 ([162]]) - a2 ([|62]]) ]
of order <M1+ Mo Msz—1

2
x [tor o taa(llxll) + tha o tea(lIx]]) - toa(lIx])) |-

of order <Moo My

Therefore, there exist qs,ts € R[] and degqs = M7 + Mo M3, degts, = Mo My such that

sup [|g1* < a. (11011t (IIx])-

g1€005s
On the other hand,
sup ||gzfl < sup |z - ho|
g2€0xs (a1,02)€051,(hy,hy)€0s2

< a4 (1011 (1l () ats (162t ([11)
< qar ([10111) -t 0 sz ([162]]) - ths ot ([Ix[1) - a2 ([1621]) - tee (I1x])
= [as (1611) -t 0 qs2 ([182]]) - qs2 ([1211)] x [t o tez([Ix]]) - tea(lIxI])] -

of order <M+ Mo M3 of order <MoMy—1

Therefore, there exist qs,ts € R[] and degqs < M7 + Mo M3, degts < MMy such that

sup [lg1ll < a.(llel)ts(l1x]]),

g1€0gs

sup g2/l < qs([18]Dt5(lIx]))-
g2€0xs

We have shown that s satisfies (B1) and (B2) with parameter (M; + My M3, M3 My). Since (B1) and (B2) lead to (B3),
This indicates that s(0;x) is near-(M; + M M3, My M,)-homogeneous.

Argument 2 for 5(6,x) = sp © 332 (x). Without loss of generality, we can focus on just one entry of the output like:

[5(0.%)], ; = [s6,®)], - [55,(®)] -
To simplify the notation, we can assume s', s? are both scalar functions. Then, by Lemma A.6, we have
d(s' - 5?) C conv{(s’a, s'hy, s?ay + s'hy) : (ay, ) € s', (hy, hy) € 9s%}.
We will also use (g1, g2) to denote the Jacobian of s. Then, we can verify (B1) and (B2).

Verify (B1) in Definition 2. As for g; € Jgs, we have

sup ||(g1,0) — (My + M)s||
g1€0p5

< sup [(s*c1,61) + (s'hy, 05) — (My + Ms3)s||
a1E€0gs!,hy€0gs2

< sup [|s?] - [{ar,00) = Mis'|[+ sup ||| [|[(hy, O2) — M;s?||
a1 E0gs?! hiE€0gs?

< 9 ([0Dts2 (I ps (181D ([1x1) + s (181t (Ix1) ez (161 s (111])
= q.2([181)p%: (101]) te> (IIx[)rsr ([Ix1) + as2 (101DpL2 (181]) tor (I1x])rs2 (I -

of order (M1+Ms—1) of order <(Ma+My) of order <(M1+Msz—1) of order <(Ma+My)

Similarly, we can get that

sup H{gQ,x> — (Mo + M4)3H
g26€0xs
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< sup ||<52a2,x> + (s'hy, x) — (M + Ms3)s||
€Dy 51, hp €0y 52

< sup |8 [[{eez, x) = Mus'|| + sup|[s"]| - [|(ha,x) — Ms?||

o €95 st hy€0xs
< g2 (01 ts2 (Ix[)psa ([1€1)re ([Ix]1) + ase ([1€1)ts: ([Ix])psz (101 ez ([1])
= qs2([10])ps: ([1€1]) tez(lIxID)re (lIx]) +as: (101)psz (101]) ter (IIx[Drez(x]) -

of order (M1+M3s)  of order <(Ma+M4—1) of order <(M1+M3s) of order <(Mao+M4—1)

Combining these two inequalities, we can see that there exists qs, rs € R[] such that degqs < (M7 + Ms3), degrg <
(M2 + M4), and

sup  [(g1,0) — (M1 + M3)s(0;x)[| < p(ll01Drs([Ix]),
21€095(0;x)

sup  [(g2,%) — (M2 + Ma)s(8;x)[| < ps([|0])r (IIx]))-
g2€0x5(0;x)

Verify (B2) in Definition 2.

As for g1, we have

sup [lgi]* < sup lls®ar]|® + [|sha [?
g1€095 a1 EDgst hi €D s>

< [as (101t (xDas (1611 er (1)) + [awr (1611 ter (Ixl)ae (101Dt (Ix]1)]
= [ qe(101)ak (161]) - to (xDte (1x11) ]* + [ aw (161)a%e (101 - te (Ixl]ee: (1)) ]

of order <(My+M3—1) of order <(Ma+My) of order <(M1+M3—1) of order <(Ma+My)
Similarly, we have
sup ||go|” < sup [|s%cea + s'hy ||
g2€0xs @2 €05 51, ha €0y 52
< sup 2||s*as|* +2||s'hy?

Q€05 51, ho €0y 52
< [qe (101t (Ixa (181t (1xID]° + [as (18] tsr (Ix[ase (101t ([x])]*
= [ae=(l0])a. (161) - th: (Ixte(x]) 17 + (g (0D as (16]) - e (Ix)ea (I1x1]) 7.

of order <(M1+Ms)  of order <(Ma+My—1) of order <(M1+Ms)  of order <(Ma+Mys—1)

Therefore, there exist qs,ts € R[] and degqs < My + Ms M3, degts, < MMy such that

sup g1l < as(ll@1Dts (I,
g1€0s5

sup g2 < qs(ll@l)t(lIx])-
g2€8x5

We have shown that s satisfies (B1) and (B2) with parameter (M; + M3, My + My). Since (B1) and (B2) lead to (B3), this
leads to that s(0; x) is near-(M7 + M3, My + M,)-homogeneous.

This completes the proof of Lemma 4.2. O

D.3. Proof of Corollary 4.3

Proof of Corollary 4.3. This is a direct consequence of Lemma 4.2 and induction on the number of layers. To prove this,
we need a stronger result. For

F(05%) = s, 055, 0+ 055, (x),
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it’s . PR |
(STl TToe)
j=1 i=1 i=1

dual-homogeneous. When L = 1, the result is trivial. We assume it holds for L — 1 layers. Then we have f~1(8;x) =

1 2 L-1 : .
Sp, ©Sg, 0 ' O Sg (x) is dual-homogeneous with parameters

L1 -1 L-1
(ZMg 1M I] M2’>.
=1 =1 i=1
Then we apply Lemma 4.2 to f(0;x) = f~!(8;x) o s, (x), we have f is dual-homogeneous with parameters

L-1  j-1 L-1 L L -1 L
(ZM{ TT M+ i T M3, HM;) _ (ZM{ I] M. HM;)
j=1 i=1 i=1 i=1 j=1 =1 i=1
This completes the proof of Corollary 4.3. O

D.4. Dual-Homogeneous Examples

In this subsection, we will try to provide some examples of dual-homogeneous blocks. The frist example we want to verify
is the linear layers in neural networks.

Example D.4 (Linear transform). Let the linear transform block function s(0;x) = Ax + b. Then, s is near-homogeneous
of parameter (1,1). We assume that x € R%, A € R%2*% gnd b € Rz,

Proof. Note that
VAS:Id2xd2®X, vbSZIdgxdza Vxs = A.

Therefore, we have
(Vxs,x) —s=10b, (Vgs,0)—s=0.

Furthermore, if we define the norm on A as the ||vec(A)||2, then we have

Veslla < Vdz|lxll2 + Vi, [[Vasll2 < [[All2.

Then we can choose

plz) =z
rlx) =c
q(z) =
t(z) = Vdaw + Vdi.
Therefore, s satisfies (B1), (B2) and (B3) in Definition 2 with parameter (1, 1). L]

The second kind of block functions is the activation functions ¢(x). Note that the activation function doesn’t have parameter
6. Therefore, we can reduce the dual homogeneity assumptions (B1), (B2) and (B3) to:

Definition 9 (Near-homogeneous activation function). M-homogeneous activation assumptions. Given a definable and
locally Lipschitz activation function ¢(x), we assume that there exists M € Z and p,q € R [z] with degr,degt < M,
such that for all x € (x)?_; and all h € 9¢(x):

(C1) M-Near homogeneity.
[[{h,x) — Mo(x)|| < r'(/xI]).

(C2) M-bounded gradient.
[l < t'([lxI)-
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(C3) M-bounded value.
oG < t(lIx]])-

In this case, we say that ¢(x) satisfies (C1), (C2) and (C3) with parameter M.

A direct property of this definition is that:

Corollary D.5 (Near-homo activation as dual homo block). Given a near-homogeneous activation function ¢(x) with
parameter M, then it’s dual homogeneous with parameters (0, M).

We can easily verify the following results:

Example D.6 (Activation functions). The following activation functions are near-homogenneous activations with parameter
1: ReLU, Leaky ReLU, Softplus, Huberized ReLU, Swish, GELU, SiLU.

Another important property of the activation function is that:

Lemma D.7 (Power of activation functions). Given an activation function s of parameter (0, M), s* is of parameter
(0, kM).

Proof. Similar to Lemma D.1, we can show that (C1) implies (C3). Therefore, it suffices to prove (C1) and (C2) for s* with
M replaced by kM. By the definition of Clarke subdifferential, we have

st (x) = {s" 1 a:acds(x)}.
By direct calculation, we obtain for any h € ds* (z),
[ (h,x) — kMs*(x)|| = |ks" " (x)| [{Vs(x),x) — Ms(x)|

<kt () (1),
N——

of order <(kM—1)
which implies (C1). For (C2), note that

il = [ks*" ()] el < k" (IxIDt' (1)),

of order <(kM —1)

completing the proof. O

With this lemma, we can understand the near homogeneity of the polynomial activation functions. Then we have the
following result for a layer of the neural network, i.e.,

5(0;x) = ¢(Ax + D).

Corollary D.8 (Near homogeneity layer). Given a layer of the neural network s(0;x) = ¢(Ax + b), where ¢ is a
near-homogeneous activation with parameter M, then s is dual-homogeneous with parameter (1, M).

Proof. Apply Lemma 4.2 to s (x) = ¢(x) and s3_(x) = Ax + b. O
With all the tools we build here, we can now understand the near homogeneity of many commonly used network architectures.

D.5. Proof of Example 4.1

Proof of Example 4.1. There are multiple arguments in this example. We will prove them one by one.

Argument 1. This is the result of Example D.4.

Argument 2. This is the result of Corollary D.8.
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Argument 3. Max pooling layer, convolution layer, max layer, average layer are 1-homogeneous operations. Hence, they are

dual-homogeneous with parameter (0, 1). For the residual connection, we just keep the input as the output. Therefore, it’s
dual-homogeneous with parameter (0, 1).

Argument 4. Recall that the SwiGLU is defined as:

SwiGLU(z, W, V, b, ¢, B) = Swishg(zW +b) ®@ (zV + ¢),

where  is one hyperparameter and W, V, b, ¢ are trainable. We can see that SwiGLU is a tensor product of two near-
homogeneous functions. In terms of Corollary D.8, Swishg(zW + b) is dual-homogeneous with parameter (1,1). (zV +¢)
is also dual-homogeneous with parameter (1,1). Then by Lemma 4.2, we have SwiGLU is dual-homogeneous with
parameter (2, 2).

Argument 5. The self-linear attention (Zhang et al., 2024) is defined as:

H'WKCH
fe:H) =H+W'VH. ——
p
where H is the input token matrix and = (WY 'WXQ) We can observe the dominating term in the linear attention

layer is WPVH - %. Therefore, the self-linear attention layer is dual-homogeneous with parameter (2, 3).
The ReLU attention (Wortsman et al., 2023) is defined as:
H'WEWCOH
f(O:H)=H+W'W"H. ReLU<>,
VdL

where H is the input token matrix, L is the contextual length, and @ = (W” WV WX W), The dominating term here
is

H'WEWCH
WIWVYH . ReLU(),
VdL
which is (4, 3)-dual-homogeneous. Hence, the ReLU attention layer is dual-homogeneous with parameter (4, 3). This
completes the proof of Example 4.1. O

D.6. Proof of Example 4.4

Proof of Example 4.4. We will prove the following arguments one by one.
Argument 1.

This is a direct result of Corollary 4.3 and Example 4.1. Now we have
f(6;x) = 3(191 o 332 0---0 Sé‘L(X),

and ‘ ‘
(MfaMé) - <1v 1)7 Vi € [L]

Hence, by Corollary 4.3, we have f(6;x) is near-homogeneous with parameter
L -l
M= M- [HM;} =L
j=1 i=1

Argument 2.

For this case, we have 4 '
(Mi, M) = (1,k), Viel[L]
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Hence, by Corollary 4.3, we have f(6;x) is near-homogeneous with parameter
L il L KL 1
=S | TTom| = vt =
j=1 i=1 j=1

Argument 3.

For VGG networks, all the layers are average pooling, max pooling, and convolutional layers followed by a ReLU activation.
Since convolutional layers are (1,1)-dual-homogeneous and ReLLU activation is (0,1)-dual-homogeneous, we can apply
Corollary 4.3 to VGG networks and get VGG-i is near-homogeneous with parameter ¢.

Argument 4.

For ResNet and DenseNet without batch normalization, all the layers are average pooling, max pooling, convolutional
layers followed by a ReLU, and residual connections. By argument C in Lemma 4.2, residual connections won’t influence
the homogeneous degree of the network. Since convolutional layers are (1,1)-dual-homogeneous and ReLLU activation
is (0,1)-dual-homogeneous, we can apply Corollary 4.3 to ResNet and DenseNet and get ResNet- L and DenseNet-L are
near-homogeneous with parameter L. O

E. Proofs for Section 5

The proofs in this section also has two parts. In Part I, we introduce the homogeneization of models and show the existence
of parmeter which satisfies the initial condition. In Part II, we focus on a toy example and show that the initial condition can
be reached in the GF.

E.1. Homogenization
For those Homogenization results, the most important idea is to analysis:
froe;x)

g(r) = o

Since f is locally Lipschitz and definable, we know that g is also locally Lipschitz and definable in any open subset of
R\{0}. Hence, g is differentiable almost everywhere. Actually, the best thing is that g is M-homogeneous.
E.2. Proof of Proposition 5.1

Proof of Proposition 5.1. By direct calculation, we get (see also the proof of Lemma C.8) that for a.e. » > 0:

, M0, Vof(r0;x)) — MrM=1f(r0;x)  (r0,Vef(r0;x)) — M f(r0;x)
g(r)= 2 = ML ’

which leads to the following estimate

/ |0|| = —(M+1-1) i
')l < 2 e = > am(i+1)r el
=0

where the equality follows that p(z) = Z?io a;z’. This further implies that for any 0 < r; < 79:

T2 M-—1 .
ait1(t+ 1) (m—iyygi « Palr1]l€
|9(7‘1)—9(T2)|§/ lg’ (r)|dr < Z %ﬁ (M=2)) 19| SW'
1 i=0

1

Note that degp, = M — 1, and this leads to p,(r1]/0]|)/rM — 0as 7 — oco. As a consequence, for any sequence
{rx} such that r, — +oo0 as k — oo, {g(rg)} is a Cauchy sequence. Therefore, lim,_, o g(7) exists, and fi1(0;x) is
well-defined. From its definition, it is easily seen that fi;(60;x) is M-homogeneous.
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We next show that f(0;x) is continuous and a.e. differentiable in 0 for fixed x. To this end, it suffices to show that
fr(0;x)|gesa—1 is Lipschitz continuous. For any 7 > 0 and 87,602 € S?~!, we have the following estimate:

f(rO1;x)  f(rf;x) 1

M T M :W|f(791;x)—f(r02;x)|
@) p'(r
<P 100, 6 < Cury 61— 6

where (i) follows from Assumption (A2) in Definition 1, and Cy,, is a constant depending on M and p. Taking r — co
yields
|/ (61:%) — fu(02;x)| < Chrp [|61 — 62,

i.e., fu(0;x) is locally Lipschitz continuous. The error bound follows directly from our previous calculation:
1£(0;%) = fu(0;%)| = [9(1) — g(+00)[ < pa([|6]])-

At last, we show that if f is differentiable and V f satisfies Assumption 3, fy is differentiable. This is equivalent to showing
that the following limit exists for any 6 and j € [d]:
fu(0 +tej;x) — fu(6;x)

lim .
t—0 t

For simplicity, we omit the x in the function. Note that

lim (@ +te;) — fu(0) — fim lim f(rn@ + rptej) — f(rn0)

t—0 t t—0 7y, —00 T%t

Y

due to the definition of fi. We let

Fult) = f(rn8 + rypte;) — f(r,0) Falt) = fn(6 +tej) — fu(0)

rMy ’ t

And we want to invoke Lemma G.5 to finish this. To invoke Lemma G.5, we need to verify two conditions.

« Condition 1: There exists an open interval (—a, a) such that (f,,(¢))>, converges uniformly to fi(t).

« Condition 2: Dor any fixed n, as t — 0, f,,(t) converges to [V f];(r,,8)/rM 1,

Once these two conditions are verified, we can exchange the limit and get

. [vf]j(rne) T . ~ T . = T ~
et = () = g T () = g ().

By Assumption 3, this will lead to:

(7 )l (6) = lm fua(t) = tim THOEID ZIHO) _ 751,

t—0 t

This indicates that V( fi) exists and is equal to (V f)n. Now we focus on verifying the two conditions.

Verify condition 1. Here we fix some 8 € R%/{0} and pick some special a such that

argmax |0 + te;|| < 7, argmin |0 + te;|| > r,,
te[—a,al,j€[d] te[—a,al,j€[d]

for some 7,1, > 0. Then we will show that for any ¢ € [a, —a] f,(t) converges uniformly to

/0 (Vu(O + s - te;), te;) ds.
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The first thing to do is to show this intergral is well-defined. Note that V f is measurable. Hence, the limit (V )y is also
measurable. Furthermore, we have ||V f|| < q’(z) where deg q < M. We must have

(V)u(6) = tim IO <y TUION g,

r—oo ri— ~ r—oo

Since arg max,eo,1,te[—a,q] ||@ + 5 - te;|| is bounded, the integral is well-defined.

Now, we will show the uniform convergence. By Assumption 3, we know for any e:

) r(x) . € M—1
= > < .
zlgrgo oy 0 = 3IM, ifx> M, r(z) < ()M x .

Furthermore, since 7,, — oo, there exists an M’ such that for any n > M’:

rn > M/r, = argmin 71,|0 + te;|| > r,r, > M.
t€[—a,al,j€[d]

Therefore, for any t € [—a, a] andn > M’,

Fult) - / (VIO + s - te), te;) ds

N 1
_ f(r”BJFTﬁZ) f(rn0) 7/0 (V)u(0 + s - tej), te;) ds
) 1
:ﬁ/ <Vf(’l“n9+3'rntej)’r"tej>d8_/0 ((V)u(O + s - tej), te;) ds

o

Mfl

1 (18 .

/ <Vfr ;sl rnte;) _(vf>H(9+s.tej)7ej>ds

/1<Vf (rn@ + s - rpte;) — (Vf)H(rn0_|_3.rntej),ej>d8
0

< / U vkl
~Jo
1 M-1
||Tn0+s rntejl|
S/0 M1 M1 ds
n

By argmin 7,||0 +te;|| > M
te[—a,al,j€[d] )

/ I —r 110+ 5 tej M=t ds

< () =e

At last, since we already know that f,, (t) pointwise converges to fx () and £, (¢) uniformly converges to fol (Vo +
s - tej), te;) ds, we must have fy,(t) uniformly converges to f(t) and

Fult) = [ (VN0 +5-1e)). ;).

Verify condition 2. Recall that f is differentiable. Hence, for any fixed n, as t — 0, we have

f(rno + Tntej) - f(Tng) _ 1

lim fn( ) = lim = W [V £];(r.0).

t—0 t—0 pM-1, (Tnt)

Therefore, fy is continuously differentiable on R%/{0}. Note that this further shows that

V(fu) = (V)n.

This completes the proof of Proposition 5.1. O
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E.3. Proof of Proposition 5.3
Proof of Proposition 5.3. This proof mainly has two parts.
 Part I: We show that

L f8r)
o My, M.
71,2 —>00 7’1 17‘2 2

is well-defined, continuous, almost everywhere differentiable and (M7, Ms)-homogeneous.

¢ Part II: We show that

fu(0;x) = s&wl o Sa,ez o---0 sﬁﬂL (x). (55)

Part L. Similar to the proof of Proposition 5.1, we define for fixed € and x:

s(r10,rox)
g\r1,12) = ———7—-
( 1 2) ’]"{wl’ré\/IQ

By Assumption (B1), we obtain the following estimates on the partial derivatives of g:

1 P (ru[|0])rs (r2|x[])

Or,g(r1,7m2) = N FES T IVes(r10;rox)ri0 — Mys(r10;rox)|| < AT I ,
S T2 St T2
1 ps(r1]|8|)r’ (ro||x
Or,g(r1,m2) = T IVxs(r10;rox)rox — Mas(r10;rox)|| < o JJWl”T)J\;z(-&-l” ”)
1 1 T2

As a consequence, for r3 > 71 and r4 > 7o, we have

|9(7“37T4) —g(ri,ro)| < |9(7“3,7“4) —g(r3,ra)| + |9(7“3,7“2) —g(ri,72)]

ra L/ T3
<ps(r3\|0ll)/ rs(TIIXII)dTJrrs(mIIXII)/ P (r[161])

T.éwl TM2+1 ré\/fz er1+1

dr

2 1

Qeanlfl) 1 Al o) (1 B0,

M Mi+1
7] o {5 ) rot

where () follows from the fact that the coefficients of p, (resp. r,) are all non-negative, so 7 ~ ps(r||@||)/r™* (resp.
r + rs(r||@]])/r™2) is non-increasing. Further, we can check that the right hand side goes to 0 as r1, 72 — oo. Using
a similar argument as in the proof of Proposition 5.1, we deduce that sy(0;x) = lim,, r, 00 g(r1,72) exists, and is
Mi-homogeneous in 8 and M»-homogeneous in x. This completes the proof of well-definedness. The proof of local
Lipschitz is completely the same as that in the proof of Proposition 5.1.

Part I1. We prove via induction on L. For L = 1, (55) holds automatically since f(0;x) = s'(6;;x) and 8 = 6;. Now

assume the conclusion holds for L — 1, then we can write
f(6;x) = s'(01; fL71(6" 15 x)),

where L1 = (0,,---,0), and
fE O x) =83, 0+ 0 s, ().

Therefore,
r10; 19X st(r101; FE 1 (05t rox
fu(@;x) = lim L;I’MQ): lim S (1161if M(AZ i),
T1,72—>0Q rrl 17’2 2 71,72 —>00 rrl 17’2 2

Define M| = Zf:z M Hf;; M: and M} = Hf:z M. By our induction assumption,
FEH 0P ) =) (FE 05 ) + o(1)
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M! M}
=r] Ty 2 (Sﬁ,% 0---0 Sﬁ,eL (x) + 0(1)) .

Use a similar estimate as in the proof of Proposition 5.1, we obtain that
1 L-1 L-1 1 Mi M ¢L—1/pL—1
s (r101; 7 (07" 5max)) — s (r101;r1 ry 2 fy (0 ;x))‘
(l) ]\/Il M M! 1 / / i
ME-1 o M{ My (0 Ay M.
S C(p7q705X)T1 l(rl 17"2 2) 2 O(rl 1T2 2) = O(Tl 17"2 2)’

where (i) follows from Assumption (B2), and the constant C'(p, ¢, 8, x) might depend on the polynomials (ps, rs) associated
with s}, and (6,x), but not 71 and 5, and in (ii) we use the identity My = M| + M{Mjy, My = MjM;. This implies that

M ML _
st (r101;r1 ry 2 ﬁ Lor 1;x))

0;x) = lim
fn(0;x) e riwlré%"
1 LML My o L-1,9L—1.
s (7’101,7‘1 try 2 fy T (0 x)
= lim
M1 M! M4\ a1
T1,72—>00 1 1 2\ M.
ry (g trg 2)Me

=siy (015 £ (077 1ix)
= $|1'|,91 ° Sa702 ©--0 Sﬁ,BL (X)a

completing the proof of Proposition 5.3. O

E.4. Proof of Proposition 5.2
Proof of Proposition 5.2. First, we let

v = arg m[iq Yi fu(0';x;) > 0.
en

If we replace 6 with c6’, then we have
arg m[ln] yifu(cl';x;) = ™.
i€[n

Therefore,
arg min yif(cl';%;) > arg min Yifn(c0';xi) = pa(c]']]) = ve™ — pa(c]|0'])).

Hence,
L(ct') < exp(—yc™ + pa(c|0']))).

To satisfy the initial condition in Assumption 2, we need to find ¢ such that
—ye™ 4 pa(c]|0']]) < —pa(c]€']]) —logn & e > 2pa(c]€']]) + logn.

Since deg p, < M — 1, we can find ¢ such that the above inequality holds. Similar argument can be applied to the case in
Assumption 5. This completes the proof of Proposition 5.2. O

E.5. Two-Layer Example

The following subsections are devoted to the proof of the two-layer example in Section 5. We first show that the GD
dynamics is symmetric and the limit solution of the GD dynamics is the solution to the ODE (56). Then, we show that the
loss is of rate O(1/t) and the parameter norm ||0;|| is of rate O(+/log t). Combining these two rates, we have

ﬁzet”) = Q(y/logt) — oo.

The first thing we are going to show here is that due to symmetry, the limit of GD can be reduced to a GF with the following
dynamics.
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Lemma E.1 (Symmetry of the parameters). We assume the dataset satisfies Assumption 4, and the model is (11) with initial
condition wi g = Woo = 0and a1 0 = azo = 0. Then, wi; = Wo, = Wy and a1y = a2 = a is a solution to the
gradient flow dynamics (GF), where w, and a; satifies the following ODE:

Wi = 5 3, e VIO (1 cpa)yix (56)
dt 1 Z:l:l e_y'if(gt;xi)cLin;rwt

T n

initialized at (wo, ag) = (0,0), with cf, := (1 + ar)/2. Furthermore, (Wy, ay) is the limit of the GD dynamics (GD) with
respect to (11), as the step size goes to 0:
(Wi at) = }f{%(wnt’ ant)-

Proof of Lemma E. 1. Step 1. We show that the GD dynamics (GD) is symmetric.

We can prove this by induction. We use the following notation for GD: 8, = (a1 ¢, a2+, W1 ¢, Wa ). For ¢ = 0, we have
Wi = Wago = 0 and a1,0 = a2, = 0. Assume that wy; = wo; and a;,; = ag for some ¢. Under these induction
assumptions,
T T T
Yif(0%:) = yiw] o X; + yiWy ;X + Yia1,00(W{ 1 X;) — yiaz,e0(— w3 X;)
T T .
= 2Z/iW1,tXi +yi(1+ OéL)al,tSO(WLtXi) Since ¢(z) — (=) = (1 +ar)z
= Yivn/2S (08 Xin ) 2), By assumption 4

fori =1,...,n/2. Then, we have

LS~ s
Vw, L£(0:) = - Z e vifi6) (1 4 cLalytgol(wItxi))yixi

i=1

1 n ., 9
= Z e~ fil ‘*”/2)(1 + CLaz,tSO/(—WzT,tXi+n/2))yi+n/2Xi+n/2
i=1
By the symmetry of the dataset and the paremeter
- vaﬁ(at)
Therefore, we have wy ;1 = Wq ;41 for all ¢. Similarly, we can show that aq 41 = a2 ¢4 forall ¢.

Step 2. We show that the limit solution of the GD dynamics is the solution to (56).

Since the GD dynamics is symmetric, we can treat (a1 ¢, w1 ) as the result of Euler method with time step 7 on the ODE
(56). Since the ODE is locally Lipschitz continuous, there exists a unique solution (a;, w;) to the ODE (56), and the limit of
results of Euler method as 1 goes to zero is the solution. At last, it’s easy to verify that (a, a;, W, wy) satifies the (GF) for
the model in (11) with respect to the zero initialization.

This completes the proof of Lemma E. 1. O

E.6. Loss Convergence

Therefore, we can focus on the ODE (56). We will show that the loss is of rate O(1/t) and the parameter norm ||6;]| is of
rate O(+/log t). The main trick we use here is the balancing of the parameters.

Lemma E.2 (Parameter balancing). Consider the dynamic of the parameters in (56) with initialization wy = 0 and ag = 0.
Then we have

1\? 1
@+>=WW+2~ (57)
Cr, CcT,

Proof. Note that

4 a —f—i 2—2& a +i
dt K Cr, a ¢ ¢ Cr,
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1 « .
= Z e Vil Oexi)y x Tw, (2cra; + 2)
i=1
= 2(Wy, Wy) = $||Wt||g~
Therefore, we have
1)? 1)? 1
(aet ) = ot = (e o) = IwalP = -
Cr, Cr, CcT,
This completes the proof of Lemma E.2. O

Then, we can show that a; > 0 for all ¢.

Lemma E.3 (Positiveness of a;). Consider the dynamic of the parameters in (56) with initialization wy = 0 and ap = 0.
We have a; > 0 for all t.

Proof. Note that

1\° , 1 1 2
a+—) =|wil"+ 5> 5 = e <——ora; > 0.
cL L L €L

if there exits T such that a; < —2/cy. Due to the continuity of a; and ag = 0, there exists 0 < 7" < T, such that
a(T’) = —1/cy. Then, it contradicts with the condition that a; < —2/cy ora; > 0. This completes the proof of
Lemma E.3. O]

Now we can already write a; as a function of wy, i.e.,

,, 1 1
ar = [[[we|* + 5 — —.
CcT, Cy,

We will show that the the loss is of rate O(1/t).

Lemma E.4 (Loss upper bound). Given the dataset satisfying Assumption 4 and the model in (11) with initial condition
w10 = Wa o = 0and a0 = az,o = 0. Then we must have

1+ 1 2(T) /42
L(6r) < L+ log (T)/ 4y, ey
Proof. Let w© = Bw,. Note that

a”wt - WCH2 = 2(Wy, Wy — W)

2 X~y (O
T Y eI O (L g cpa)yix] (wy —w)

i=1

2 « w1 .
) Y e O <2yif(0;xi) -1+ CLG)»BinzTW*> By f(6;x) = (2 + 2cLa)w 'x
i=1

1« .
n Z e Vil (Orx) <yz‘f(9§ x;) —2(1+ CLa)ﬁiniTW*>

i=1
1 & T
< - Zefy"'f(g“xi) (yif(e;xi) - 2ﬁ7*) by yix; Wi >y, anda > 0
n
i=1
1 n
=D —e O (96, —yi f(6:x1))
i=1
< e 2 — £(6y). By convexity of e™*
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This implies that
fwr —wel*+ [ " L0t < T 4wy — w2
0
Note that £(6,) is decreasing, wo = 0 and we can set 3 = log(T')/(27*). We have
TL(O;) <1+1og*(T)/472.
This completes the proof of Lemma E.4. O

E.7. Parameter Norm Bounds

Now we can use the loss bound to achieve a bound for the parameter norm.

Lemma E.5 (Parameter norm bound). Under the same assumptions of Lemma E.4, when

t > max{16, (4/7. log(4/7.))"},

we have log
0
[wille +1> =2 (58)
16
Proof. Applying the balancing equation (57), we have
E(et) — l i e*yif(et;xi)
=
n
— l Z efyix;rwt-%/ﬂthzc%Jrl
n
i=1
> e*QHWtH\/ lwell2e? +1 By Hx,H <1.
Combining this with the Loss upper bound in Lemma E.4, we have
2will\/llwel*ei +1 > —log(L(6y))
log2 t
> log(t) — log <1 + ) (59)
4y2
Since t > max{16, (4/7x log(4/7.))*}, we have 1 < log® t/4~2. Therefore, we have
log2 t 2 log2 t logt
log <1 + 12 > < log ( 1?2 <log2+ 2log o
<log2+2 log(ti) By Lemma G.4
1 3 .
:10g2+§logt§110gt. Byt > 16
Plugging in this into (59), we have
1 5 2 2 2.2
Jlogt < 2wy /IwlPet + 1< = (wl e} + 1).
At last, we use that ¢;, > 1/2 and we have
1
||WtH2C% + 1 Z E logt
This completes the proof of Lemma E.5. O

Now we turn back to the analysis of the loss and try to extract the upper bound of the norm. Now we use ¢( to denote
max{16, (4/7 log(4/7))*}.
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Lemma E.6 (Parameter norm upper bound). Under the same assumptions of Lemma E.4, let ty =
max{16, (4/7. log(4/7.))*}. Then we have

4
[Wel2 < (7 + 1) Viogt + [[w,[l2, V> to. (60)

Proof. Just like the proof of Lemma E.4, we let w® = Sw,. Note that

dt —llwi = w|? = 2{w;, w; — w€)
~n Z e vl O (1 4 cpa)yix] (w, — w°)
n
i=1
2~y f (o) (1 T DU -
== Ze YiJ(Geixs §yif(0;xi) — (14 cpa)Byix; w. By f(0;x) = (2+ 2cpa)w x
i=1
1O .
= Do (yifw; x) = 2/lwilPe + 18ylw. ) By (s7)
n
i=1

<> o) ( £(0: %) — 5 /log m) By (58)

n
i=1
< e PrViogt/2 _ L(6,). By convexity of e™*

< 6*57* Vlog t/2.

We integral the above inequality from ¢ to ¢ and we have

t
[wr — w2 < [lwy, — w2 +/ o B VIoET/2 gy

to

Here we set § = 2v/log T /., then we have

T
[wr — w|? < [[wy, — w|? +/ e~ Vg Tlogt i
to

T
1 .
< |we, — W +/ ;dt By log T'logt > log? t
to
< [[we, —we||* +1og T.
Hence,
[wil| < [lwr —wel| + [[we|
< wey = W[+ Vlog T + [|we]
< Wi | + 2w + 1og T
4
= ||wy, || + —+/logT + /logT.
Y
This completes the proof of Lemma E.6. O

Now we can give a theorem about the margin.

E.8. Proof of Theorem 5.4
Proof of Theorem 5.4. By Lemma E.4 and Lemma E.6, we have

2
) logt — log (1 + 1?1%315)

log 1/£(6: — ast —
= 0, 0.
(6]l [Weoll + (1 +4/74)v1ogt
Therefore, there exists 7" such that the initial bound is achieved. Now we complete the proof of Theorem 5.4. O
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F. Proofs for Section 6
In this section, we will provide the proofs omitted in Section 6. Recall the gradient descent dynamics:
0,11 =6, —nVL(O,), fort>0. (61)
In order to analyze the convergence of the GD, we need to focus on the modified loss. We define
G(0,) == epa(l\etl\)ﬁ(gt)’ (62)

where we recall the definition of p, from Eq. (12). Note that we assume deg(p,) > 1 if M > 2. For notational simplicity,
we denote

Ly = L(0,), VL, :=VeLl(0:), Gi:=G(6,), VG, :=VeG(6;).

We recall the definitions of the link functions

1 2
=log—, ®&(z)=1 —
o) = log . @(a) = logd(a) ~ S, (©3)
and the modified margin:
@) T (64)
y = .
11+
We also recall vF, the modified margin defined for gradient flow:
1 1 $(9(0))
GF
v (0) = <log — pal|l® ) =1 (65)
@)= o % nzggy P (1°1)) = g

Finally, unless otherwise stated, the constants B and B;’s in this section only depend on (M, p,q, A) and (r,s) in Assump-
tions 3 and 5.

F.1. Preliminary Results
We collect below some important properties of p, that will be used in this section.
Lemma F.1. For all M > 1, the function p, : [0, +00) — [0, +00) is increasing, and satisfies the followings:
(i) wpg(x) +p'(2) < Mpa(z).
(ii) If M > 2, there exists a constant B, such that for all x > 0:
pa(7) < By (mMﬁl + 1) , pa(z) < B;- (xI{x <1} +2M721{z > 1}) , (66)
pi(z) < By - (I{z <1} +2M 2 1{z > 1}). (67)

Proof. The conclusion of part (i) for M = 1 can be directly verified, since p,(x) = a1/(M — 1/2). From now on, we
assume M > 2. For part (i), recall that p(z) = Eij\io a;x" and

M—-1 (i+Daitq1 i a
pule) = ity (s LT z21,
a T -1 (i+1)ait1 .4 2ay 241 a
Zi:Q M—i ‘rl—’—Mfl 2 +M711/2’ 0<z<l1.

Hence,

pa(x) +p'(x) — Mpa(z)
M-1

Z(’L + 1)0,1‘_;,_1 i . i M(li-i,-l i May
2 Ty o et = el - g, a2
M-1 .,.
_ i+ Daiy1 ;. i Maig1
2 [Fgp—y o+ (4 Davna’ = 0]
=2 0<x<1
2a5 2Mag 2% + 1 Ma,
2 _ B S
RV e Vs R R AR RS Y
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ai

- >1
M—1/2’ v=
(r—1)2 ay
-2 — < 1
an B) M—1/2, 0<x<
ai
<——<0.
= TM-1/2 "

Part (i7) can be verified via direct calculation.

The next lemma characterizes the derivatives of functions related to ¢(z).

Lemma F.2 (Derivatives of functions related to ¢(x)). Given the function ¢(x) = log(1/(nzx)), we have

(log¢(w))'=—x¢1(x)v <¢(1x))/:¢($1)2$’ and (¢><jc)2)/:¢><962>3w'

Lemma F.3 (Convexity of ®). For z € (0,1/ne?), ®(z) is convex.

Proof. By direct calculation, we get

and

o (z) = (q’)(lsc) + ¢(i)2> ¢"(z) + <¢(i)2 - d)é)g) ¢/ (x)?

E¢&>+¢éV¢éw)

¢é>‘¢éﬁ+2(w;2‘¢éﬁ)>>“

where (i) follows from the fact that ¢ (z) = 1/2? = ¢'(z)?, (4i) is due to ¢(x) > 2 whenever x < 1/ne?. This completes

the proof.
Lemma F4. For any 0 satisfying G(6) < 1/n, we have v°F(8) > ~°P(0).

Proof. Recall that

ey _ XP(2(G(0))) GF(g) —
O =g O = g

The result follows directly from the fact that ® < log ¢ when nG(6) < 1.

We next give some a priori estimates on f and p,,.

Lemma F.5 (Homogeneous constant). Under Assumption 5, there exists some constant Bo, such that for any 0:

I950)] < B> (l6]¥~" +1),  [V2£(8)] < B> (6] ¥+ +1).
Lemma F.6 (Gradient and Hessian bound for £). Under Assumption 5, there exists some constant Bs:
IVLO)| < B3L(0) (l01™ 1+ 1), [IV2L(O)]l < BsL(O) (6> 72 +1).

Proof. According to Lemma F.5, we obtain that

IVLO)| = HTIL S e OV F0)| < BL(0) (107! +1) .

i=1
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IV2L(0)] = Ze’fl(g) Vi(O)Vfi(0)" — V*fi(6)
i=1
<(6) (B30I + 12 + By(|0] M2+ + 1)) .
Using AM-GM inequality, the desired result follows immediately. O

Lemma F.7 (Gradient and Hessian bound for G). Under Assumption 5, there exists a constant By such that for any 0:
IVG(0)Il < B1G(O) (611 +1),  [V2G(O)Il < BG(O) ([16]*" % +1). (70)
Proof. We first upper bound || VG(0)||. By Lemma F.5 and Lemma F.6, we have

IVG(0) | = |er- 19DV £(6) + £(B)e> 1D, (J6])8 |
<2190 | 7.£(0)]| + G(6)p, (101
<ByG(9) (|01 +1) + B.g(0) (J10) M2+ +1)
< BuG () (0] +1).

where By only depends on Bz and B;. For || V2G(8)|, note that

Iv26(0)| :Hepa(llel\)v2£(0)+26p“(||0” 2(181)vL(6)8
+eraI8D £ (9) (p((10]]) + pL(1|6]))%) 60T
+ 10D £(o)of (lo1)) (1~ 667 ) /16|
< P10 172 £(0)]| + 2¢P= (10D p ((10]]) [ VL(O)]|

+G(0) (PL(1611) + P, (1101)%) + G(8) p;|<g?|>

< B3G(0) (|61 ~2 +1) + 2B15:6(6) (|0]*~* + 1) (Jlo] * =+ +1)

+6(6) (B (10109 + 1) + B2 (10142 +1)") + Bag(o) (JoI 9+ +1).
Hence, there exists a constant B, only depending on B; and Bs, such that
IV2G(0)ll < Bag(0) (|l]**~* +1). (71)
This completes the proof. O
We introduce a crucial quantity, v;, defined as the inner product of the gradient and the negative weight vector:
vy = (VL(6;), —0;). (72)

We have the following bound for vy, recall that p; = ||6,]|.
Lemma F.8 (Bound of v;). Under Assumption 5, for any 0, satisfying L(8;) < (1/n)eP=(Pt) we have

1
ML(6,)] ! 0,) > v, > ML(O)H] 0
L£(6;)log CH +p'(pe)L(0:) > v, L(0;) log ———— E(Ot) p'(pe)L(6;) >0
Proof. We first prove the first “>". Note that
=(-VL(,),6 Ze*fl 0)(V £.(6,),6;) Since —~VLy =Y e ¥y, v fi(t)
=1 i=1
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1 n
<-— Mf;(0 By Ass tion 1
- ; ( fi(0,) +p "(pr)) y Assumption
I~ _f0,) 7
— M= —fi(6:) F. /
- z; fi(0r) +p'(pe) £(6:)
< — ML(6;)log L(6;) + p'(pe)L(6;). By Jensen’s inequality

For the second “>”, by Lemma C.2, we have

_ _ 1
(0:) > frmin(0:) >1 .
F(00) 2 Fasn(80) 2 108 0
Furthermore,
= (=VL(8,), Ze*ﬁ("t (V1:(6,),6,) Since —~VLy = Y e ¥y, v fi(
i=1
- —fi(6:) F. _Z —fi(6:) S i
>M - Ze f:(6y) - Zl e P’ (pt) By Assumption 1
L~ 7o 7
=M- o ;6_'f'(et)fi(9t) — L(0:)p' (pr)
> M- lzn:e’fi(e”log £ () By Eq. (73)
- n & nL(6;) k ! T
1
= ML(6)log ——— nL(0,) —p'(pe)L(6y).
Note that since p; > 0, we have
1
0 ~Palpr) M1 Mpa(pt).
L(6;) <e /n <= Mlog ey > Me (pt)

By Lemma F.1, we have
Mpa(z) = p'(2) = wpy(x) > 0.

As a consequence,

M log > Mpa(pe) > p'(pr) = v > 0.

1
This completes the proof of Lemma F.8.

F.2. Margin Improvement: Proof of Theorem 6.1

1)

(73)

This section is devoted to the proof of the margin improvement part of Theorem 6.1. We first establish the desired result
under another set of assumptions in the following theorem, and then show that Assumption 5 implies this set of assumptions.

Theorem F.9. Let f(0;x) be a twice-differentiable network (with respect to 8) satisfying Assumption 1 with (M, p,q), and

that
|Vaf(0:x)] <A (||9H(M‘2)+ N 1)

for some constant A > 0. Further, assume that
1 1
G < —5 =L, <3 exp( Palps)) -
ne?
Recall Bs and By from Lemma F.6 and Lemma F.7, we define for n,r > 0:
o 2M—2
Bs(n,r) = (’I“ + ngsB?)e—Pa(r) (’I“ 14 1)) +1,
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and fort > s:
Rl(t) = Bgﬂt([)yil + 1)2, Rg(f) = B4B5(n,pt)£t¢(£t).

Further, assume that

DN | =

1
no_sup  Ri(t)< g, on sup o R(t) <
Pt>ps,Gt<Gs Pt>ps,G:<Gs
Forallt > s, t € N, we interpolate between 0, and 01 by defining
0t+a = Ot + [0 (0t+1 — Ot) = Gt — omVE(Ot)

for a € [0,1]. Then, we have for allt > s and o € [0,1], v > 0, and

(1) Y F(O11a) > 7°P(85).

(2) 2naw; < P — p7 < 2776Wt(1 + gfiﬁté?))
(3) Grea — Gr < —an (1 — anRa(t)) MGea(Ge)v; IV L[

218, £.112 .
(4) 1og7°P(O110) — log 1P (8;) > H2tlop il jog Lete,

To prove Theorem F.9, we use a similar strategy as the proof of Lemma E.8 in (Lyu & Li, 2020). To this end, it suffices to
prove the following lemma (analogous to Lemma E.9 in (Lyu & Li, 2020)):

Lemma F.10. Fix an integer T' > s. Suppose that (1), (2), (3), (4) hold for any t + o« < T. Then if (1) holds for
(t,a) € {T} x [0, A) for some A € (0,1], then all of (1), (2), (3), (4) hold for (t,a) € {T} x [0, A].

Proof. By our assumption, we know that G, < G, < 1/ ne? for all t < T, hence Lemma F.8 implies vy > 0. Further, we
have p; > p, and v°F(8;) > ~°F(0,) forall t < T.

Now we fix t = T. Since 7°F(0;.,) > 7°P(0,) for all a € [0, A), by continuity of v°F we know that v°F(0;,,) >
6P (8,) for a = A.

Proof of (2) for « = A. By definition, we have

Piva — Pt = 20V Ly, —04) + *? | VL[
= 2naw; + 7720z2HV£t||2 > 2navy > 0,

where the last inequality is due to Lemma F.8. According to Lemma F.6, we have
IVLO)II < £(6) - B3 (|0]™ " +1),
namely
IVLA < BsLe (7"~ +1).

Further, applying Lemma F.8 leads to
ve > MLH(Gy).

We finally obtain that

al| VL2
- mlPE )
naB3L(p ! 1)
2MLip(Gy) )
naB3Ly(p ! + 1)
2M¢(Gr) )

Pira = P; = 2000y (1

< 2nawy <1 +

= 2naw, <1 +
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_ nold (t)
= 2nav, <1 + 2M¢(gt)>’

where we denote
Ri(t) = B3L, (o} "1 +1)>.

This completes the proof of (2) for a = A.

Proof of (3) for « = A. Using Taylor expansion, we know that there exists € € (0, «) such that

1
Gira =Gt + VG, (0110 — 6;) + 3 (B4 — et)Tv2gt+e (O110 — 6)

(0, —VLy) + 0422772

<Gp — aneP ||V L2 + naGip (o) IV2Gerell - IV L

v a2 2
=G, — e VL 0G0 o+ GV Gl - |V L

<G — ane? |V L|P + naGipl (pr) |V L]
t

+ 0‘2”2234 Grre(pipe 2 +1) - [IVL?
By Cauchy-Schwarz and Lemma F.7
=G~ an [, ~ Gt (oo~ PG + 1] IVEL
To estimate the right hand side of the above equation, we first note that
P2 1< (o + | VL) 241 < (o +BsLy (0 +1)) T 41

2M—2
< (o4 0GB @) (M4 1)) T 41

Mt 2M 2
< (pt +nGBae P t) (pM 1 4+ 1)) +1:= Bs(n, pt)-

Next we show that G, < G; forall € € (0, . If this is true, then we get
Give (P3ﬁ72 + 1) < GiBs(n, pt),

and consequently
VL ?

Q
Giva < G —an [epa(p“vt —Gepl(pe)pr — 77734%35(77,/)0%} .
t

By Lemma F.8, we have

P Pv, — Giply(p1)p — anBaGiBs (1), pu)vi /2
> (e — anBiGuBs(n, pi)/2) (MLG(L2) = ¥ (p)Lr) = Gipl(pr)pr

> (epa(m — anBiGBs(n, pt)/z) MLp(Le) = Gi (P (pe) + P pi)pr)
= (ep“(p‘) - 0”734%35(777%)/2) ML(Le) — MGepa(pr)

=MG;p(Gr) — MGy - ?34@35(777 pe)P(Le)

(

; i)
2 MGu6(G) ~ MGr- GLRa(t) = MGid(Gr) (1~ anRa(t))

where in (i) we define
Ry (t) = BaBs(n, pt) L1 (L),
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and (77) is because G; < G < 1/ne? implies ¢(G;) > 2. It finally follows that
Grva = Gr < —an (1= anRy(t)) MGié(Gu)v, | VL.

Now it suffices to show that Gy < G; for all € € (0, a]. To this end, assume that ¢y = inf{e € (0, @] : G¢1c > G;} exists.
Note that

dgtJre
de €=

0= VG (-nV L)

= —neP POIVLy||> + nGipl, (pr)ve/ pr
< —neP PN} | pf + nGipl, (pr)ve/ pi
= —v¢/p; (neP P v, — nGipl, (o) pr)
< —(ve/p?MMG(Gy) < 0,

which implies ¢y > 0. Therefore, G, < G; for all € € (0, €)), thus leading to

Grtey < Gr — con (1 = conRa(1)) MGd(Ge)o IV L < G,
which contradicts Gy, > G:. Hence, we must have G; . < G; for all € € (0, «]. This concludes the proof of (3).
Proof of (4) for « = A. 'We only need to show that (2) and (3) together imply (4). Note that

Giva — Gt < —an (1 —anRa(t)) MGid(Gy)vy M|V L2
Hence,

Gita — G
(1 — anRa(t))G:¢(Gr)

< —naMu; VL2

Multiplying 1 + 2”&2} gt)) on both sides, we have

1+ naR(t)/2M¢(G)
(1 —anRy(t))G:d(Ge)
naRy (t)

< - nant1||V£t|2<l + )

(gt+a - gf)

2M ¢(Gy)

(i) ~
< — Mu; 2 [VLP (0740 — 07) /2

(@) L, o (M MP?”éLEt”%
D =)+ R,

where (4) follows from part (2), and (¢3) is because we know that:
2 5 2 a5 > Ui 5 2
VLT = 10, Le|I” + |OLLe" = 52 + 0L Le]”
t
Note that since p; > ps, our assumption implies that

anRi(t) < nRy(t) <

1
<3 anRy(t) < nRa(t) <

N | =

Therefore,

L+ nak (8)/2M¢(G:) _ 1+ 0k (t)/2M¢(G:)

(1 —anRz(t)Gid(Gr) — (1 —nR2(t)Ged(Gr)
o LA 0B (8)/2M(Gr) + 2nRa(t)
- Gio(Ge)
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1 1 1
= Gio(Gr) (1 Moy T ¢(gt>>
<! 2 3G,

GioG) T GiaG)?

where we recall that

B(z) = log(x) - 5.

By convexity of ®, we get that

Mp?||0L L))
@(Gira) — ©(Gt) — (log prya — log p;) (M + pt|v2lt2>
t
% + Mpf||5‘l£t||§)

> 0.
2 202 -

1
> ®'(Gt)(Gtra — Gt) — pﬁ(ﬂf+a - Pf)(
t
This leads to

10g 7% (01 40) — logYP(0) = (Grsa) — ©(Ge) — M(l0g prsa — log pr)
> MP?HCZL&H% log Ptte
U Pt

completing the proof of (4).
Proof of (1) for « = A. By Lemma F.4 and (4), we have
1 (Or4a) > 1P (0110) > 7°°(0:) = 7P (8,),
which proves (1) for « = A. This completes the proof of Theorem F.9. O

We next show that Assumption 5 verifies the conditions in Theorem F.9.

Lemma F.11. There exists a constant B that only depends on (M, p,q, A) and (r,s) in Assumptions 3 and 5, such that for

any step size n > 0,
G. < mi 1 1
s <min{ —, —
ne2’ Bny

implies

N | =

1
n  sup  Ri(t)< -, n  sup  Ry(t) <
pe>ps,G1<Gs 2 P> perGi <G

As a consequence, the conclusions of Theorem F.9 hold.
Proof. In this proof, we will use B to denote a generic constant that depends on (M, p, q, r,s), while the meaning of B can

change from line to line. We begin with estimating R (¢). Since deg(p,) > 1 when M > 2, we know that there exists a
constant B such that

1
rM=1 4 1< Bexp (2pa(r)> . Vr>0.
Therefore, if p; > ps, G: < G5, we have
_ . p2 M—1 2 2 p2 —
nRy1(t) = nB3Ly(p; +1)° < nB3B°Liexp(pa(pt)) = nBG: < nBG;.
For estimating Rx(t), we first note that Vr > 0:
2M 2
Bs(n,r) = (7 +0G,Bye ™) (P 1)) 41
2M—2
< (r+nGuBsBe P 02) 41
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< 92M=3 (TQJVI—Q n n2AI—QQ§M—QBQM—26—(2]v1—2)pa(r)/Z) 11
<B (TZM—Q n nzM—zgszM—Qe—pa(r) + 1) )

Second, since G; < G, we have

Lid(Ly) = exp(=palpe))Ge (0(Gi) + Palpr))
L exp(—pa(pe))Gab(Gs) + palpe) exp(—pa(pr))Ge

(id)
2 Besp (—;pa(m) G.(Gy).

where (¢) follows from the fact that = — x¢(x) is increasing, and (i) is because that there exists a constant B such that
Pa(pt) < Bexp(pa(p:)/2) and ¢(Gs) > 2. We thus obtain that

Ra(t) = BaBs(n, p) Led(L0) < B (p3 2 4 M —2G2M =270 00) 4 1) £,6(2,)

1 _ _ [—o _
< Bexp (—2Pa(pt)> <pt2M 2+n2M QQEM 2o—Pa(pt) +1) G (Gs)

<Bexp (im(m)) (n*M72G2M =2 11) G,¢(Gs).

To further estimate this term, we use the following naive bound on G,:

Gs > exp (palps) — a(ps)) s

which further implies

6(G:) = ~togn ~1oxG. < alp.) < Bexp ({pa(p.)) < Bexp (goulon) )

for some constant B, since the degree of q is at most M/ — 1. In the above display, the last step is due to ps < py. It finally
follows that

nRo(t) < BnGs (n*M2G2M=2 1)

Therefore, the requirements 7R (t) < 1/2 and nRy(t) < 1/2 are satisfied as long as

2M -2 22M —2 1
nGs (M 26212 +1) < 35
which is equivalent to
ngs < 1
*~ B
for some constant B only depending on (M, p, q,r,s). This completes the proof. O

We have completed the proof of margin improvement. The proof of
12(6,) <7(8) < (14 )P (8). 0

is the same as the gradient flow case, so we omit it here for simplicity.

F.3. Convergence Rates: Proof of Theorem 6.1

In this section, we give refined bounds on the decrease rate of £, = £(6;) and the increase rate of p, = ||0,||, completing
the proof of the convergence rates part of Theorem 6.1. In a similar spirit to Lemma F.11, we can show that the conditions
of the following Lemma F.12 are satisfied as long as

Gs < mi L1
s mms —5, 5,
ne2’ Bn

which holds under Assumption 5.
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Lemma F.12 (Decrease of the loss function). Under the same assumptions as Theorem F.9, and further assume that

1
BsLy (M2 41)) < =,
S P A
Then, we have for allt > s:
2-2/M 2-2/M
—ConLy <¢(£t)> < Lip1— Ly < —CinL} <¢(£t)) ; (75)

where Cy, Cy are some constants depending on v°P(8,), p,, A and (M, p,q,r,s).
Proof. Using Taylor expansion, we get that for some € € [0, 1]:
2
£t+1 — ,Ct = —UHV,Ct”Q + %Vﬁjv2ﬁt+€V£t.
Note that by our assumption,
Uk n? >
Evcj V2L VL < 0 [V2Lose|| VL
@ 7 2 2M —2
< ? HV'Ct” : BS£t+E (pt+e + 1)
@) n 2
< =
< e,
where (4) follows from Lemma F.6, and (#4) is due to our assumption. This implies that
5 2 3 2
—ETIHVQH < Ly — L < —ZUHVQH .

We now establish lower and upper bounds on ||[VL;||. On the one hand, we have

) . g 1-1/M
IV < By (o1 +1) < Colupl ™ < Co (wﬂ(;)))
t

1—-1/M
¢(£t>)> < C2£t¢(£t)1_l/Ma

<Oy | 77—~
>~ L2 t('}/GD(as

where Cy depends on y¢P(8,), p,, and (M, p,q,r,s). On the other hand,

IV Ll 2% > Mctd)(ct,)o_ P'pr) e By Lemma F.8
¢ ¢
CF(O)VM L (M(L) — P (p1))
- (D(Le) = palpe))t/™M
CF(O)MLI(M(Ly) —
(Mo(Ly) - P’(Pt))l/M
= MUMACE(0) ML (M (L) —

By definition of GF

L P (p1))

By Lemma C.1

p(pr)) MM
1-1/M

> MMy ()M L, (¢> By Eq. (21)

By monotonicity of °F

>1 1/M
)

ZMI/M,_YGD l/JV[E <¢

=C1 L, <¢(ct)>1 "

This completes the proof of (75). O]
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We first show that £, converges to zero and derive its convergence rate.

Lemma F.13 (Loss convergence rate for GD). Under the same assumptions as Lemma F.12, we have

1
b= e(ms(log mf)H/M) -0

as t — co. Here, the constants hided by © only depend on v°P(0y,), ps, and (M, p,q,r,s).

Proof. With Lemma F.12, we know that

Lig1— Ly
2ot =~
3 (o(20))
Now we consider the function,
L
s 1 1
S(z) = / =277 At S'(z) = — R
v u2(log ﬁ) m2<log n—lgb)

When z < £, < -1, we have S’(z) is increasing and S(z) is convex. Hence,

S(Ly1) = S(Ls) = S"(Le)(Liy1 — L1) > Crn.

This leads to
S(Le) = S(Ls) > Cin(t — s) = S(Ly) = Q(nt).

(76)

Hence, we must have S(L£;) — 400 as t — co. This leads to £; — 0. Hence, there exists ¢ > s such that £; < L,/2. To

get an upper bound on S(L;), we show that £;1 > £;/2 fort > s. Note that

‘£t+1 — £t| < ||V£t+e|| H0t+1 - at” =0 ||V£t|| HV’Ct+5”
(%)
<nB3LLige (o +1) (ot +1)

(i7) _ 2 1
< nLyBiLiy. (pi\i6 4 1) =nRi(t+e)Ly < §£t,

where (i) follows from Lemma F.6, (i) is because of p;1c > p¢, and the last inequality is due to our assumption. Hence, we

have (note that £;1 < L)

2o 2—-2/M 2 | 1 2-2/M
<, (1og )7
t(d)( t)) > b Ogn£t+1
Therefore, r r
t+1 — t
52/ 2 —4Cy.

2 1
Lt"l‘l (log ’I’Lﬁt+1
Now since L1 < Ly1 < L4, we have
S(Liy1) = S(Ls) = S (Leve)(Loyr — Li) < S"(Lga) (L1 — L) < ACo.

This leads to
S(Ly) — S(Ls) < 4Can(t — s) = S(Ly) = O(nt).

Therefore, S(L:) = ©(nt), where © only hides a constant depending on C and C5. By Lemma G.3, we know that

570 =0 gy )

Hence,

1
L,=0[—— ) o
' (nt(lognt)“/M) -

This completes the proof of Lemma F.13.
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Lemma F.14 (Parameter convergence rate for GD). Under the same assumptions as Lemma F.12, we have
pe = O(log nt) ™1, (77)

as t — co. Here, the constants hided by © only depend on v°P(8y,), ps, and (M, p,q,r,s).

Proof. Note that by definition
. ¢(G) _ _¢(Le)
b SR(6:) T CP(6)

On the other hand, by the near-homogeneity of f, we have

= O(lognt).

= 1
Bpiw > fmin(ot) > IOg — = p{tw = Q(logﬁf)-
nﬁt
This completes the proof of Lemma F.14. O
Combining Lemmas F.13 and F.14 concludes the proof of convergence rates in Theorem 6.1.

F.4. Directional Convergence: Proof of Theorem 6.2 (Part 1)

Similar to the proof in Appendix C.6, the main idea is to construct the desingularizing function ®. For GD, we use 4P (8;)
to denote 7P (6;) and ¢; to denote ||;+1 — ||. Our goal is to show that 3", _ ¢; < co. This leads to that the curve swept

by 6, has finite length, and that 0, converges to a limit, thus proving Theorem 6.2.

The rest of this section will be devoted to the proof of >_,~  (; < cc. Since {7°P(6;)};> is increasing and bounded from
above, we know that B

o GD
Yo = lim y>7(6;)
exists. To show that ZtZS (+ < 0o, we prove the following lemma.

Lemma F.15 (Desingularizing function for GD). There exist R > 0,v > 0 and a definable desingularizing function ¥ on
[0, ), such that for all large enough t with ||0;| > R and v°P(6,) > . — v, and all o € [0, 1], it holds that

G < W (1 =P (O14a)) (VP (0111) —1°P(61)).
for some constant ¢ > 0. As a consequence, we have
G<c (‘I’ (’Y* - ’YGD(Bt)) - (’Y* - VGD(9t+1))) .
Once we have this lemma, we immediately know that
DG e (¥ (1 =a60) = ¥ (1 = 1P(61s1)) < oo
t>s t>s
The remainder of this section will be devoted to the proof of Lemma F.15.

Recall that we defined the spherical parts and radial parts of 0 f(0) = V f(8) for a differentiable function f. In this section,
we also use a; to denote e®(Gt) where we recall that

() = log ) — ——, ¥'(x) = ——— -

We will first show that

Lemma F.16 (Decomposition of radial and spherical parts for GD). Under Assumption 5, we have for all sufficiently large

t>s,
YL (B111) = 1% (0:) = en (199 @) 10, Lall + 97O 01.£:]]). 78)
" 0,01 0,41
1017 @0)] = T, and G <= (79)
t t
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Proof. Recall from our definition that

0t+a =0, — QUV['h gtJra = g(0t+a);

a
atra = exp(®(Gita))s  Pr+a = [10t+all, ’YGD(BH-a) = %-
t+a

We first show that

d’YGD(etJra) _ dVGD(Ot)

_ GD GD
o] = S = (1045 @0 Lol + 104 @)l i)

To this end, we follow the proof scheme of Lemma C.17. Note that

dWGD(ot)

5 = (09(00), =0V L) = (7P (01), =0n L) + (017°0(61), ~0. Lr)) ,

it suffices to prove the following two statements:

(@) (0,7°P(8,),6,) and (—0,.L;, 8;) have the same sign.

(b) 9.7°P(8,) and —0, L; point to the same direction.

Proof of (a). It suffices to show that (V%P (8,),0;) and —(VL;,6;) have the same sign. By Lemma F.8, we have
—(VL;,0¢) = vy > 0. Next, we show that (VVGD (6:),60:) > 0. Note that

Vat Matét

VP (6,) = M T M1
t Pt

which implies

(Va, 0y)  May

M

(Vy°P(6,), 6;) =
e Piw Pt

Through direct calculation, we obtain that

<VCLt, 9t> = at(p/(gt)<vgt7 0t>
=a,®'(G) <€p“(p")V£t + Giply (1), 9t>

=a,®'(Gr) (—ep“(pt)vt + gtP:z(Pt)/)t) .

From the proof of Lemma F.3, we know that

P'(x) < —

1
<0, O<z<—.
ne

1
zp(x)
Further since (see, e.g., the proof of Theorem F.9)

PPy — Gl (pe)pe > MGi(Gy),

we obtain that

(Vag, 0ty =a, @' (Gy) <—€p“(pt)vt + gtPiz(ﬁt)ﬂt)

1
> atm - MGp(Gy) = May,

which leads to (V~°P(8,),0;) > 0. This proves part (a).
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Proof of (b). Straightforward calculation leads to

Vat - <Vat, ét>0~t

P

917°P(0:) =V~ (6,) — (V4P (6,),0,)0, =

— a4, @ (G, )ePe (P (vzt — <v,ct,ét>ét)
=0, @' (G)eP ("d, L,

which points to the same direction as —9, L; since ®’(G;) < 0.

To complete the proof, we only need to show that

d’YGD(et)

P (6141) — v°P(0,) > ¢ 1

for some constant c. We first compute
P(8,) _ ay  Map

T

are all convex, it follows that

Further since = > e¢®®) and o p; M = 1|0, — oV L,|| ™M

a a
7P (0,11) —7°P(8,) =~ —

P%ﬂ pi!

= “”;THC” +a (o = o)

> ar®(Ge)(Ge+1 — Gt)  Mayp}

B Py pi !

© a@'(G)G; _ Maypy, _ a|®(G0)||G|

B Pﬂl PiVIH 2/)%1
@ w¥(G)G; _ My Ma® (GG _ al®'(G)I1GL.
S L o0,
_dy®P(6)  Ma®'(Gi)Gipr  adl® (GG

@ P ol

where (i) follows from Taylor expansion: € € [0,1], and (i¢) follows again from the fact that o — p; fg is convex. To

GD
proceed, we first give a lower bound on dvdit(t%). By definition,

d'VGD(at) 1 / / nag / Ut
— M =g - Y
dt Piw+1 (atpt atpt) Piw (gt) <vgt7 V'Ct> pt2
a [ v
=i (‘P%g» (e"“<pf>|vct||2 - gtp;(pot) - §> '
Pt Pt Pt

To deal with this term, we note that

V. (%
_ (I)/(gt) (ep“'(pt)HVﬁtQ . gtp;(l)t)pt) YA
¢

0}
@ 1 ( pa(pt) 2 / Ut) v
= ePe PNV Ly||* = Gepy(pr) — | — M —
gt¢(gt H t” tP (pt)pt p?
2 v
+ ——— (PP VL, |2 - Gip, t)
G (@ IVE ~ Gupl o)

@ 2 v
> 2 (Pt v, I? = Gip! t) ,
2 s (O IvL? -~ Gt o)
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where (4) is due to ®'(z) = —1/z¢(x) — 2/x¢(x)?, and (ii) follows from the fact that

2
ePe(P) ||V£tH2 - Gip, (pt)% 2 epa(pt)% - gtP;(Pt)ﬁ By Cauchy-Schwarz
t t
v
= p% (epa(m vy — gtpa(Pt)pt)
t
v
> ,0% (MGip(Ly) — P/(Pt)gt - gtp;(/)t)pt) By Lemma F.8
t
z ;% (MGip(Lt) — Mpa(pt)Gt) By Lemma F.1
t
v
= Mgﬂb(gt)%
Pt

‘We thus obtain that

v (6,) S 2
Gid(Go)?

PPV L% — Gepl, vt)
) 2 (e ITLR  Gupt )

2 2
> ﬁat — (ep“(p‘) IVL:* — Gipl, (pt)ptm> By Cauchy-Schwarz
(gt) Ut
nat 2 VL ( pa(pt) / )
ePetPly, — Gipy,
¢(gt) o t tP (Pt)ﬂt
nat 2 VL L e
MG,o(G Similar to the proof of (i7) above
M Gip(G)? v :9(Ge) : (i)

_ nMat 2 ||V£t||2
pM d(G) v

We next prove two useful claims:

(c) There exists a constant ¢; < 1/2, such that

at@’(gt)llgé’+6|< nMat 2 ||V£t||2<cld7GD(9t)
2pi4 =M e(G) v dt

(d) There exists a constant co < 1/2, such that

May® (gt)gtpt< a|Gy| 2 <02d’YGD(9t)
p,gM+1 - pf\/[ Gid(Gi)? — e

Proof of (¢). According to Lemma F.6 and Lemma F.7, we have
1G4 el < PIVEG eIV LR < Ban?Geye(pite™> + DIIVL
for sufficiently large ¢. This implies

P I o/ ts 41
at| (gﬁ”gm < By VL2 at|®'(Ge)|Ge (pria )
2p 2
t+1
<O VL ar|®(G)|Ge(pt 2 +1)

1
SC??2||V£t||2at¢(g )Piw ?

where the last line follows from the fact
1 2 C
Gi9(Gt) Gt¢( )2 Qt¢( t)
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when G; < 1/ ne2. Hence, it suffices to show that

1 _ nMat 2 ||V£tH2
CP|IVLPay—pM 2 < ¢
TIVE e Gy < 56y

where C' depends on G and M. Using Lemma F.6, we know that for sufficiently large ¢,

2M—2
<~ Cnp; vy < e,

IVL|| < BsLy(p' ! +1) < CLip' 7,
thus leading to
CnpM =20, < CnpMTHIVLe|| < CnpM 2L,

which can be arbitrarily small as ¢ — oo due to our result on convergence rates of p; and L;. This proves part (c). Note that
our proof works for any n and sufficiently large ¢, and the constant c¢; can be arbitrarily small.

Proof of (d). In Eq. (80), we already proved that

dy©P(8,) _ mar 2
dt ~ oM Gip(Gy)?
_alGy 2

pM Gip(Ge)?

(epa<pf>|vct||2gtp;<pt> )

Ut
Pt

Therefore, it suffices to show that

May|®'(G)||Gelpy . alGel 2
M1 =6

Pt piw gt¢(gt)2 ’

which reduces to

M@ (Gl _
Pt = Gid(G)?

Since
C ’ V¢

gt@b(gt)’ Pt :77;7

[®(G)| <

we deduce that

MGl CM_w

oo GG
It remains to show )
Pt
Cnue < cog—5—.
nue > 2¢(Qt)

Using our estimates on v; from the proof of part (c), we know that
Cnvy < Cp}' Ly

To complete the proof, we need an upper bound on ¢(G;). By definition,

1 1
d(Gt) = log eI L, <log %
‘We thus obtain that L
Cnusd(Ge) < CnpM Ly log 7 < p;
t

as t — oo, which is easily seen from the converges rates of £; and p,. Similarly, cy can be arbitrarily small and our proof
works for any > 0.

Combining parts (c) and (d), it follows immediately that
VP (B141) = 7P (6:) = (1 —c1 — e2) (Y0 (1),
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completing the proof of (78). The first part of (79) can be shown by direct calculation. For the second part, we have
Y gthep p y p

1
S/
0

is a non-increasing function of z, so that

. -
~ ~ de,_ . do; .,
Gt = |01 — 04| = H/O dt; dz s

dz.
dz &

dé, .
dz

We will show that |8, := H

* 0L
G < 16:]] = WM»

where the last equality follows from the proof of lemma C.17. Note that by direct calculation,

< _ 1 d0t+z 1 d0t+z ~ ~
H9t+z = ‘ s dz pt+z< L 79t+z> Oz
Spﬂ VL) — <v£(0t)>ét+z> .
t
Spﬁ V»C(et) - <V,C(0t),ét> . ét - ‘ ét 5
¢
since py4. > py and (—V L(0,), 0}) > 0. This proves (79). O

Then, we need some inequalities to connect (9,L;, 8. L;) and (9,7°P(6,),0,7°P(6,)). The main idea is to show that

their ratios are close. i.e.,
10, Ll 107 (6) ]l

10-Lell 19,45 (6)]
The technique is to use a; to bridge these two ratios. To this end, we need the following auxiliary result:

Lemma F.17. There exists a constant C > 0 such that for all sufficiently large t > s and o € [0, 1],
10crall < ClGLl,  07°°(Bera) | < 7P (6] @®1)
Proof. We first prove ||6;1.|| < C||60;]|. By definition,
18call < 110:]l + 0l VL(O:)]]-
From the proof of Lemma F.16, we get the following estimate:
IVE@] < Bl < 2 exp(—palp))i ™ < g0

for large enough t. Hence, ||0;1 || < C||0:||. For the second part of (81), we have for any 6,

7 0) = g (V““’) ~ Ma®) :n) !

where a(0) = exp(®(G(0))). It suffices to show that
Hva(am) — Ma(9t+a)(’t+0‘2H <C HVa(Ht) - Ma(@t)etZH :
[0+l 16|

To this end, we first give a lower bound on the right hand side. By Cauchy-Schwarz inequality,

6, 1
Va(0;) — Ma(0 > — [(Vas, 0:) — M
H a(6:) a(6;) 161211 = [(Vay, 8;) a|
> — |a;®'(Gr) (*ep“(pt)vt JrgtP;(Pt)Pt) — May (82)
Pt
(4) 1 2 Mat 2
S —g— M — .
GG MO == GGy
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where (i) follows similarly as in the proof of Lemma F.16. Denoting

A(8) = Va(6) — Ma(B)”:HQ,

then we have for some € € [0, a],

[A(Orra) — A(0)[| <[[VAOrte)l[|Ot+0 — 64l
277|‘V£(0t)H||VA(9t+e)||~

We now upper bound ||V A(6;.)|| in the above display. For any 6,

— [ v2ate) - 2s8YUO . proe) (1012007

v = 7200 - 3R - rate) (g )|
sty o A IVAO
<IV%a@)] + M+ Ma(®) .

We estimate these terms respectively. For ||@|| large enough:

IVa(0) = a(8)|2'(G(8))[IIVG(8)] < Cra(8)|2'(G(6))IG(0) (6™~ +1)

e SN T
192a(6) ] < |9'(G(0))IVG(O)][I Va(0) | + a(6) 2" (G(0)|VG(6) > + a(6) 2/ (G(6))[V*G(6)
PO (i) PN 1 ] it PR [ bt
T EA A (1)) R ()
(o1 +)° g 612
=GO Gy = g

Here, the upper bounds on ||[VG(0)|| and ||[V2G(0)|| are due to Lemma F.7. We thus obtain that

0 M—2
+ Ma(o)18!

2M—2 a
IVA®)| < © (aw) Ll M (”)) < Ca(0) 0]V

$(G(0)) ¢(G(9)) 1612

for sufficiently large ||@||. Further since |G(0:1c) — G(0:)| = 0o(|G(0:)]) as t — oo, we know that for sufficiently large ¢,
a(0i4¢) < 2a(6;), thus leading to

[VAOu+c)|| < Ca(Or)piti™2 < Ca(0y)pf™ 2.
It finally follows that

[A(Brsa) — AB)| <nlIVLEO)VAO1o)l < CnllVLawp;™ >

< COnLiarpi™~* < CnGray exp(—palpr))pp™ 2

Mat 2
<= oy S 1@l

for sufficiently large ¢, where the last inequality is just (82), and the second-to-last one is because of G;¢(G;) < C for any
Gi < 1/ne?. This finally leads to

0
<2 Hvu(et) - Ma(@t)m

)

010
[Fat6110) = Ma(Br) 5

completing the proof of Lemma F.17. O
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Lemma F.18 (Inequalities between a; and v°P(8,)). Under Assumption 5, for all sufficiently large t > s,
0rac]| > MAP(B) 1,

and
C1 M logn + Cyp’ (Pt)
e
t

Combining these two inequalities, there exists a threhold sy > s > 0, for all sufficiently large t > s1, we have

10,75P (@) <

M41/2
18rac]l > P (8,)pt" % 16,75P(8,)]].

Proof. First, note that from the proof of Lemma F.16, we have

1 Ma _
lOral| = E<Vat79t> > ptt = M~®P(0,)p" ' > My (6,)p" 7,

which proves (83).

Second, again from the proof of Lemma F.16, we get

10,74 (6,)|| = T ((Vay, 0;) — May)
~ ey (0| (e~ Gt ) = M)
(s)ptMlH (atqﬂ(gmgt <M10g£ + (o) = Pl(pe)p ) Mat>
~ e (610 (M login + Mo(G.) + 20/ (1)) = M)
- pMi (@l (G.)1G: (M logn + 20/ (1) + May (18'(G,)[Gi6(Gy) — 1)
tNLl (Cy (M logn + 20/ () + C2M)
< le+1 (CiMlogn + Cyp'(pr))
where
Ci= s Oz, C= s ) (8(@)ro(x) - 1)

0<z<1/ne3 0<z<1/ne?
are positive constants (easily seen from the definition of ®), and (i) follows from lemma F.8.

Finally, the proof of (85) follows the same way as (32).
Now we will use Lemmas C.19 and C.20 to prove Lemma F.15.

Proof of Lemma F.15. Recall that we have the following decompisiton in (78):
1 (Or11) = 7°0(81) = en (97O 19,L ] + 107 @)0LL]]).
Two cases will be considered in this proof:

e Case 1: ||0,7°P(8;)]|||0-L:|| is larger, and we will apply Lemma C.20 for construction.

e Case 2: [|0.7°P(0;)]|||0..L¢]| is larger, and we will apply Lemma C.19 for construction.
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The two cases will be determined by the ratio of |0, v°P(8,)|| and [|9,7P(8;)]|. In case 1, we assume that:

10.7¢P(8,)]| < pf 1187 (81)]. (87)

For case 2, the condition is:
1
10L7P(0:)]| = p7 10:7°P(6,)]. (88)

Case 1. By (85), we have

M+1
[0racll > ~%P(0s)p; 2 [10:7°P(8y)]]
3
> 120, F 1|07 (6,)]] By (34)
> ’YGD(BS)PE 101 a. By Lemma F.16. (89)

Now we need to transfer this inequality to the ratio of |0, £:|| and ||0;,-L¢||. Note that

1 (VL 0,) ,
Oray|| = —(Vay, 8,) = — L7 !
[0rax| pt< at, ) Lips Pa(pt)
(VL;,0,) 1
< = — 67[, .
- »Ctpt L:t” t”

On the other hand, we have

1
O1all = = |01 L]
01 axll I, [0 L]
Combining these two inequalities and pluging them into (89), we have
3
18- L4l > 4P (0:)p7 (101 Lyl (90)
On the other hand, we know that there exists sy > s > 0 such that for a.e. ¢ > s, we have p, > 1. Hence, we have
1
107P(0:)]| < 18:7P (0| + 11879 (80)I| < 207 10:7P (61)]]- ©1)
Therefore, in terms of (78), we have

VP (Ber1) = 7P () = enl|0,7°°(6:)]]]10 Lt

GD 0.) :
> cnfy 2( )pt4 107°P(8,)]1101 Le | By (90) and (91)
> cpt% 107°P(8,)]/¢:.- By Lemma F.16 (92)

Now we invoke Lemma C.20 to construct the desingularizing function. We apply it to the definable function v, — %P (8)
with A = %. Then there exists v; > 0 and a definable desingularizing function ¥; on [0, 2;) such that

8W, (ve — 1P (0)]16]7 |07 P ()] > 1, if 7P (8) > 7. — 11
Further, Lemma F.17 implies that there exists a constant ¢ > 0, such that for all « € [0, 1],
8W) (7 = 1Pt + a))pt 070 = e, ity (8r) > . — 1. (93)
Plugging (92) into the above inequality, we have

8T (v — 7P (0140)) (VP (Br41) — 7P (6:)) > Gty ifYP(0) > 7u — 11

This completes the proof for case 1.
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Case 2. By lemma F.16, we have

YL (O111) — 7P (01) = cn]| 0L P (8|01 Lell = cpe] 0L7EP(84)]|C:- (94)

Forae.t > sy > s > 0, we have

10L7°C(Oe)I| > o7 107 (Be) | = 10:7°C(8)ll.

This leads to ]
10.,7°P(8:)] > §|I5VGD(9t)II-

Plugging this into (94), we have
cpt
7P (0141) — %P (6:) > 7f||8’YGD(9t)||Ct- (95)

We invoke Lemma C.19 to construct the desingularizing function. We apply it to the definable function v, — v¢P () with
c=1landn = %. Then there exists vo > 0 and a definable desingularizing function ¥5 on [0, v5) such that

Wy (v =0 0]1107°C(O)| = 1, if1°P(0) = 7 — v
Further, Lemma F.17 implies that there exists a constant ¢ > 0, such that for all « € [0, 1],
Wy (ye =Pt +a)pe 07O = e i (0r) 2 7s — 1o (96)
Plugging (95) into the above inequality, we have
2W5 (7. = 7P (Br4a)) (VP (Br41) =7%°(01)) = Gy AP (0:) > s — v

This completes the proof for case 2.

Combining the two cases. Since ¥} — W/, is a definable function, it’s nonnegative or nonpositive on some interval
(0,v). Let ¥ = max{V¥;, Wy}. Then, we have for a.e. large enought ¢ such that p; > 1 and v°P(8;) > v, — v, and

_1
logn + 2pa(pe) < pi' 2, it holds that

V' (v, = %P (0140)) (Y2 (Br41) — 7P (1)) > G,

for some constant ¢ > 0. The final conclusion follows directly from the Lagrange mean value theorem. This completes the
proof of Lemma F.15. O

F.5. KKT Convergence: Proof of Theorem 6.2 (Part 2)

The main idea is to verify the KKT conditions. Recall that the optimization problem (P) is defined as follows:
min [|0]|3,  s.t. y; fu(0;x;) > 1foralli € [n].

Following the notations in Appendix C.8, we have

fi(0) = yif(6;x:),  fuin(0) = min f;(6),

1€[n]
fr,i(0) = yifu(0:%:),  frmin(0) = min fuy:(0),

i€[n]

h(6) = 070), h(®)= 1Y (o)

hyi(0) = 0fu(8), hu(0) == e /ny,(0).
=1

We are going to verify that 8; := 6, /( fi min(0;))"/M satisfies the two conditions in Definition 8, i.e.,
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1 |6 — >0, Ahii(0)]| < e, where hy ;(0) = 0fn;(0) forall i € [n];
2. Forany i € [n], Ai(fn,i(6) — 1) < 6.

Recall that \; and 3 are constructed as follows:

M (6, hn(6:))

S T R A I CATE

Since our model assumptions are the same as those of the GF case, Lemma C.21, Lemma C.23 and Lemma C.24 hold here.

Hence, the second condition is satisfied. All we need to show is that

(6, hi(6:))

P = 64 Tan(0,)]

Similarly, we will only show a subsequence of 3 goes to 0. Note that by Assumption 3 and Proposition 5.1, there is a

(xM=1) as x — oo, such that for almost every 8, and any i € [n], we have

IV £i(8¢) = V fuai(0) ]| < r([10:]]) = r(pe)-

Lemma F.19 (Bound of 5 in GD). Under Assumptions 3 and 5, we have for any to > t1 > s,

function r(z) = o

to

1—pi(t i1 1 ¢b(g,,
Z[( ()p() 1] tog P2 <1g§GD( )

t) + Bt)? pe — M (6:,)
where 2r(p0) (o)
r(p Pa Pt
pi(t) = —= =7, p2(t) =
M’YGD(GS)P?J ! M’YGD(gs)pM
Proof. Note that in Theorem F.9, we have shown:
Mp?||0, L)|3
1o 1%2(6,1) 10570 (6;) > log Lot MALIOLE:

Pt Vi

ll2 . For the denominator, we have

. Mp?||0L L2
We will give a lower bound of %

< V‘Ct7 Ot

:\'—‘

For the numerator, we have
10LL5 = IVLIZ = (VLe, 0,)% = [[0(6:)]|* — (h(6;), 6:)>.
Similarly, we have

[h(6;) —hn(6)[| < — Ze 00 ||h;(8,) — b i(6:)]] < Ler(pe).

And we can get
[0(6:)[| = ([ (6:)]| — [h(6:) — hu(6:)| = b ()] — Ler(pe)-

In what follows, we will use h and hy as shorthands for h(0;) and hy(8,), repsectively. As p; — oo,

(hy,0,) MY ", e 10D fi1:(8y)
Pt B npt
MY, e IO (£i(8:) — palpy))
npe

[url

V
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o MLio(G)
N Pt
> ML (05)p " > 2Lir(py) (100)

> ML O)pr"

for sufficiently large p;, since r(p;) = o(pM 1) as t — co. Therefore, there exists s5 > s > 0 such that for a.e. t > s5, we

have

82 = |y |2 + 2(hyr, b — hyy) + [ — by
> ||hy|® + 2(hy, h — hy)
> by [|*(1 = 2|y~ Ler(pr)

2(4 _ 2r(pt) )
> by (1 N7 T ) (101)

At last, we have

(h,6,) = ve/py < <hH>ét> + Lipalpe)/pe- (102)
Plugging (101) and (102) into (99), we can give a lower bound for |0 L;]|3,
o118 = Dl (1~ o ) = (. 60) + Lopa)/ ) (103)
B M’YGD(BS)Pyil

Combining (98) and (103), we have

AL HhHH%{l - 2r(pt)/[MWGD(05)piw*1}} — ((hw, 62) + Lipalpr) /1)

U1€2 - (<hH,0~t> +£tpa(pt)/pt)2

I l13{1 = 2r(p0)/ [MrP(0)p1 '] }
((hw, 6) + Lepa(pe) /1)

1—2r(p,)/[MAP(8,)p)" ']

(Be + ﬁtpa(pt)/PtHhH”71)2

1 —2r(p;)/(M~SP(8,)pM 1) .

" (Be + palp) /(MASP(8,) 1))

_ 1w

(B +p2(t))2

This completes the proof of Lemma F.19. O

Once we have this, we can show the following analogous results. We omit their proofs since they are completely similar to
those of Lemma C.27 and Lemma C.28.

Lemma F.20 (8 converges to 1). Under Assumptions 3 and 5, there exists a sequence ty, such that limy_, . B¢, — 1.
Lemma F.21 (Approximate KKT point). Under Assumptions 3 and 5, there exists a sequence tj such that étk_ is an

(€, 0 )-KKT point of (P) for all k € N, where €, — 0 and 6, — 0 as k — oc.

We are now in position to prove the KKT convergence. Appplying Lemma F.21, we have a sequence {; } such that 0, 18
an (eg, 0 )-KKT point of (P) for all k& € N, where ¢;, — 0 and §;, — 0 as k — oo. Since 6y, converges in direction, 6,
will converge to the same direction as one of the KKT points of (P). By Theorem 6.2, we know 6,, also converges to the

limit 6... Hence, 0./ ( fr,min(0+)) VM i6 a KKT point of (P). This completes the proof of Theorem 6.2.
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G. Additional Lemmas

Lemma G.1. The function 7 : R™ — R:

is convex.

Proof. Letu; =e ", v; =e Y. So

m(0x; + (1 - 0)y; M(E}m9% —0)y) )bqizwlﬁ

From Holder’s inequality, we have

S (St) (507)

1 n o1 6 1 n (1-6)- L 1-6
1 6’ 1 0 < 1 - 70 . - \ —Y)1—e .
og ( E Uu; < log n i:E 1 U, n 2 v;

The right formula can be reduced to:
1 n 1 n
0 log ( u1> 0) log ( vl>
n = n =

=

Therefore,

Therefore, we get:
w0z + (1 —0)y) < On(x) + (1 — )7 (y).

This completes the proof of Lemma G.1. O

Lemma G.2. Let s > 1and S(z) = [ Wdt. Then,

S(z) = 9((1%1,;622/1\4)7 S~ 1(y) = G(y(log y)2—2/1\1).

Proof. First, we bound the rate of S(z). Note that

”” 1  (logt)>/M )2 / x
= | gt = | gt < (logz)*™M Sdt =0 ————— ).
S(x) /S (logt)Q*Q/M /S (logt) (ng logt o (logx)2*2/M

On the other hand, we have

“ 1 9 1 x
51012 [ gt 2 s |t =0 gz )

Now we bound the rate of S~1(y). Let z = S~1(y) for y > 0. By the previous results, we have z — oo as y — oc. Besides,

we know that y = S(z) = © (W) Taking logarithm on both sides, we have log y = ©(log x). Therefore,

y(logy)®> M = ©(y(log z)*~*M) = O(a).

)2—2/M>

This implies that z = O(y(log y . This completes the proof of Lemma G.2. O
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Lemma G.3. Given two integers m,n € Z and a constant s < #, let S(x) == f; Wdtﬁ)r x < 5. Then,
1 1
S(z) =0 Sy =0 ————rr |
=0 (g )50 =g

Proof. We prove the LHS rate first. Now we can bound the rate of S(x). Note that

s 1 1 51
= > —
S@) / 2 (log(nt)yz-2m 4 = <1og<nx>>2—2/M/z 24!
1

= o (5 3) = gy )

Besides, we know that

5 1
50) = | g

< (log(nax))*/™ /z mdt

(log(nz))*/ < - m x>
< Bogtna)) % _ O( : )

x(log(nz))? z(log(nx))2—2/M

IN

Combine them, we get that

1
510) = © S ogtraye )
Let y = S(x). Then, we have log(z) = ©(—log(y)). Hence, we have

1 1
= St~ (o)

This completes the proof of Lemma G.3.

O
Lemma G.4. Given 0 <y < 1, whent > (4/7(1og(4/*y)))4, we have
logt _ 1
2v
Proof. Let z = 11, Then, we want to show:
g(z) = vz —2logz > 0.
Note that g'(z) = v — 2. When z > 2/, g(z) is increasing. Furthermore, we have
_ _ 4/
9(4/vlog(4/7)) = 4log(4/7) — 2log(4/) — 2loglog(4/7) = 2log 7—=7—= > 0.
log(4/7)
Since 4/v1og(4/v)) > 2/~, we have finished the proof of Lemma G .4. O

Lemma G.5 (Moore-Osgood Theorem). Assume that a series of functions (fn(x))22, converge uniformly to f(x) in
(—a,a) for some a > 0, and for any n, im,_,q fn(x) = L, exists. Then, both lim,_q f(z) and lim,_, -, L,, exist and are
equal, namely

lim L, = lim lim f,(z) = lim lim f,(z) = lim f(z).

n—o0 n—oo r—0 z—0n—o0 x—0
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Proof. Due to uniform convergence, for any € > 0 there exist N(¢) € N, such that: for all z € (—a,a)\{0}, n,m > N
implies |fn(7) — fm(x)| < §. Asx — 0, we have |L,, — L,,,| < §, which means that L,, is a Cauchy sequence which
converges to a limit L. In addition, as m — oo, we have |L,, — L| < § On the other hand, if we take m — oo first, we
have |f,,(x) — f(x)| < §. By the existence of pointwise limit, for any ¢ > 0 and n > N, there exist (e, n) > 0, such
that 0 < |z| < d implies |f,,(x) — L,| < §. Then for that fixed n,0 < |z| < ¢ implies |f(z) — L| < |f(z) — fu(x)| +
|fn(x) = Ly| 4+ | Ln — L| < €. This proves that lim,_,q f(x) = L = lim,, o0, Ly,. O
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