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Abstract

Let G be a connected reductive group over an algebraically closed field with a pinning-
preserving outer automorphism o . Jantzen’s twining character formula relates the trace of
the action of o on a highest-weight representation V,, of G to the character of a corre-
sponding highest-weight representation (V,), of a related group Ge-° . This paper extends
the methods of Hong’s geometric proof for the case G is adjoint, to prove that the formula
holds for all connected reductive groups, and examines the role of additional hypotheses. In
the final section, it is explained how these results can be used to draw conclusions about
quasi-split groups over a non-Archimedean local field. This paper thus provides a more gen-
eral geometric proof of the Jantzen twining character formula and provides some apparently
new results of independent interest along the way.
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Jantzen’s twining character formula is a twisted version of the Weyl character formula.
Given a pinning-preserving outer automorphism o on a connected, reductive group scheme
G over an algebraically closed field, the formula describes the twisted character of ¢ on a
highest-weight representation of G in purely combinatorial terms, and can be calculated
using the o -action on the root datum of G. It was first proved by Jantzen, [9], with
alternative proofs provided by [11], [8], and [4].

Most of the above proofs share an assumption that the group G is connected, semisim-
ple, and adjoint, and some impose additional hypotheses. However, the proof of [4] holds
for connected, reductive groups, following some cohomology calculations in [13]. In this
paper I will make the same assumptions: that G is a connected, and reductive group.

I will follow quite closely the geometric proof of Hong [8]. T will outline the structure,
then reproduce the proof in a fairly self-contained way to make clear where the stronger
hypotheses might be convenient—and why they are unnecessary. For one thing, Hong’s
proof applies equally well as written whether G is assumed to be adjoint or simply con-
nected. For the more general case, Proposition 3.4 will be useful. Although Proposition
3.4 is not necessary to prove Theorem 0.1, as shown in [4], I believe it is interesting in its
own right and have not seen it elsewhere in the literature.
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Let G be a connected, reductive group over an algebraically closed field K of char-
acteristic 0, and fix a root datum of G. In particular, fix a maximal torus and Borel
T c BC G. Let G be the complex group with dual root datum, and with a corre-
sponding choice of maximal torus and Borel T'C B C G. Let ¢ be an automorphism
of G preserving the root datum and a pinning, and consider its induced action on G,
which preserves the dual root datum and a pinning. Let G be the fixed-point subgroup
of G, and let G?° be the neutral component of G°. Then G° is a connected, reduc-
tive group [17] (see also [6]), and a closed subgroup of G, with maximal torus and Borel
T7° C B?° C G”°. The cocharacter lattice X, (T%°) is a subgroup of X,(T'), and other

components of the root datum of G%° can also be determined combinatorially. Let Goo
be the dual of G%° over K .

Note that o acts on the lattice of cocharacters of T (i.e. characters of f) If u
is any o -invariant dominant cocharacter of G, then we are interested in the action of
o on the irreducible highest-weight representation V,, of @, as well as the action of o
on weight spaces V,()\), where X is a nonzero weight of V,,. The set of such weights
is denoted Wit(u). Up to a scalar, there is a unique vector space automorphism o :
V,, — V,, commuting with the action of G on V,,. We can normalize this automorphism
by assuming o not only stabilizes the highest-weight line V,(u), but fixes it pointwise,

uniquely determining an action of o. The irreducible representation of Go° of highest
weight 4 is denoted (V;), . Then we have the following theorem relating V,, and (V;), .

Theorem 0.1 (Jantzen’s twining character formula). Let G , G, and o be as above. Let

w be a o -invariant dominant character in X*(T) and let X € Wit(u) be a o -invariant
weight of V,,. Then o preserves V,(\), and we have the following equality:

tr (o [ Vu(A) = dim (Vo) (A))- (1)

The Weyl character formula for Go° thus implies a twining formula for the twisted
character of o :

A — w(p)
Yo otr(o | Vi)t =ch (Vo)) = > w| ] T :
AEWE () weWe aEN! (®)t
o(N)=X\

Here N/ (®) is a root system explicitly determined by the o -action on ® and is the root

system of the group Goe .

See Section 7 for details on how to determine N.(®) using the root datum of G.
Notation and proofs there are drawn from [7].

There are two apparent justifications for the stronger hypotheses taken in previous
proofs of Theorem 0.1. First, unless G is semisimple and either simply connected or
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adjoint, G° may not be connected. This turns out to be immaterial, as the affine Grass-
mannian of G? (and the category of sheaves on it) “forgets” any disconnectedness of G,
cf. Proposition 3.4.

Second, the root lattice of G is a strict sublattice of X *(T\ ) in the case G is not
semisimple and adjoint. In this case the affine Grassmannian of G is disconnected, and
the dimensions of Schubert varieties vary in differing components. However, it turns out
that, due to the use of Anderson’s polytope calculus and normalization to stable AMV
cycles, disconnectedness of the affine Grassmannian is also immaterial.

In Section 1, I establish conventions used throughout the paper. In Section 2, I outline
the proof of Theorem 0.1, omitting some details, to see how the stronger hypotheses are
used in the literature. Sections 3 through 6 comprise a complete proof of Theorem 0.1:
Section 3 describes the ¢ -action on subvarieties of the affine Grassmannian of G, relating
them to corresponding varieties in the affine Grassmannian of Grge ; Section 4 considers
the action of ¢ on i-Lusztig strata, establishing a condition for invariance; Section 5
establishes a coweight-preserving bijection between the ¢ -invariant MV cycles of G and
all MV cycles of G%°; and Section 6 completes the proof of Theorem 0.1 by showing that
o fixes basis vectors corresponding to o -invariant MV cycles, implying that the trace of
o is exactly the number of preserved MV cycles. Section 7 deals explicitly with root data
and uses Theorem 0.1 to prove a Theorem 7.7, which is stated in [7] without reference to
a fully general proof. Finally, Appendix A is a complete list of results from [14] used in
this paper.

1 Notation

Here I will establish some notation and conventions. Throughout, G is a connected,
reductive group over an algebraically closed field K of characteristic 0. I primarily work
with its complex dual group G . If I write “character,” “coweight,” or other similar term,
without specifying which group I am referring to, I intend to refer to G.

Fix a maximal torus and Borel T'C B C G . We also have the corresponding maximal
unipotent subgroup U C B. Let the set of simple roots be denoted II and the simple
coroots denoted IIY. Let the set of roots be denoted ® and the set of coroots denoted
®V . Let the character lattice be denoted X*(T') and the cocharacter lattice denoted
X (T).

Fix also a maximal torus and Borel T C B C G , with corresponding maximal unipotent
U. Then the character lattice for G is exactly X*(T) = X.(T'), and the cocharacter

lattice is X, (T) = X*(T); the set of roots of G is ®", and the set of coroots is @ ; the
set of simple roots of G is IIY, and the set of simple coroots is II.

Let G%" be the derived subgroup of G, and G*¢ the universal cover of G . Then
G*¢ and G%" have the same set of coroots and simple coroots as G, and there is a
natural embedding X, (7%¢) — X.(T), with X,(T%°) generated by IIV. Given any two
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cocharacters p, A € X, (T), we say A < p if and only if u— X € Z>oIl"V. Let p be the
half sum of positive roots of G and pY be the half sum of positive coroots.

Let W be the Weyl group Ng(T)/T . Then W acts on X*(T') and X,.(T). For each
w € W, let A <, p if and only if w=(\) < w!(u). Corresponding to the choice of
simple roots II, we have a set of simple reflections S = {s,}aen generating W, and
(W, S) is a Coxeter system. Then there is a length function ¢ on elements of W'; let
wg € W be the longest element.

Fix a pinning of G compatible with 7" and B, i.e. a collection of root homomor-
phisms z, : G, — U for each simple root o € II. Each root homomorphism =z, also
uniquely determines an opposite root homomorphism y, : G, — woUwy 1 Fix also

pinning {z,v }ovenv of G compatible with T and B.

Let o be an automorphism of G preserving the pinning {x,}aer, meaning that o
preserves T and B, and that ooz4 = x,4) for all a € II. Let G be the fixed point
subgroup, and G?° the neutral component of that fixed point subgroup.

Since o acts on the constituents of the root datum of G , there is a unique action
of o on G preserving its root datum and the pinning {x,v}. Specifically, G is gener-
ated by the images of cocharacters generating X*(7') and by the root and opposite root
homomorphisms z,v and y,v for oV € IIV. It is thus sufficient to define o on these
images. Let R be a K -algebra, and suppose g € @(R) It g = A(t) for some t € G,,(R)
and A € X*(T), let o(9) = c(A\)(t). And if g = z4v(u) for some u € G,(R), then let
0(9) = To(qvy(u) ; similarly, if g = yav(u), let o(g) = Yg(av)(u)-

For a complex, smooth, linear algebraic group H we have the loop group, positive loop
group, negative loop group, and strictly negative loop group functors from C -algebras to
sets given by LH : R — H(R(w)), LTH : R+ H(R[w]), L H : R+~ H(R[w™!]) C
LH(R),and L™ H: Rw ker (L H(R) — H(R)), respectively. The étale sheafification
of the quotient functor LH/LTH : R — H(R(w)))/H(R[w]) is known as Gry, the
affine Grassmannian of H , and is representable by an ind-finite type (strict) ind-scheme
over C. The ind-scheme Grpy is ind-projective if and only if H is reductive (see, for
instance, [2] Theorem 4.5.1(iv)). For this reason, it is essential to this proof to assume G
is reductive.

For each cocharacter v € X, (T) we have by definition a homomorphism v : G,, —
T C G, as well as a homomorphism v : LG,, — LT . Let w” € LT(C) be the image of
w under this homomorphism, and let @w”xy be the image of w under the composition

LG,,(C) % LT(C) — LG(C) — Grg(C),
where 1y is the natural basepoint of Grg(C), corresponding to the trivial coset in
LG(C)/LTG(C).

Given a locally closed, reduced sub-ind-scheme Y C Grg, let Y be the reduced closure.
If G is reduced, then Y is ind-projective. Grg has a Cartan stratification by LTG -
orbits. Given a cocharacter y, let Gr{, be the LTG-orbit Gt = LTG - whzg . I refer to



JACKSON HOPPER 5

these orbits as Schubert cells, and their closures as Schubert varieties. Schubert cells and
Schubert varieties are reduced, finite-type, complex schemes. Typically p will be taken

dominant, since Grf, = Grg(” ) for all we W. If i is dominant, we have the following
closure relations from the Cartan stratification:

Grlf, = H Grp.
AEX.(T)T
AZp

We also have, for each w € W, an Iwasawa stratification. The strata of the Iwasawa strat-
ification are known as semi-infinite cells. In contrast with Schubert varieties, semi-infinite
cells and their closures are not representable by schemes. Given w and a cocharacter v,
let S% be the orbit S% = wLUw™!-w"xy. Then we have the following closure relations

(see eg [14] Proposition 3.1(a)):
So= 11 si

neX«(T)
n<wv

From a geometric description of the complex points, we have an intersection criterion
(see eg [14] equation (3.5) in the proof of Theorem 3.2). That geometric description is

(€)= {z € Gra(C) | lim w(p”)(s) - w = w"wo}, (2)

where w(p") : G, (C) — T(C) is a homomorphism of complex groups. As a consequence
of this description, Si, NSY, # @ only if v <, n and n <, v. Indeed, if p € (Si, N

¥,)(C), then both w"zy and w"xy are in the closure of the T'(C)-orbit of p. Since
both S, and S¥, are T -invariant, that means in particular that w’zg € ST’Z,((C) and

w’xg € Sp(C), implying the inequalities.

Given a reduced, irreducible, projective subvariety X C Grg, the sheaf ICx =
Ji1x(C[dim X]) is the unique perverse sheaf restricting to constant coefficients on the non-

singular locus of X . In the case X = Grf, for a dominant cocharacter s, this sheaf is
LT @G -equivariant and known simply as I C), . The category of LT @G -equivariant perverse
sheaves on closed subvarieties of Grg consists of only direct sums of IC),, for dominant
p and is referred to as Pr+g(Grg) .

2 Outline of proof

Here I will summarize the proof, adapted from [8], of Theorem 0.1. I do this primarily
to see that the hypothesis that G is reductive is sufficient. Suppose G is a complex,
semisimple, simply connected group, and let ¢ be a pinning-preserving automorphism of

G.

The proof is geometric in nature, relying on the geometry of the affine Grassmannian
Grg . Of particular importance is the geometric Satake equivalence, which constructs an
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explicit and canonical bijection between certain varieties contained in Grg, called MV
cycles, and basis vectors of highest-weight representations of G . For precise statements of
the several theorems from [14] I am referring to when I say “the geometric Satake equiva-
lence,” see the Appendix A. The most important results, stated according to conventions
from Section 1, are summarized here:

Theorem 2.1. Let pu be a dominant cocharacter, and let A € Wit(u) .
i. Sy, NGrf, is equidimensional, and dim (S}, ﬂGrG) (pype — )

ii. Sy, NS is equidimensional, and dim (S, N SE) = (p, pn — A)

iii. H*(Grg,IC,) = @ H*PN(Sh,.1C,) =V,
AEW (1)
w. HZ2eN(Sh [ IC,) = &y K[A] = V,(\).
A€lrr (3, ﬁ@)

v. Pr+q(Grg,Z) is isomorphic as a tensor category to RepZ(CA;) .

The direct sum in statement iv. is indexed by irreducible components A of the variety
Sf,‘jo N Gré. These irreducible components are the MV cycles. The heart of the proof of
Theorem 0.1 is to establish a bijective correspondence between those MV cycles in Grg
which are invariant under the action of ¢ and all MV cycles in Grge .

This is done in three steps. First, the collection of MV cycles is generalized to a
larger collection of what are here called AMV cycles (see Section 3 for definition), after
Anderson’s polytope calculus [1]. Using Kamnitzer’s indexing of AMV cycles by i-Lusztig
data (see Section 4), a convenient criterion for o -invariance of an AMV cycle is found, as
well as a procedure for finding the datum of a corresponding AMYV cycle in Grge . Second,
a criterion of [1] for when an AMV cycle intersects generically with an MV cycle is applied
to show that the restriction of this correspondence to MV cycles is also bijective. Finally,
the eigenvalues of the o -action on the G -representation V), are examined to ensure that
the twisted character of o is exactly as expected, completing the proof of Theorem 0.1.

Based on the short description above, it is not obvious how the hypothesis that G
is semisimple is used. However, much of the literature explicitly makes this and other
assumptions.

The two complications introduced by relaxing the hypotheses from semisimple and
simply connected to reductive come in the form of two different disconnected spaces.
First, if G is not either semisimple or adjoint, then the fixed point subgroup G? is not
necessarily connected. Using the classification of reductive groups, it is more convenient
to work with G?° than G? whenever dealing with root data. However, it is easier, and
in my opinion more natural, to relate the geometry of (Grg)? to Grge than to Grge.o .
Thankfully, the affine Grassmannians of G and G?° are isomorphic for all reductive G
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(see Proposition 3.4). So results including Proposition 3.5 and its consequences still go
through without issue, as they may be applied to Grge . But the group whose category
of representations is isomorphic to Pr+go(Grge) is G7°, as needed for Theorem 0.1.

The second complication is that mo(Grg) = 71(G). So if G is not semisimple and
simply connected, then Grg is not connected. However, in the framework of AMV cycles
introduced by [1], this is not a complication at all. In fact, both Kamnitzer and Hong
work primarily with stable AMV cycles, which are AMV cycles translated by X.(T) to
be contained in S9 , which is itself contained in the neutral component of Grg . This does
not rule out possible sticking points in passing between MV cycles, AMV cycles, stable
AMYV cycles and back to MV cycles, but every result solely relating to stable AMV cycles
holds automatically for all reductive groups.

And the result necessary to restrict the bijection on the level of AMV cycles to MV
cycles is Theorem 3.7, which is proved again without a need for triviality of m1(G). More
details are presented in Section 3.

In short, considering reductive groups, rather than semisimple groups—much less simply
connected groups—is no more complicated for the proof of Theorem 0.1. Every potential
obstacle is either immaterial or easily deflected. In particular, Proposition 3.4 and the
preceding lemmas are the only results I had not previously found in the literature.

3 Action of o on orbits

For the remainder of the paper, suppose G is a connected, reductive, complex group, and
o is a pinning-preserving automorphism on G .

Unlike in the case G is semisimple and simply connected, we cannot count on G?¢
to be a connected group in general. This leads us to a choice: should we work with
G?° | to which the classification of connected, reductive groups applies, or should we work
directly with G? , which has a simpler description relative to G 7 Thanks to the upcoming
Proposition 3.4, it is immaterial whether we work with G? or G%°. I work primarily
with G? for simplicity, and the final result will hold for G?°. I will avoid referring to
root datum of G where possible. Note, however, that Hom (G,,,7%) = Hom (G,,,, T%°) ,
so X, (T7) = X.(T7°).

First, we will need a few lemmas relating loop groups of algebraic groups and their
quotients. While the following lemmas will be applied only to group schemes over C,
their proofs hold in greater generality. In this section, the field k is only assumed to have
characteristic 0. In particular, no assumption is made about its topology or algebraic
closure.

Lemma 3.1. Let G be an affine group scheme over a field k of characteristic 0, and
suppose H C G is a smooth normal subgroup with affine quotient G/H . There is a
natural isomorphism of functors LT™G/LTH — LY (G/H) , where LTG/LTH is the étale
quotient.
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In particular, if H C G is a normal subgroup and both groups are reductive, then
LTYG/LTH and LT (G/H) are canonically isomorphic group schemes.

Proof. Let the quotient map be denoted ¢y : G — G/H . Note that LTG = @G("),

where G is the nth jet group R +— G(R[w]/(="')). Similarly, L*(G/H) =
@(G/H)(") . Hence the map ¢ : L™G — L™ (G/H) corresponds to the inverse system of
morphisms

G(n) i qn-1) _nzt a) e
l%’b lfIn —1 lQI lqo
s (G/H)™ I (G H)) s (G/H)Y s G/H

The first step of the proof of surjectivity will proceed inductively. For each n > 1,1
will use surjectivity of ¢,_1 and formal smoothness of ¢g to prove that g, is surjective.
Then I will use the surjectivity of each ¢, to show that ¢ is surjective, with kernel LTH .

Suppose ¢n_1 is surjective, and let g, € (G/H)™(R), for a k-algebra R, with
image g,_1 € (G/H)™V(R). By surjectivity of g, 1, there is a lift g, ; € G™1(S)
lying over ¢,_1, where R — S is an étale k-algebra homomorphism. Then by formal
smoothness of ¢, there is a simultaneous lift in S-points g, € G(”)(S) of both g,
and §,_1. Indeed, g, corresponds to a morphism Spec (R[w]/("*!)) — G/H (and by
precomposition, to a morphism Spec (S[w]/(@" 1)) — G/H ), and §,_1 corresponds to
a morphism Spec (S[w]/(w™)) — G such that gpog,—1 is equal to j,(g,) as a morphism
Spec (S[w]/(w™)) — G/H . Then by the infinitesimal lifting property of formally smooth
morphisms, there is a lift g, in the diagram below. In particular, g, is surjective.

Spec (S[/ (")~ G

e

Spec (S[w]/ (")) L~ G/H

Now suppose g € LT(G/H)(R). For each n there is a corresponding element g, €
(G/H)™(R) . In particular, there is an element gy € (G/H)(R) with a lift in S -points
go € G(5), for some étale R — S. By above, for each n there is also a lift g, €
(G/H)™(S) of g,. These §, form an inverse system, and thus correspond to an element
g € LTG(S) lifting g. Thus ¢ is surjective.

Now consider the kernel of ¢. Let g € LTG(R) for a k-alebra R, and suppose ¢(g) =
e € L (G/H)(R). Then g € ker(qo)(R[w]) = H(R[w]) = LTH(R). Similarly, for
g € L"H(R) = H(R[w]), we have ¢(g) corresponds to the identity in (G/H)(R[w]) =
LTY(G/H)(R), and so g € kerq(R) . O
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Lemma 3.2. Let R be a k -algebra over a field k of characteristic 0. If I C R(w)) is
a set of nonzero idempotents, then I C R.

As a result, given a decomposition of R((w)) (respectively R[] ) into nontrivial Carte-
sian factors, there is a corresponding decomposition of R into nontrivial factors, such
that each factor of R((w)) (or R[w]) is a Laurent series ring (formal power series ring).
Geometrically, we can say that the natural maps of k-schemes induced by inclusion of
k -algebras

Spec R((w)) — Spec R[w] — Spec R

are bijective on connected components.

Proof. First I will show that an idempotent e € R((w)) must be contained in R[w] . For
an element x € R(w)), let x, be the degree-n coefficient. That is, z = >, z,@".

Let ng be the minimal nonzero degree of e, so that e = Zn>n0 e’ .

Suppose, for contradiction, that there is some idempotent element e ¢ R[w], so that
no < 0. I will show that e, = 0, contradicting the claim that e ¢ R[] .

Comparing coefficients of e and e?, we have

n—no
€n = (62)11 = Z €i€n—j (3)
i=ng
for all n > ng. Then for each n, let
n—ng
— Z eien_; € R.
1=ng

Note that, by equation (3), each f, =0 in R. If n < ng, we have e, = 0, so f, =
— > eien_i a priori. If furthermore n < 2ng, then every term of the sum is also 0 a
priori. I will construct ey, as an R-linear combination of such f,, , to show that e,, =0.
I claim

= fno + Z i)€no—ifi- (4)

1=2ng

Substituting the f, with e, , we can expand the right-hand side of equation (4) as

0 0 i—ng
6
(eno - g eieno_i) + E (4— n—z Eng— Z(ez — E ej€i ]) (5)
i=no i=2no 0 j=no

The expression in equation (5) is a non-constant polynomial in the various e, . We can
rewrite, ordering by total degree in e, :

0 0 0 i—ng

6 . 6 .
eny — ( Z €i€no—i — Z (4— n—z)eno_iei) — ( Z (4— n—oz)eno_i Z ejei_j) (6)

i=ng 1=2n0 0 1=2ng j=ng
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Gathering like terms, we can rewrite equation (6) as

€t D Ciieng-it ) > cigeieng—iog (7)

no<i<™P no<:<0 iSjS"OT*i

for some finite collections of rational coeflicients {c;} and {c;;} . Note that we can ignore
the terms where i < ny (and thus also those where j > 0), as they are a priori equal to
0. I claim that in fact every coefficient ¢; or ¢;; of equation (7) is 0.

First consider the ¢;. Suppose that ¢ < ng —¢. Then

6 6
=24 (4= i)+ (4= —(ng—1i)) =0.
c +( ngZ) + ( o (np—1))=0

On the other hand, if i = ng — ¢, then i = ny/2 (and ng is even), and

6 no
Cro2 =1+ (4= 55 =0,

Now consider the ¢;;, with cases based on which of 4,5, and ng —i — j are equal.
First suppose i = j =ng —i—j =ng/3. Then

6 no

Cno/3,m0/3 — 4— TTO(”O - 5) =0.

Now suppose ¢ = j < ng — 2¢. We can see that
6 _ 6 .
Cii = 2(4 — ni()(no — Z)) + (4 — n—OQZ) = 0.
Next suppose i < j =ng—1i—j. Then j = (ng—1i)/2. We can see that

6 ; 6 no+i
Ciy(no—i)/2 = (4 — Fo(no —1))+2(4 - - .

) =0.
Finally, suppose 7 < j <ng—1% — 7. Then we can see

cij=2(4— T?O(no —1i))+2(4 - T?O(no —7)+2(4 - fo(z +j)) =0.

We therefore have canceling of every term in equation (7) except for e,, . Thus equation

(4) holds, and ep, =0 in R. So if e € R(w)) is idempotent, then e € Rw] .

Now suppose e € R[w] is idempotent. Then in particular ey is idempotent, as ey =
(€?)g = e%. Suppose for contradiction that e ¢ R, so there is some n > 0 such that
en 7 0. Let nyp be the smallest such integer. Then

en, = (62)111 = 2epén,,
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but also

3
€ny = (€3>”1 = 36%6711 = 3epen, = 56711;
which is only possible if e,, = 0. Therefore e =eg € R. n

Lemma 3.3. Suppose G is an étale group scheme over a field k of characteristic 0.
Then there are canonical isomorphisms LG = LTG =2 G .

Proof. Let R be a k-algebra, and let k[G] = T'(G,O¢) ; note k[G] is a Cartesian product
of finitely many fields, all finite and separable over k; write k[G] = k1 X --- X k,. The
respective R-point sets are equal to Homy_ajs (k[G], R(w))) , Homy_aie (K[G], R[w]) , and
Homy,_a1e (K[G], R) . Tt is sufficient to show that for all f € k[G] and all homomorphisms
¢ : k]G] — R(w)), we have ¢(f) € R. As a result, all ¢ : k[G] — R]w] factor through
R as well.

First I would like to reduce the domain to k;, a factor of k[G] and a finite separable
extension of k. Note that in general, for two k-algebras A = [[,.; A; and B =[], ; B;,
we have

el

Homy,_a1g (4, B) = H (H Homy,alg (43, Bj)).
jeJ el
Thus it is sufficient to show, if R((@)) = [];c; B, that for all homomorphisms ¢; ; : k; —
B; we have ¢(k;) C RNB;. By Lemma 3.2, we know that B; = R;((w)) for a k-algebra
R;. In particular, R; = e;R for an idempotent e; € R, and thus RN R;(w)) = R;.
Thus it is sufficient to assume ¢ : k; — R((w)) where k; is a finite separable extension of
k and Spec R is connected, and show that the image of ¢ is contained in R.

Suppose k; is a factor of k[G], in particular a finite separable extension of k, and
let f € k;, to show that ¢(f) € R, where Spec R is connected. Both f and ¢(f)
are invertible and satisfy a separable, irreducible polynomial P over k. For an element
r € R(w)), write x, for the degree-n coefficient of x, thatis z =} _, z,@". Then
¢(f)n = 0 for all sufficiently small n ; let ng be the smallest integer such that ¢(f)n, # 0.
Invertibility of ¢(f) implies that ¢(f)n, isinvertiblein R, and in particular not nilpotent.
Then algebraicity of ¢(f) over k implies that ng > 0. Therefore ¢(f) € R[] .

Let P(T) = Z;'l:o P;T7, where P(f) = 0 in k; and P(¢(f)) = ¢(P(f)) = 0 in
R[w], and all P; € k. Assume, for the sake of contradiction, that ¢(f) € R, so there
is some integer m > 1 such that ¢(f), # 0; let n; be the smallest. I claim that
d(f)n, = 0, contradicting the assumption and implying ¢(f) € R. Indeed, ¢(f)o must
satisfy P(&(f)o) = P(¢(f))o = 0. Now consider ¢(f),, . Since P(¢(f)) = 0, we have



12 TWINING CHARACTER FORMULA FOR REDUCTIVE GROUPS

P(é¢(f))n, =0 in particular. We can expand this as

Hwﬁmz(fﬁwumm
j=0

zipj(@mwn)f)m

j=0 n>0
d

=SB Y e o)
j=0 kitetkj_1+kj=ni

d
=>_ Do o(Fm)

where P’ is the formal derivative of P. Since P is separable and irreducible, and since
P(¢(f)o) =0 and Spec R is connected, P'(¢(f)o) € k(é(f)o) € R and is in particular
neither 0 nor a zero divisor. Thus the only way P'(¢(f)o)P(f)n, = 0 is if ¢(f)n, =0.

O

Note that Lemma 3.2 is essential in the proof of Lemma 3.3. If there were a k -algebra
R such that R((w)) had any idempotents not contained in R, then for any nontrivial étale
group G, we would have LG(R) 2 G(R). For instance, the square roots of unity group
Wy is étale over k and has k[uy] = k x k. If there were a ring R with an idempotent
e € R(w)) \ R, then 1 — e would also be an idempotent in R((w)) \ R, and the map
¢:kxk— R(w) given by ¢(1,0) =e and ¢(0,1) =1 — e would be a homomorphism
such that ¢(k[ps]) ¢ R. However, by Lemma 3.3, we know Ly = po .

Proposition 3.4. Let G° be a possibly disconnected, split, reductive group over a field
k of characteristic 0, and let G%° be the identity component. Then the natural map of
functors

Grgo.o L) Grge

is an isomorphism Grge.o = Grge of étale sheaves over k .

Proof. Recall the affine Grassmannian is the étale sheafification of a presheaf PGrgo :
k-Alg — Sets defined by R ~ LG°(R)/L*G?(R). In order to prove that n is an
isomorphism of sheaves, it is sufficient to prove 7 is both injective and surjective (as a
map of sheaves).

Injectivity of 7 follows from injectivity of the the presheaf map nf : PGrgeo —
PGrgo . Let R be an arbitrary k-algebra. Then the component map ng is injective.
Indeed, an element x € PGrgo.o(R) can be written as a coset © = gLtG?°(R), where
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g € LG°°(R), and nk(z) = gLTG?(R). This definition of nk makes sense because
LG?° C LG° and is well-defined since LTG° C LTG". The map nk is also injective.
Indeed, if g and ¢’ are two elements of LG?°(R) such that gLTG?(R) = ¢'LTG’(R),
let h € LTG7(R) be any element such that gh = ¢’. Then in fact h € LTG°(R),
otherwise gh ¢ LG?°(R) .

In order to show that 7 is surjective, I find it convenient to sheafify; the aim is to
show that for all k-algebras R, and for all = € Grgo(R), there is some étale k-algebra
morphism R — S such that x, viewed by restriction as a point in Grge(S), lifts to a
point & € Grgo.o(S). To do so, consider the following diagram of étale sheaves, for which
the rows are exact (as sheaves in pointed sets):

1 —— LTG%° —— LG?° —— Grgoo — 1

| | K

1 —— LTG? LG° Grgr —— 1

Let x € Grge(R). By surjectivity of LG° — Grge , there is some lift g € LG7(S1)
of z, where R — S; is étale. Then if we can find some h € LTG7(S3) such that
gh™' € LG°°(S3) (where S; — Sy is étale), then 1([gh~!]) = z. The reason we can find
such h (and Sy) is that the étale quotient functors LTG?/LTG?° and LG /LG"° are
isomorphic—in fact, they are isomorphic to the algebraic group G?/G?°, so we can take
h € G°(Ss) . In particular, if A’ € LG(S;) is any point with g(h')~! € LG°(S;), then
[W] € (LG? /LG°)(S1) = (G7/G7°)(S7) lifts to h € G7(Ss) for some Sy .

Use the previous two lemmas to see that the sheaves LTG?/LTG?° and LG /LG"°
really are isomorphic. The group G° is reductive and a normal subgroup of the reductive
group G7, and the quotient G?/G?° is étale. Thus by Lemma 3.1, LTG°/LTG° =
LT (G?/G"°), and by Lemma 3.3, G7/G%° = L*(G /G"°).

It remains to be seen that LG?/LG?° = L(G°/G?°). Note that we have a natural
map LG — L(G?/G?°) by applying the loop group functor L to the quotient map
q : G° - G°/G°°. By Lemma 3.3, L(G°/G"°) = G°/G°° = L*(G°/G°°). Then
the map LG° — L(G?/G"°) is surjective, since the map LTG? — L*(G?/G?°) factors
through it, and is itself surjective by Lemma 3.1. And the kernel is LG?° | for reasons
essentially identical to those in the proof of Lemma 3.1: if the quotient map kills g €
LG?(R), then g corresponds to an element of G?(R((w))) also killed by quotient, and
thus g € G7°(R(w))) = LG°(R). And if g € LG?°(R), then the quotient map kills g
when viewed as an R((w)) -point of G7°.

O]

It follows from the same reasoning that the natural map G%° — G induces an iso-
morphism of categories
PL+GU,O (GI’GU,O) — PL+GU (GI‘GU). (8)
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Specifically, recall that the cocharacter lattices X,(7%) and X,(7'%°) are isomorophic.
And for each cocharacter € X, (T?)", the map n restricts to an isomorphism Gr‘ég =

Grém . I do not directly use this fact, but I think it is worth acknowledging.

For the remainder of the paper, the groups G, G?, and G?° will be assumed to lie
over the field kK = C, and their dual groups will lie over the algebraically closed K field
of characteristic 0.

I will prove equation (1) of Theorem 0.1 holds using G? . Then since the two categories
in equation (8) are isomorphic, they share a Tannakian dual group, which by Theorem 2.1
v. has root datum dual to the connected reductive group G?°, i.e. is isomorphic to the
group Goo

Much of the proof follows from an understanding of the relationship between the o -
action on semi-infinite cells, the o -fixed sub-ind-scheme of a ¢ -invariant semi-infinite cell,
and the corresponding semi-infinite cell of the o -fixed point affine Grassmannian.

Proposition 3.5. i. There is a natural injective map of ind-schemes Grgs — Grg,
and the reduced ind-scheme (Grge)req may be identified with (Grg)?

red *

. For pe X (T)", o(Grfy) = Grg(“)

.
<

ii. For pe X.(T)™7, we can identify (Griy)? = Grli. .

<

iv. For ve X (T) and we W, o(Sh) = Sg((;/}))
v. For v € X (T)? and w € W7, we can identify (S,)° = (S,)%,, where (Ss)% is
the semi-infinite cell wL(U%)w™! - w’zg C Grge .

Note that, as perverse sheaves are defined using the étale topology, the identification of
reduced ind-schemes in Statement i. implies an identification of Satake categories as well.
Note also that Grge may be reduced even if Grg is not.

Proof. Statements ii. and iv. are immediate.

Note that o acts on LG, preserving LG . Thus we have, a priori, an action of o on
Grg and an injective map of functors Grge — (Grg)? .

Statements i. and iii. follow from statement v., along with the observation that for a
sub-ind-scheme X C Grg, X7 = X N (Grg)?. Note that statement i. is taken only
on the level of reduced structures, since it follows from taking a union of locally closed
sub-ind-schemes. The same is technically true for statement iii., but Schubert varieties
are already reduced.

To see statement v., consider the action of wLUw™! on S%: there is a subgroup,
Jo(w,v) C wLUw™!, with a simply transitive action on S% . Define Jg(w,v) as follows:

Ja(w,v) == wLUw ' Nw’L™ " Gw™".
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By construction of Jg(w,v), it is clear that for o-invariant w and v, Jg(w,v)? =
Jgo(w,v). Therefore the o-fixed points of S% are exactly those in the orbit of the
o -fixed subgroup Jgo(w,v).

So let us see that the action of the subgroup Jg(w,v) is simply transitive on S¥ ,
implying Statement v.. It is well known that LU has a decomposition L~~U-L*TU . Since
L==G D> LU acts freely on Grg and LG D LU has stabilizer LT™G > LTU at the
basepoint zg, this decomposition implies that Jg(e,0) = L™~ U acts simply transitively
on SY. Similarly, we have Jg(w,0) acting simply transitively on S9 for all w € W .

For more general Jg(w,v), consider the decomposition
wLUw™ = Jg(w,v) - (wLUw ' Nw’LTGw™).

It is immediate both that this is a decomposition of wLUw ™! (from normality of wUw™!
in wBw™!), and also that wLUw 'Nw’LT*Gw™" is the stabilizer of w”zy in wLUw™!.
Therefore Jg(w,v) acts simply transitively on S% , as needed.

O]

Note also that closure relations hold as expected, simply by intersection. Specifically,
given a o -invariant dominant cocharacter p,

Griye = GriNGrge = ( H Gry)NGrge = H (GraNGrge) = H Grve,
AEXL(T)T AEXL(T)T AEX, (T) T
A<p A<p A<p

and given o -invariant v € X, (T) and w e W7,

(So)ty=54NGrgo=( [ Sh)NGree= [ (ShNGrae)= [ (S-)1.
neX.(T) neX«(T) neEX«(T)°
N<wv N<wv N<wv

Either of these equalities implies that the cocharacter lattice X, (77) C X.(T) inherits
the partial order <. This can also be seen combinatorially; see Section 7 for details.

The primary varieties in consideration in this proof are Mirkovi¢-Vilonen (MV) cy-
cles and Anderson-Mirkovi¢—Vilonen (AMV) cycles. MV cycles of coweight (A, u) are

irreducible components of the intersection Sﬁjo N Grf,, and according to the geometric
Satake correspondence they index a basis for V,,(A). On the other hand, AMV cycles of

coweight (A, u) are irreducible components of the variety Sp N St . Many authors refer
to AMV cycles as simply “MV cycles.” The following proposition will make clear how
closely related they are, and why AMYV cycles may be considered a generalization of MV
cycles. Note that, for the purposes of the geometric Satake equivalence, it is not important
whether we are dealing with an equi-dimensional variety or its closure. Indeed, we can
use top-dimensional cohomology with compact support, which in this case depends only
on dimension and number of components. However, it is (formally) convenient to require
AMYV cycles to be projective when defining their moment polytopes.
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Proposition 3.6 ([1] Proposition 3). If A is an irreducible component of S NS¢ and
A C Grfy, then A is the closure of an MV cycle of coweight (X, ). If A" is an MV cycle

of coweight (X, i), then A’ is an irreducible component of S{L\,O NSE . Thus the closures
of MV cycles of coweight (A, ) are exactly the AMV cycles of coweight (A, 1) contained

; 3
mn GrG .

Proof. This result follows from dimension estimates in Theorem 2.1 i. and ii..
First suppose A is an irreducible component of S} NS¢ and that A C Grf,. Of

course we have A C S3 N Gr{,. Now the Iwasawa stratification implies

SyenGr = [ Sy, NGl = (Sa, NGrly) UX,

veX.(T)
v>A

where dimX < dimA. And so 4’ := AN (9, NGrfy) is dense in A. Since A is
irreducible, this implies A’ is an MV cycle.

Now suppose A = A’ where A’ is an MV cycle of coweight (), ). It is sufficient to
see that A’ C S} N SE. Note that by Theorem A.1(a),

dim (¥ N Grg) = dim (Grg) = 2(p, 1),

implying that SENGrf, is dense in Grf,, and in particular, Grf, C SE . So A’ C S NSE.
Again using the Iwasawa stratification, we have

Saonse = [ (S4,Nn8) = (S, NSk LY,

v<p

where again dimY < dim A’. Andso A'N(S;,NSE) is densein A, and A’ C S} NSE.
O

Working with AMV cycles rather than MV cycles is convenient. The primary reason is
that they are defined as components of the intersection of a pair of semi-infinite cells, rather
than components of a semi-infinite cell and a Schubert variety. One useful consequence is
that X, (7") acts on the set of AMV cycles by translation, where such a translation of an
MYV cycle is no longer necessarily an MV cycle.

Given an AMV cycle A and a cocharacter v € X, (T), let v- A = w”A. We have
@’ Sy = SHTY by normality of wUw™! in wBw™!, so if A has coweight (\,u), then
v-A is an AMV cycle and has coweight (A+v, u+v). Given an AMV cycle A of coweight
(A, ), the X, (T') -orbit of A has one AMYV cycle of coweight (A—p,0). This AMV cycle
is called the stable AMV cycle representing A, and denoted Agy. For many purposes, 1
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will work with stable AMV cycles only, equivalent to assuming the second coweight is 0.
In these cases I will use the subscript o. This is especially convenient for the consideration
of non-simply-connected groups G, since stable AMV cycles are contained in the neutral
component of the affine Grassmannian.

The following theorem of Anderson is useful for determining which AMV cycles are MV
cycles.

Theorem 3.7 ([1] Theorem 1 (1)). Let G be a semisimple group over C. There exists
a family of polytopes MYV = (Pa)acp in X«(T)r with parameter set B graded by A~
(i.e. B = ,cpn- By ) such that weight multiplicities may be calculated according to the

following rule: If V), is an irreducible representation of G with highest weight 1, then the
multiplicity of the weight X\ in V,, equals the number of A € By_,, for which P+ j C
Conv(W - p) .

Above, X, (T)r = X«(T) ®z R, B, is the set of irreducible components of X (v,0),
and A~ is the set of negative coweights in X, (7¢), i.e. the negative coroot semilattice
of G. And P, is the moment polytope of the MV cycle A, defined as follows:

Definition 3.8 (Moment polytope). Suppose X is an irreducible, projective, T -invariant
subvariety X C Grg. Then define the moment polytope of X as

Px :=Conv (v € X.(T) | w"z0 € X).

This definition is inspired by the image of the moment map ® : Grg — X.(T)r of the
action of T on Grg . However, for our purposes, there is no need to define ®, only the
image of T -invariant subvarieties.

Note that Schubert varieties, semi-infinite cells, and AMV cycles are all T -invariant.
It is helpful to note some properties of the moment map and polytopes it produces:

Proposition 3.9 ([1] Proposition 4 and proof). i. The T -fixed points of Grg are the

w'xg . Those in Grfy are the w"'Fag. Those in Grfy are the w”xzy where
v e Conv (W - p) N (pn+ Xu(T7°9).
The one in S is w'xzo. Those in SY are the w'zy where 1 <y, p .

it. If X is a one-dimensional T -orbit, then Py is a line segment in a coroot direction
joining two coweights in a common coset modulo X, (T°¢).

wi. If X is any projective, irreducible, T -invariant variety, then Px is the convexr hull
of the images of its T -fixed points.

Proof. Statement i. is well known. Statement iii. is an immediate consequence of the
definition of the moment polytope used here.
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Suppose X C Grg is a one-dimensional T -orbit. Let x be a complex point = € X(C).
By the Iwasawa stratification, for all w € W there is a unique v,, for which x € S;» . For
each w, the set of T-fixed points in S5 is {@"zo | 7 <u Vw}. So the set of T -fixed
points in the intersection of Sk for all w € W is contained in Conv (v, | w € W). In
particular, Py C Conv (v, |w € W).

In fact, Py = Conv (v, | w € W) . Recall the geometric description of the semi-infinite
cells (2): =z € SZ(C) if and only if

li )(t) -z = wVx.

tg%“’(ﬂ )(t) -z = @"zo

The w”vzg for w € W are therefore limit points for the torus action on X , and contained
in X.

Since X is a one-dimensional quotient of 7', it must be isomorphic to G,,, and so
X (C) has at most two distinct limit points in Grg(C). But if there is only one, call it
v, then X(C) C (Sy,, N SY)(C), which consists of the single point w"”zq, violating the
assumption that X is one-dimensional. So let the two distinct cocharacters in the set
{vw | w € W} be denoted v and 7. Suppose v = v, , so that v > n. Then also we have
N = Vi, -

Find some w € W and simple reflection s; € W such that v >, n but v <, 7, and
note that then ¢(w) < ¢(ws;). Such w and s; can be found by choosing a reduced word
i= (il,ig,...,i@(wo)) for wg and comparing v and n under the order iy sy for each
0 <k </l(wp). Then w(r) <w t(n),so w™ (v —mn) is a sum of positive coroots; and
siw™Hv) > s;w™H(n), so s;w™ (v —n) is a sum of negative coroots. This is only possible
when w™(v —n) = nay for some integer n > 0. And so v — 7 is a multiple of the
positive coroot w(ay). O

I will sketch Anderson’s proof of Theorem 3.7 below, to see that it does not depend on
the assumption G is semisimple.

Although T -invariance is the primary consideration for the moment map, it is conve-
nient to also consider the “dilation” action of G,, on Grg defined by w — cw € R(w))
for ¢ € G,,(R), since we can usefully describe a fixed point in the closure of a (G, x T') -
orbit. Note also that Schubert varieties, semi-infinite cells, and AMV cycles are dilation-
invariant as well as T -invariant. The following statement about the fixed points of torus
actions is well-known. The proof in the current case is taken from Anderson.

Lemma 3.10 ([1] Lemma 6). Every (G, x T)-orbit X C Grg has a T -fived point
w'zg € X , such that X C Gr,.

Note that in the statement above, 1 is not required to be dominant.

Proof. Suppose X is a (G, x T)-orbit in Grg. By the Cartan stratification, X must
be contained in some Grfy. There is a point z € X(C) N (G(C) - w'zp), found as a
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limit of the dilation action. Then there is some fixed point w"xy in the closure of the
T(C)-orbit of z. Since T' C G, we still have w"zy € G(C) - wtxy ; in particular, 7 is in
the Weyl orbit W - . And since X is both G,,- and T -invariant, both x and @'z
are contained in X (C). O

Now we are ready to prove Theorem 3.7.

Proof of Theorem 3.7. First suppose A is an MV cycle of coweight (A, u) for some dom-

inant cocharacter p and some A € Wit(u). Then A C Grf, and so Py C Pem =
G
Conv (W - p).

Now suppose A is an AMV cycle of coweight (A, ), and suppose P4 C Conv (W - u) .
Then for every vertex v of P4 and each w € W, we have v <, w(p). Since A is
(Gy, x T) -invariant, it is a union of (G, x T') -orbits. So every complex point a € A(C)
is contained in such an orbit a € X(C) C A(C), and by Lemma 3.10 there is a cocharacter
n such that @’zy € X(C) C A(C) and X C Gr),. In particular, a € Gr},(C). By the
assumption that P4 C Conv (W - p), the difference p — w(n) must be a nonnegative
real combination of simple roots for each w € W. And since w"zy € A(C), and A is
irreducible, it follows that all w(n) are in the same coset modulo X, (7%¢) as the vertices

v of Py—so in fact n € Wt(u). Therefore a € Grfs(C). O

The following observation summarizes the convenience of moment polytopes in studying
the geometry of the affine Grassmannian via semi-infinite cells. It is a direct consequence
of Anderson’s work.

Lemma 3.11. Let X be a T -invariant, projective, irreducible subvariety of Grg, and
let v e X (T). Then X NSk is dense in X if and only if v is <, -mazximal among
vertices of the moment polytope Px .

Proof. First suppose X NSY is dense in X . Then X = X N SY. So if n £, v, then
X NS, =o. In particular, w’zg € X. And so n & Px, unless 0 € v+ X.(T%%), in
which case 17 cannot be a vertex of Px .

Now suppose v is <, -maximal among vertices of Px . By the Iwasawa stratification,
X C S¥ . In particular,

xX=J[ &xnsy

N<wv

and so

X=J[&xnsh=|Jxnsh),

N<wV N<wv

with the last equality holding since there are only finitely many semi-infinite cells inter-
secting X . By irreducibility and completeness of X , there is thus some 7 <, v such
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that X = X NSy. But the only n <, v with @w”zg € S, is n = v. Therefore
X=XnNnSy. O

These results suggest the construction of GGMS strata: small, T -invariant subvarieties
stratifying Grg, whose closures are sometimes AMV cycles. A GGMS stratum, named
for Gelfand, Goresky, MacPherson, and Serganova, is an intersection of a sequence of
semi-infinite cells indexed by W . A sequence v, = (Vy)wew of cocharacters such that
Uy Zw Vg for all w,w’ € W is known as a GGMS datum, and specifies the GGMS

stratum
A(ws) = [ Suw.
weW

GGMS data are in bijection with pseudo-Weyl polytopes, or convex polytopes in X, (T)g
whose edges are in root directions, and whose vertices are cocharacters in a common coset
modulo X, (7%¢). Combining the information in Proposition 3.9, we see that if A is an
AMV cycle, then P4 is a pseudo-Weyl polytope, and the vertices of P4 form a GGMS
datum vZ'. By Lemma 3.11, the GGMS stratum GGMS(A) := A(v{') is dense in A,
and is the minimal intersection of semi-infinite cells with this property.

As a consequence of their construction as the intersections of semi-infinite cells, the
o -action on the set of GGMS strata adheres to the following dichotomy:

Lemma 3.12. i. A GGMS stratum A(ve) is o -invariant if and only if the sequence
of cocharacters ve is o -invariant, meaning o(vy) = o(w) Jor all we W .

it. If A(ve) is not o -invariant, then A(ve)? = & .

Proof. First, note that Grg is stratified by GGMS strata. Intersecting the Iwasawa
stratifications of Grg for all w € W, we have

Grg = [[ A(w).

Ve

where the disjoint union runs over all GGMS data v, .

Then let v = (V)wew - We have
o(A(ve)) =0 < ﬂ SZ]“) = ﬂ Sg((Z}“)’) = A(o(va)),
weWw weWw

where o(vs) = (0(Vg—1(w)))wew - Then o permutes GGMS strata, implying ii. And i.
follows from observing that o(ve) = ve if and only if v, = 0(ve)y for each w e W. 0O
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4 Indexing using i-Lusztig data

Unfortunately, not all GGMS strata are dense in some AMYV cycle. In order to work with
an indexing set where we can be sure the result is an AMV cycle, we use i-Lusztig data.

Let A be an AMV cycle with GGMS datum v, . If we walk along the edges of the
moment polytope P4 from v, to vy, such that the vertices are indexed by Weyl elements
of strictly increasing lengths, by recording the length of each edge we produce a sequence of
¢(wp) nonnegative integers ne € Zi(gvo) called the i-Lusztig datum of A. This i-Lusztig
datum uniquely determines the stable AMV cycle Ay, where i is the corresponding
reduced word for wg. The i-Lusztig strata are in a useful bijection with stable AMV

cycles:

Theorem 4.1 ([10] Theorem 4.2). Given fized reduced word i for wy , the set of i-Lusztig
data are in bijective correspondence with stable AMV cycles.

ZZZ(S)O) +» {stable AMV cycles}

Note that since Theorem 4.1 concerns stable AMV cycles, there is no question that
it applies to connected, reductive groups, and not just to simply connected, semisimple
groups.

Proof. From the construction of the i-Lusztig datum of an AMV cycle, it is sufficient
to find an inverse mapping of i-Lusztig data to stable AMV cycles. This can be done
explicitly.

Note Conv (W - p¥) is a pseudo-Weyl polytope, and has i-Lusztig datum (1,...,1)
for every reduced word i for wy; indeed, for any two neighboring vertices w(p") and
ws;i(p"), the difference is a single coroot w(p¥ — s;(p¥)) = tw(ay). This polytope is
sometimes known as the permutahedron.

One way to construct a subvariety of Grg whose GGMS datum has a given 1i-Lusztig
datum n,e is to intersect semi-infinite cells correponding to the cocharacters encountered
in the path from v, to 1, corresponding to i, the directions of which are determined
by i, and which can all be seen as the directions of edges of the permutahedron. It will
turn out that this construction produces a collection of irreducible varieties in bijection
with the i-Lusztig data.

Fix i= (i1,...,9(uw,)) , @ reduced word for wy . Let (w,ig)ogkg(wg) be the sequence of
Weyl group elements corresponding to the the initial (as in leftmost, assuming W acts

from the left) k letters of i: w) =e, wl =wl |s; ,and w;(wO) = wp .

For 1<k < {(wp), let 8" be the difference wi(p¥)—wl _(p"), which is the direction

of an edge of the permutahedron. Then ﬁL’V is a negative coroot; specifically, ,ic’v =
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I
r
o
n
N
Q
=

|
D | =
N
Q
=

avVedV,+ avVedV,+
_ v
= Wg 1(_aik)7

since s;, permutes all positive coroots except for aivk , which it transposes with —aivk .
Let 9 =0, and for each k> 1 let vy = vp_1 + ﬁ,i’v . Each v is §w§€ -maximal in the

sequence (v), since wi(p¥) is <uwi -maximal in W - p¥. Then let

Aine) = [ S

wy,
0<k<t(wo)

Then Al(ne) is a projective subvariety of X (Ve(wo)» 0) = Sea’® 1S9 . Note also that the
map
{ne | i-Lusztig data} — {A | stable AMV cycles}

given by ne — Al(ne) is injective.

Suppose that Al(ne) is irreducible. Then it is not hard to see that Al(ne) is a stable
AMV cycle, proving the theorem.

Indeed, if Ay is a stable MV cycle with GGMS datum v, and i-Lusztig datum n, ,
we have containment

Ag(ve) C Al(ng) C X (114,0), Ap(ve) C Ag C X (v, 0).

Then by Lemma 3.11, Al(ne) N A is dense in Ag. Since Ay is projective, the result
follows from irreducibility of Al (n.).

And all stable AMV cycles are constructed in this way: the number of stable AMV
cycles of a given coweight (v,0) is the Kostant partition function of v, defined as the
number of ways v can be written as a combination of negative coroots. The reason for
this is that the Kostant partition function is a sharp upper bound on the dimension of
the weight space V,(u + v), and by Theorem 3.7 every stable AMV cycle Ay represents
an MV cycle np" - Ay for sufficiently large n. And since every negative coroot is the
direction of exactly one edge in the paths defined by i, the Kostant partition function of
v is exactly the number of distinct i-Lusztig data of coweight (v,0).

Irreducibility is somewhat difficult. The heart of the proof of irreducibility is the con-
struction of surjective maps
yi : B(ne) — Ap(na),
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where B(n,) is the subfunctor of LGX™ defined on R -points as
B(ne)(R) = {(21,- ., Ty(uy)) € R(@)" ) | vale (21) = ng for 1 < k < ((wp)}.

Clearly B(ne) is an irreducible ind-scheme, so the existence of a surjective map of
sheaves y; implies that AB (ne) is irreducible as well. For details and construction of y;j,
see [10] Theorem 4.5. This construction is explicit, but somewhat complicated. Note that
it does not depend in any way on simply-connectedness or semisimplicity of G . O

It is also the case that, fixing a reduced word i, the variety X(v,0) is stratified by
i-Lusztig strata:
X(w,00=85n82= J[ Abne). (9)
n.EZZZ(gJO)
Ve(wg) =V

Definition 4.2 (o -compatibility). A reduced word i for the longest element wo € W is
said to be o -compatible if there is a (uniquely determined) reduced word i, for the longest
element wo, € W7 such that i is an expansion of i, .

The group W is a Cozeter group whose simple reflections are the longest elements in
the subgroup generated by the simple reflections in a single o -orbit (see Proposition 7.2).
If i, is a sequence of orbits (m1,... ,T]g(wo’a)), we say i is an expansion of i, if it can
be partitioned into consecutive subsequences of letters corresponding to the orbits of i, .
If this is the case, then each such consecutive subsequence will be the longest word in the
Cozeter subgroup generated by the simple reflections in the corresponding orbit.

Example 4.3. To illustrate the concept of o -compatibility, consider the involution on
the standard pinning of SLs , with fized-point subgroup (SLs)? = SO(5). On the set of
simple roots, o acts by (14)(23), with two orbits: m = {1,4} and ny = {2,3}. Then

W = (s1, 82, 83,84 | m13 = mag = mas = 2, maz = Moz = m3g = 3)
We = <8?717 Sna | Mmny = 4),
so one (of two) possible reduced word for woe is i = (M,M2,m1,M2) . Since myy = 2,
the longest words on the letters in n1 are (1,4) and (4,1). Since mas = 3, the longest
words on the letters in my are (2,3,2) and (3,2,3). There are 16 reduced words for wy

expanding i, , including
i=(1,4,2,3,2,1,4,2,3,2).

Proposition 4.4. If Al(n,) is an i-Lusztig stratum, then o(Al(ne)) = Ag(i)(n.) .
Proof. Let i be a reduced word for wg, and ne an i-Lusztig datum. Consider

o(Am))=a| ) suh | = N SZEZE)).
0<k<t(wo) 0<k<0(wo)
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Now o(wl) = wg(i) , and each o(vg) = o(vg_1) + nro( ’1€V) . We have

o(8;") = o(wh(p") = wh1(p") = iV (p") —wi G (0") = 5.
By induction the o(i)-Lusztig datum for o(Af(ns)) is thus also 7, . O

Suppose i and i’ are distinct reduced words for wg that both expand a common
reduced word i, for wp,. Let ne be an i-Lusztig datum. Then there is an explicit
procedure for producing the i’-Lusztig datum n for AB (ne) .

Lemma 4.5 ([10] Proposition 5.2). Let i and i’ be two reduced words for wq related by
a braid move corresponding to a pair of simple roots either disconnected or connected by
an edge of weight 1. Specifically, let iy, and i1 be the indices of a pair of simple roots,
and let m;, 4, ., < 3 be the order of s; s;, ., in W . Then suppose

1= (il, .. 7ik—1;ikaik+la Ty -+ ik+mik,ik+1+1’ ceey i@(wo))7

o/ . . . . . L. .
1 = (21, ey V=15 U415 Uy L1y - - - s Zk+mik’ik+1+1’ NN 77'€(w0))'

Then define a function R} : ZZZ(BUO) — Zgg)o) as follows:

1. For k' <k or k' >k+my 4, , let R%l(n.)k/ = Ny
2. Suppose my, ;. ., = 2. Then let RY(ne)r = npr1 and let R(ne)pp1 = ny .

3. Suppose mg, i, ., = 3, and let p = min{ng,ng42}. Then let R (ne)k = ngy1 +

Nkia — P, Rf (ne)k+1 =p, and R%l(n.)kw =ngp+ng1—p.

If ne is the i-Lusztig datum of a stable AMV cycle Ay, then R%l (ne) is the i’ -Lusztig
datum of Agp .

Since any two simple roots in a ¢ -orbit are either disconnected or connected by an edge
of weight 1 in the Dynkin diagram, we are only interested in the cases above. However,
[10] proves the proposition in all cases. Since all reduced words for wg are related by
sequences of braid moves, Kamnitzer’s full proposition implies the existence of a function
R%l for all pairs of reduced words (i,i’). As a consequence of the cases above, we can
define R%/ whenever i and i’ expand a common word i, . Thus we have justification for
the following definition.

Definition 4.6 (o -invariant i-Lusztig datum). Fiz a reduced word i for wgy which
expands a reduced word i, for wos. Then an i-Lusztig datum ne is o -invariant if it
s constant on each o -orbit. If ne is a o -invariant i-Lusztig datum, then let ne be the
corresponding i, -Lusztig datum.
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Consider Example 4.3. In this case, an i-Lusztig datum n, is o -invariant if and only
if ni =n9, ng =n4g =ns, ng = ny, and ng = ng = nyg. If this is the case, then
Ne = (N1,M3,M6,718) -

Note that i and o(i) are two different reduced words for wy expanding i,, and

Ria(i) (ne) = ne if and only if ne is o-invariant. Thus, given a o -compatible reduced
word i for wy, an i-Lusztig datum n, is o-invariant if and only if the stable MV cycle

Al(ne) is o-invariant.

Lemma 4.7. Let i be a o -compatible reduced word for wqy , and let ne be a o -invariant
i-Lusztig datum. Then we can identify the fized-point subvariety

(Ap(ne))” = Afy (a).
Proof. Recall the surjective map
Yi: B(ne) — Aj(na)

from the proof of Theorem 4.1, which is defined explicitly in the proof of [10] Theorem
4.5. Consider also the map '
Yi, - Bg(ﬁ.) — Aao(ﬁ.),

defined analogously for G . It is clear from the explicit definition of y; that in the square

By (i) —225 B(na)

| ¢

A (7e) —— Aj(na)

the map ¢ is W(;ll—deﬁned and injective, and the square commutes, for o -invariant n, .
In particular, Ay (7e) C (Af(ne))” = Af(ne) N Grge .

The reverse inclusion follows from the i, - and i-Lusztig stratifications from equation
(9) of the varieties

(X (Ve 0))7 = (Sur ™ N S2) N Grge = (So)up® N (Se)?

and
X(llg(wo), 0) = SZJZO(WO) N Sg

Note also the semi-infinite cells S =~ and SY are o -invariant, since o -invariance of the
i-Lusztig datum ne implies vy, is a o-invariant cocharacter. O

Lemma 4.8. Let ne be a o -invariant i-Lusztig datum, where i expands i, . Suppose
Al(ne) is of coweight (v,0). Then Ay (Re) is also of coweight (v,0).
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Proof. Let m:{1,...,0(wo)} = {1,...,l(wor)} be the surjection of indices of the words.
It is sufficient to prove that, for each 1 < K <{l(wp,), we have

B = > By (10)

ker—1(k')

Then since ny = ny, for all k € 77 1(k’), equation (10) is equivalent to

gt = 3 B (11)

ker—1(k')

for all k. For each k' there are two possibilities. Either 7= (k') = {k,k + 1,k + 2},

where ozl\/ = O%H and aZk , are two distinct simple coroots connected by an edge of

weight 1 in the Dynkin diagram of G'; or all simple coroots corresponding to k € 7~ 1(k’)
are pairwise disconnected. In the first case we can say the orbit is of type Ao, and in the
second we can say it is of type Ay X --- x Aj.

First suppose k' corresponds to an orbit of type As. Recall

/Bk+] = whij(0") = Wiy jo1(p") = Wiy 1 (siy,; (p") — p¥) (for j =0,1,2), and
B = wl (o) — i (%) = w_ (ss, (Y) — o).

Then the right hand side of (11) is

Blic’ + ﬁk+1 + 5]1’12 = w}e+2(Pv) —wj,_1(p")
= Wi 1 (SixSip Singa (0) = PY)
= w1 (5, (0) = p3)- (12)
The equality of line (12) follows from Propositions 7.2 and 7.3: s;,, = s;,5;,,, S\, 1 the

longest element of the Coxeter subgroup generated by letters in the orbit 7, and so by
induction wk 1= wk,_1

The case k' corresponds to an orbit of type Aj X --- x Ay is similar, except the orbit
can be of any order, and each index in the orbit appears only once. Then in this case
Siys = SipSigi1 " Sigyy 1 » 20d S0 equation (11) holds. O

5 The bijection for AMYV cycles

Theorem 5.1. Let (A, p) be a coweight with p dominant, A < p, and both fized by o .
Then taking o -fized points induces a bijection between o -invariant MV cycles in Grg of
coweight and (X, ) and MV cycles in Grge of coweight (A, p) .
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Proof. First I will establish the bijection between AMV cycles. The action of —pu on the
set of AMV cycles gives a bijection between AMV cycles of coweight (A, ) and stable
AMV cycles of coweight (A — 1,0) .

Fix a o-compatible reduced word i for wgp expanding the reduced word i, for wq, .
Theorem 4.1 gives a bijection between 1i-Lusztig data and all stable AMV cycles, and
restricts to a bijection between those of coweight (A — p,0). And by Lemma 4.7, there is
a bijection between o -invariant i-Lusztig strata of coweight (A — p,0) and i, -Lusztig
strata of coweight (A — pu,0), given by taking fixed points.

Then by composing the corresponding bijection between i, -Lusztig strata of coweight
(A —1,0) and AMV cycles of coweight (A, i), we have the desired bijection on the level
of AMV cycles.

It remains to see that the bijection on AMYV cycles restricts to one on MV cycles. Recall
Proposition 3.6: MV cycles of coweight (A, u) correspond bijectively to those AMV cycles

of coweight (A, p) contained in Grf,. Clearly, if A is an AMV cycle and A7 ¢ Gr{. ,

then A ¢ Grf.. However, the converse is more subtle.

Let A bea o -invariant AMV cycle as in the hypotheses, and suppose A ¢ Grf,;ie. A
is not an MV cycle. Let (vy)wew be the GGMS datum of A, the W -indexed sequence
of vertices in the moment polytope P4 . Then the GGMS stratum of A is

GGMS(A):= (] Suw.
weW

Note that Grf, is an AMV cycle of coweight (—p, i), and thus the closure of its GGMS
stratum:

Gif= [ su®

Now if A ¢ Grf,, then its GGMS stratum does not intersect with Gr{, at all. Indeed,
suppose there exists a complex point

pe (GGMS(4)NGrE) (€) = ( R (C)> a (ﬂsﬁf(“)(c)>

weWw weWw

c N <s;w(<(:)ms;”<“>(<c>>.

weWw

Then for each w € W the closure relations for semi-infinite cells imply 14, <, w(u), so
P4y C Conv(W - ). By Theorem 3.7, this implies A is in fact an MV cycle, contrary to
assumption.

By Lemma 3.11, GGMS(A) is dense in A. So if (ANGr{,)? were dense in A7, there
would have to be some complex point

pe (GGMS(A)" N @) (C) ¢ (GGMS(A) N GTg,) (©),
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but the last intersection is empty.

As a result, the map

o-invariant MV cycles MYV cycles of
{ A C Grg of coweight (A, u) } { 4 C Gre coweight (A, ) }
A y A7 N (5’0){}]070
is a bijection. O

6 Eigenvalues

I would like to prove that equation (1) holds for all o -invariant (X, u). It is known that
the number of o -invariant MV cycles of coweight (A, p) in Grg is the same as the number
of MV cycles of coweight (A, p) in Grge , and that the bijection is given by taking the
o -fixed points. From a naive understanding of the geometric Satake equivalence, it is
thus clear that there is a linear map o’ : V,(A) — V,()\) such that equation (1) holds,
replacing o with o’ . Indeed, one may simply choose a basis {es} for V,()\) indexed by
MV cycles A, and let ¢’ be any map such that o'(e4) is a scalar multiple if e,(4y for
all A and o’(eq) = e for o-invariant A. However, it is not clear at this point that the
map constructed from the action of o on G shares these properties. We need to take a
more careful look at the geometric Satake equivalence to see that there is indeed a basis
{ea} for which o satisfies these properties.

But first, we need to more carefully define the operator we are considering, as well as
construct an alternative operator for comparison. In the end, we will need to make some
(limited) choice to identify the operators on V,()), so from here I will start decorating
them to keep them distinct.

On the one hand, we have constructed G as the group dual to G using the root
datum, and given it an arbitrary pinning (although there is a canonical choice one could
make, to me it is arbitrary since I will make an identification that is not canonical in any
case). This pinning uniquely determines an automorphism of G, which I will now call
&, preserving B and f, and compatible with the root homomorphisms z,v . It is now
straightforward to construct an action of & on irreducible highest-weight representations
V,, of G when i is 6 -invariant. Since 6* is a tensor auto-equivalence on Rep(c(@) , We
have 6*V), is an irreducible highest-weight representation. Furthermore, given a vector

v €V, of weight A and ¢t € T, we have 6(t) -v = o~ 2(\)(t)v, so as an eclement of
6*V,,, v has weight oc~1(\). In particular, the highest weight of 6*V}, is o= (y). In
the case p is o-invariant, we thus have 6*V, =V, . By Schur’s lemma, there is up to
scalar a unique isomorphism of representations *V,, — V), . However, since 6*V,, and V,
share underlying vector spaces, we may canonically choose the isomorphism which fixes
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the highest-weight line V(1) pointwise. This automorphism on the underlying vector
space is the action of ¢ on V), and will be known as ¢, : V,, = V. It is difficult, from
this construction, to directly deduce precise eigenvalues of &, for vectors outside of the
highest-weight line V,(x) (and other extreme-weight lines V,,(w(pu)) ).

On the other hand, we have a construction of the dual group of G' using the Tannakian
formalism: G is the group of fiber functor automorphisms of P;+o(Grg) . I will construct
a linear isomorphism &, : H*(Grg, IC,) — H*(Grg, IC),) for o-invariant cocharacters p

of G, and identify G~G insucha way that (using uniqueness from Schur’s lemma) the
automorphisms 6, and &, must be equal. However, the identification of G with G is

non-canonical, and in particular is sensitive to the pinning on G . In order to identify G
with G I will construct a pinning on G that is preserved by an automorphism & of G.

The advantage of considering these “tilde” constructions is that, as an induced map on
cohomology groups, it will be much more straightforward to prove that &, fixes all basis
vectors corresponding to o -invariant MV cycles, and thus satisfies equation (1).

I will henceforth refer to the functor H®(Grg,—) as F', as in “fiber.” Similarly, for
cocharacters p and A, let F)IC), be the group HC_2<’J’“_A>(S§‘]0 N Grf, C).

The map &, will be constructed from an identification IC), = o'l C, . (Note that,
since ¢ is an étale morphism of varieties, 0*A is canonically isomorphic to ¢'A for all
perverse sheaves A on Grg . Similarly, since o is proper, o1A is canonically isomorphic
to 0.A.) Suppose we have an isomorphism ¢, : IC,, — O'!ICM . Then, using the counit ¢
of the adjunction (o1,¢') we have an isomorphism

olC,, —— % O'!O'!ICH —— IC,

Since Grg is an ind-proper ind-scheme, F' is canonically isomorphic to a direct sum of
compactly supported cohomology functors, implying F'IC, = Fo\IC, . Thus, we can
compose arrows in the following (commutative) diagram

FIC, —>F IC

lcan J/CG/VL

FoIC, 22%% Fow'Ic, —F< FIC,

to produce a map &, := Feocan o F¢, , given an isomorphism ¢, .
Similarly to the construction of &, , we can construct ¢, canonically. For all z in the

smooth locus Gr{, of Gr’é , the stalks of both IC,, and o'l C, at x are one-dimensional
and concentrated in degree —2(p, u) . Furthermore, the basepoint w"xz( is preserved by
o if p is. So let ¢, be the unique isomorphism IC), — O'!IC# that restricts to the
identity on the stalk at w*xg .
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Lemma 6.1. Suppose p is a o -invariant dominant cocharacter. As constructed above,
the map o, 1is a direct sum of natural maps on top-dimensional cohomology groups with
compact support, with constant coefficients, induced by the morphisms of varieties o :

Si‘,o N Gry, — S{TJEA) N Gry, . As a result, for all irreducible components A C Si‘,o N Gry,

the fundamental class
[A] € H2P=2(S3 NGk, C)

satisfies 6,([A]) € Clo(A)]. And in particular, if 0(A) = A, then 6,([A]) = [A] ezactly.

Proof. Recall by the geometric Satake correspondence, specifically 2.1 iii. and iv., that
there is a natural, canonical isomorphism
GSE,:FIC, 5 @ HI*N(S),,1C) S @ HZ#2(s) NGk, C).
AeXL(T) AEW (1)

So the goal will be to show that a natural map on cohomology groups induced by the
morphism o : Sj, N Grl, — qu(())‘) N Grf, commutes with GSE,, and fixes pointwise the

cohomology groups corresponding to o -invariant MV cycles.

Cohomology with compact support is a covariant functor. That is, given a map of
sheaves ¢ : F — G on a variety Y, we have for each ¢ a map on cohomology with
compact support

Hi(¢) : H(Y, F) — H(Y,G)

Given a morphism of varieties f : X — Y, we have naturally induced such a map on
sheaves €: fif'Cy — Cy , where € is the counit of the adjunction (fi, f'). Furthermore,
H!(Y, fif'Cy) is canonically isomorphic to H:(X, f'Cy). If f is an isomorphism of
varieties, this is further isomorphic to H!(X,Cx) as f'Cy = Cx . Thus, after choosing

an appropriate isomorphism Cx — f'Cy , we have a map
T} : HY(X,C) — HL(Y,C).

This map is constructed in [16, 0GJY] and referred to as the trace map of f.

Let i = 2(p,u — A\), where p is a o-invariant cocharacter and A\ € Wt(u). Then the
cohomology group Hé(Sf,‘)O N Grf,,C) is spanned by fundamental classes [A], where A

is an MV cycle of coweight (A, u), and Hé(S{'UgA) N Grf,, C) is spanned by fundamental

classes [0(A)]. Looking on stalks, we see that Tr’([A]) is a scalar multiple of [o(A)].
Supposing A is o -invariant and choosing the normalization C — ¢'C corresponding to
that for &, , which is identity on stalks preserved by o, we get that in the case o(A4) = A,
Tr ([A]) = [A] exactly.

By the similarity in construction of the two horizontal maps, the following diagram
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commutes:
FIC, o » FIC,
lGSEM lGSEu
@ HX (S, NGrg, C) e, G HX N (S5 N Grg, C)
AEWE(p) AEW (1)
Therefore ¢, acts on fundamental classes as expected. O

Note that &, thus satisfies (1).
In order to identify the actions ¢ and &, we extend the construction of &, to cases

where p is not o -invariant, constructing an automorphism & : G — G. Given such
an automorphism o, we can verify that the linear map ¢*V,, — V,, on induced on o -

invariant highest-weight representations of G by the automorphism & is equal to the
linear operator &, defined above. Then, in order to prove that &, satisfies equation (1),

it will be sufficient to verify that G may be identified with G in such a way that the
automorphisms ¢ and 6 commute with the identification G — G .

Consider the following proposition, an immediate consequence of definitions in the first
chapter of [5]:

Proposition 6.2. Let G be a reductive group, and let F : Rep(c(a) — Vece be the
natural fiber functor. Given a tensor auto-equivalence T : (Repe(G), ®) — (Repe(G), ®)
and an isomorphism of fiber functors ¢ : FT — F , there is a corresponding automorphism
T of G , given by 7(g) = ¢pogo¢~t. In the other direction, an automorphism T can be
used to construct such a pair, using the functor ™(p, V') = (pot, V), and the isomorphism

Fr* — F which takes identity on objects in Vecc .

tensor auto-equivalences with

Aut (@) — an isomorghism of fiber funftors
— T : (Repc(G),®) = (Repe(G), ®)
¢: FT — F
T — (T*, 1d>
(g ¢ogog™l) (T, ¢)

We could impose an equivalence relation on the right hand side above and tautologically
the pairs (7', ¢) modulo equivalence would be in bijection with automorphisms. All we
need is a sufficient condition for construction of an automorphism ¢: G — G.

We already have a tensor auto-equivalence of functors o' : Pp+¢(CGrg) — Pp+a(Grg),
so we want an isomorphism of fiber functors ¢ : Fo' — F. As before, we can use the
counit € : U!U!ICM — 1C,, .

Fo'IC, " Foo'IC, L5 FIC,
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So we let ¢ = Feocan; then 5,(9) =¢ogo ¢!, as needed.

Finally, we need to compare 6 with 6. Consider that, for o -invariant p, & satisfies
a commutative diagram

FIC, 2 FIC, «Leun  polic,

gl ~ i&(g) ig (13)

Fic, 2 FIC, «feun  polic,

In fact o, factors through F o'l C} , implying the linear operator on F IC), induced by
the automorphism ¢ is exactly o, .

Now we turn our attention to the question of identifying G and G. They are by GSE 2.1
v. abstractly isomorphic. Since a pinning-preserving automorphism is determined uniquely
by its action on the Dynkin diagram and the pinning it preserves, it is sufficient to prove
that there is some pinning preserved by & ; any choice of such a preserved pinning will
imply ¢ = & after identification G = G . Note that the pinning preserved by & depends
on the isomorphism o : Grg — Grg, which ultimately depends on the pinning on G. It
is for this reason that the identification G = G is not canonical.

To begin with, consider that G has a natural choice of maximal torus and Borel TC
B C G implying that identification with G may only vary by conjugation by T. Indeed,
let T C G consist of those fiber functor automorphisms that preserve weight spaces of all
representations, and B C G consist of those fiber functor automorphisms that preserve

the positive cone of weight spaces. In particular, B is generated by T and U,v for
a¥ € ®V'T | where we have U,v defined by the property

g(F)\ICM) C F)\+QVICM. (14)

Since the action of ¢ on V), permutes weight spaces according to the action of o on

X (T), the group automorphism & preserves T and B. And T can be identified with
T, such that X, (T) = X,(T). In particular, G|z = 6|p. Similarly, ¢ permutes root
subgroupsNaccordlng to the action of o on ®V . Indeed, equations (13) and (14) imply
that g € Uyv maps to 7(g) € Uy(av) -

It remains to be seen that there exists a pinning {z,, v tav oY €mv preserved by & . However,

if such a pinning exists, in each o -orbit n C IV, one root homomorphism z,, v : Gy — U %
may be determined arbitrarily, with x o(ay) = 0oz, v In the case o acts freely on a
simple root, i.e. |n| is equal to the order of o, there is no further obstruction: an arbitrary
choice of pinning for one « € n will determlne a root homomorphism respected by &
for all af € n. However, if 0"(a;') = o for some n less than the order of o, we need

to know o™ preserves ﬁ%v pointwise. It is sufficient to consider the case n = 1, as in
the following lemma of Hong.
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Lemma 6.3 ([8] Lemma 4.3). Suppose some simple o € IIV is o -invariant, i.e.

i
ola)) =a .

Then & fizes ﬁaiv pointwise.
Proof. We may assume G is semisimple and almost simple. Indeed, édi”” = él X oo X ém
where each G is semisimple and almost simple, and the inclusion U%V — G factors

Vv

through some éj S5 Gl 5 G If o preserves «,’ , this inclusion commutes with o. So

suppose G = G .

We compare two different actions of ¢ on g, the Lie algebra of G. The first, do,
comes from differentiating the automorphism ¢ at the identity. The second, &.v , comes
from viewing § as the representation Vv, where 7" € ®Y is the highest coroot. As
noted earlier, o,v fixes the weight space F,vIC,v = g,v pointwise, so it is sufficient to
prove that do = 7,v , as tangent space isomof"phisms, imf)lying the automorphism & fixes

U oy Pointwise.

For each o € ®V, let e,v be the fundamental class of the (unique) MV cycle of
coweight («",7Y) in Grg . Note that for o-invariant o, we have G,v(eqv) = €qv . We

can also identify h = Lie(T) with X,(T) ®z C, to understand the action of d& on .

Schur’s lemma implies that the two maps may only differ by a constant scalar: let
do = ¢+ 6 . Furthermore, by commutativity of diagram (13), differentiating the adjoint

action of G on §, we have v (la, b)) = [d&(a),a,v ()] .

The highest root v € ® is o -invariant, so 7.v fixes the image of v : Gy, — T pointwise
and do fixes C-v C b as well. So do([e,v,e_yv]) = [eqv,e_v] € C- 7. Since di is a
Lie algebra homomorphism, we also have

d(}([ewv, e_yv]) = [d(}(e,yv), d(}(e_,yv)] = 62 : [5’7v (6,Yv), &’YV (e_wv)] = 02 : [eyv, e_,yv].

The last equality holds by o -invariance of vV and —yY. And so ¢ = 1, and we must
have ¢ =+1.

Now by comparing trace of 6,v and do on 6, we see ¢ 7% —1. In particular, v
preserves b = FolC,v, so equation (1) implies that tr(c|h) > 0. Similarly, since
o acts on X*(T) = X,(T) by permutation of characters forming a basis, we have
tr(do | X«(T)®z K) > 0 as well. But by assumption, there is a o -invariant sim-

ple coroot «), and so tr(do | X«(T) ®z K) > 0. So the ratio of those two traces,

i
c=tr(do)/tr(6,v), must be nonnegative, hence ¢ =1. O

7 Root data and an application

Here I will be explicit about the root datum and pinning of G and Go° , both in terms of
the pinned root datum tuple, and more simply the root system. I will also prove Theorem
7.7 of [7], which was originally stated without proof.
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Suppose G is a quasi-split, connected, reductive group over a non-Archimedean local
field F'. Then let % be the root system of G and let ¥ be the échelonnage root system
of G, as defined in [7]. By Corollary 5.3 in [7], %2V is the root system for GI° | where
I is the inertia group of F'. Then, in light of Theorem 0.1, to prove Theorem 7.7 of [7] it

—
——T,0

is sufficient to prove that N’(%Y) is equal to the set of roots of Glo

We will work with pinned root data. According to the classification of connected re-
ductive groups (see, for instance, [15]), a group H over an algebraically closed field is
determined up to isomorphism by its root datum: a quadruple (X, ®, XV, ®"), where X
and XV are dual, finitely generated, free abelian groups; and ® ¢ X and ®'V C XV
are dual reduced root systems. The group H is determined up to inner automorphism
if the root datum is associated to a particular choice of maximal torus T' C H . If the
root datum is based, or endowed with a system of simple roots and coroots II C ® and
IIY C ®V corresponding to a choice of Borel T'C B C H , then the datum determines H
up to inner automorphism by an element of 7. Since the systems of roots and coroots
can be constructed from the quadruple (X, II, XV, I1V), there is no need to give the entire
6 -tuple. Finally, H is determined up to unique automorphism by a pinning: a collection
of root homomorphisms z,, : G, =+ SLy — H for o; € II..

When we say o preserves a pinning of a connected reductive group H over an alge-
braically closed field K , we mean that if H has pinned root datum (X, II, XV, 11V, {z4,}),
then o preserves T'C B C H, and 00 x4, = Zg(q,) for each a; € II. Then o also acts
on X, II, XV, and IIV, preserving Dynkin diagram edges and abelian group structure.

Proposition 7.1. Let G be a complex, connected, reductive group with pinning
T C B C G and {za,}a;enn- Let the corresponding pinned root datum be denoted
(X, I, XV, 11V, {za,}) . Let o be an automorphism of G preserving its pinning. Then
the fixed point subgroup G° C G 1is a closed subgroup, and is reductive. The neutral com-
ponent G>° C G° C G is also a closed subgroup and a connected, reductive group. The
root datum of G7° is (X, /tor,resy (II), (XV)7, N, (I1V),{zq, }) , where

i. Xy is the group of o -coinvariants X/{x — o(x)). X, /tor is the quotient by all
torsion elements.

it. For every orbit of simple roots n C 11, there is a single root oy, equal to the image
of any «; € n under the quotient map X — X, /tor. Then res, (II) = {a, | n €

I/o}.

iii. (XV)? C XV is the subgroup of o -invariant cocharacters.

iv. For every o-orbit n C IV, we have ) = in the case n consists of

v
7 ayen %

. . . . \/ _ \/ . .
pairwise disconnected simple roots, and o, = 2( oYen ) in the case n consists

of a pair of simple roots connected by an edge. Then N, (ITV) = {a, | n €11 /o} .

Proof. See [17] chapters 7-8. See also [6] and [7]. O
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Note that if 7 : X — X, /tor and we have a character A\ € X, /tor and cocharacter
we (XV)7, then (A, u) is given by (A, u), where X is any lift 7(\) = \.

Proposition 7.2. The group of o -invariants W is the Coxeter group generated by s, ,
where for each orbit n of simple roots, s, is the longest element of the group generated
by simple reflections in 1 .

Furthermore, W7 is the Weyl group for G%°, i.e. W7 = Ng(T%°)/T%° .
Proof. See [17] and [6]. O

We define res, (®) and N/ (®V) for the root system and coroot system of G7° as
follows:
resy (@) := W7 - res, (II), and NL(®Y) := W7 . N.L(ITY).

Proposition 7.3. The half sum of positive coroots is equal for G and G°: p¥ = pY.

Proof. Recall pV is the sum of fundamental coweights, or dual vectors to the simple roots
under the natural perfect pairing (-,-). For a; € IT, let A\! be the corresponding funda-
mental coweight. Similarly, for «,, € res, (I), let A7 be the corresponding fundamental
coweight. It is sufficient to show that for each 7,

)\”:Z)\i.

€N
For any two orbits ¢ and 7,

(ag, Y N = {aj, N') = ¢,

€N 1EN

where «; is any of the simple roots mapping to «¢. This works regardless of type of
orbits, since res, treats all simple roots uniformly. O

Note that p, # p. In particular, if A is a o-invariant cocharacter, then in general
[{ps, N)| < |{p,A)|. As a result, by Theorem 2.1 i., dim (A?) < dim A for a o -invariant
AMYV cycle A.

Now we can prove the following theorem, which appears in [7] as Theorem 7.7, although
it is not proved in full generality there.

Theorem 7.4. Let G be a quasi-split, connected reductive group over a non-Archimedean
local field F' with inertia group I and geometric Frobenius 7. Let G be the complex dual
of G, and let G be the fizxed point subgroup of CA?, and G1° the neutral component.
Let the root system of GI° be denoted SV . Then T is an outer automorphism of Gle
preserving the natural pinning. Let V)¢ be the highest-weight representation of Gl x (1)
where T acts by the scalar & € C* on weight spaces associated to weights v € W7 - \.
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Let )\ € X*(T\I’°)+7T be a dominant, T-invariant character of TL° . There is an

equality

Z tr (7| Va1(v))e” = Z w H ﬁ V)

vEWE(N)T weWwr aENL(EV)+

Proof. The group GI° is connected and reductive. And since G is quasi-split over F', 7
acts on GI° , preserving the natural pinning. Then the theorem follows from Theorem 0.1
by two observations. First, V) ; = V) as a vector space and carries the same normalized
T -action as that described in Section 6.

—
—~—T0

And second, N.(XY) is the set of roots of GI-° " Indeed, 3V is the set of roots of

—

G! © so it is the set of coroots of the complex dual group G . Then by Proposition
7.1 iv., N.(XV) is the set of coroots of the neutral component of the 7-fixed subgroup

——T,0 —

Gle < Gl*. And finally, by again taking complex dual, N;(f]v) is the set of roots of

—
T,0

@I,o . O

Note that in Theorem 7.4, G is assumed to be quasi-split over a non—ArC}limedean
local field. In particular, G may be ramified. Then the root system SV for GI° may
be determined combinatorially from the absolute root datum of G, along with the action
of the Galois group. In particular, as shown in [7] Theorem 6.8, N;(iv) is equal to the
root system i(\)/ appearing in the Lusztig character formula of [12]. This is a necessary
ingredient in the proof of Theorem D in [7].

A Geometric Satake equivalence

I use several theorems of [14], along with one from [3], summarized in Theorem 2.1.
Collectively, I refer to these statements as the geometric Satake equivalence. In wording
more similar to that used by the original sources, I have the following:

Theorem A.1 ([14] Theorem 3.2).  a) The intersection SY N Gry, is nonempty pre-
cisely when w” € Girlé and then SY ﬂ@ is of pure dimension {(p,u—+v), if p is
chosen dominant.

b) The intersection Sy, NGre. is nonempty precisely when w” € @ and then Sy, N
Gry, is of pure dimension —(p,pu+v), if p is chosen anti-dominant.
Theorem A.2 ([14] Theroem 3.5). For all A € Pr+q(Grg,K) there is a canonical

isomorphism
HF(SY, A) 5 Hgao (Grg, A)
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and both sides vanish for k # 2{p,v) .
In particular, the functors F, : Pr+q(Grg, K) — Mody , defined by
F, = HXP¥) (Y, =) = Ho) (Grg, —),
wq

are exact.

Theorem A.3 ([14] Theorem 3.6).

= @ R= @ HS ) Pg(Gro K) > Vec
veX.(T) veX.(T)

Proposition A.4 ([14] Proposition 3.10). Let R be a Noetherian ring of finite global
dimension. There is a canonical identification

H2N(S2,1C,(R)) = HXr#(8) 0 G, B) = Rllar (8) 0 G,

here R[Irr (S2 N Grf)] stands for the free R -module generated by the irreducible compo-
nents of S2 N Grly .

Note that [14] Theorem 3.10 is proved using a constant sheaf on the smooth variety
S2 N Grf,, as written above. The second isomorphism thus follows from the bijection

between Irr (S} N Grf,) and Irr (S2 N Grh).

Theorem A.5 ([14] Theorem 12.1). The group scheme Gy, is the split reductive group
scheme over 7. whose root datum is dual to that of G .

Here éz is the group over Z whose category of representations is isomorphic as a
tensor category to Pr+q(Grg,Z). Mirkovi¢ and Vilonen construct Gz as a Z-scheme
so a result analogous to Theorem A.5 will hold, by base change, for coefficients in any
Noetherian ring R of finite global dimension. In particular, the complex group with
dual root datum is @, and so G & G = SpecC XZ\QNZ has a representation category
isomorphic to Pr+g(Grg,C). Furthermore, G7° = G%° := Spec C xz G%°y .

Note that G is naturally endowed with a maximal torus and Borel TcBcCG ,
identifiable using representations of G. In particular, consider the representation

§*° = Lie([G, G]) = P H*(Grg, IC,v),

where ¢ runs through the components of the Dynkin diagram of G, and v, is the highest
coroot in @Y. Then we have a decomposition into weight spaces

i =P | HU(SS, I ) & @ H2e(Ss 10 | =a=0)e P §(a").

i avedy avedV
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For g € é, we can say ¢ € T if g preserves all weight spaces of g*°, and ¢ € B if g
preserves the vector subspace

gss(o) @ @ gss(a\/)‘

avVedpVt

Thus if we fix pinnings of G and G , we can identify the two groups uniquely.

Theorem A.6 ([14] Corollary 13.2). Let R be a Noetherian ring of finite global dimen-
sion. The X -weight spaces S,(A\) and W,(X) of S, and W, , respectively, can both
be canonically identified with the free R -module spanned by the irreducible components
of S2nN Gr, . In particular, the ranks of these modules can be given by the number of

irreducible components of S N Grl, .

In the corollary above, S, and W, are canonical R-representations of G. In partic-
ular, taking coefficients in R = C (or any other field), we have a natural map S, — W, ,
bijective on underlying vector spaces, factoring through the irreducible highest weight rep-
resentation V. As a result, the underlying vector space of V,, has a basis indexed by

Irr (S} N Gry) .

Lemma A.7 ([3] Proposition 5 (iii)). Let v € X.(T) be such that v>0. If p € X,.(T)*"
is sufficiently dominant, then Si," NSY = Si," N Gr’é .

Here a dominant cocharacter p may be considered “sufficiently dominant” if, for all
simple roots « € II, we have («a,u) > N, where N is some positive integer depending
on the group G and the cocharacter v.

These are all the statements necessary to state and prove Theorem 2.1:

Theorem A.8. Let pu be a dominant cocharacter, and let A € Wit(u) .

i. Sp ﬂGrG is equidimensional, and dim (S}, ﬂGrG) (pype — )

ii. Sy, NS is equidimensional, and dim (S5, N SE) = (p, u — A)

iii. H*(Grg, IC,) = @ H**N(Sp,.IC,) =V,
AEW (1)
w. H72eN(S) [ 1C,) = P ClA] = V,(N).
Aelrr (83 NGrft)

v. Prig(Gra,Z) is isomorphic as a tensor category to Repy(G) .



JACKSON HOPPER 39

Proof. Statement i. follows immediately from A.1 (b). Note that —pu is anti-dominant
exactly when p is dominant.

Statement ii. is not a direct consequence of any statement in [14], but it is well-known.
One way to see it follows from Lemma A.7 and statement i.. Indeed, note that for v €
X,(T), the translation of semi-infinite cells v : Sp — STV s an isomorphism of ind-
schemes. In particular,

dim (S, N S¥) = dim (SpT” N SE*HY).

So dim (S5, N S) = dim (Sad™" A SEFYY for all integers n. For sufficiently large 7,
the character u+ np" is sufficiently dominant, with respect to G and u — X, to satisfy
the hypotheses of Lemma A.7. Therefore

dim (S, N S%) = dim (SAT" (1 SE47) = dim (SA 0 G = (p, - A).

Statements iii. and iv. are closely tied together. Theorem A.2 tells us that the global
cohomology of L*G -equivariant perverse sheaves decomposes canonically as a direct sum
of cohomology groups with compact support, taken on semi-infinite cells. Specifically, for
A€ Pr+g(Grg),

H*(Grg, A) = @5 HX""(SY,A).

veX.(T)

By symmetry between our choice of Borel and its opposite, we have
HZ PV (S, 1C,) = HZ 2PV (S, 1C,). (15)

And of course by emptiness of the intersection of Sgo N Gry for A & Wt(u), the only X
appearing in the direct sum for H® are those contained in Wt(u). Thus the first equality
of iii. follows. And the first equality of iv. follows from Proposition A.4.

The second equality of iv. follows from Theorem A.6 and equation (15), which in turn
implies the second equality of iii..

Statement v. is a restatement of Theorem A.5. O
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