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Abstract

We study the density estimation problem defined as follows: given k distributions
P1,- ..,k over a discrete domain [n], as well as a collection of samples chosen
from a “query” distribution ¢ over [n], output p; that is “close” to q. Recently [1]
gave the first and only known result that achieves sublinear bounds in both the
sampling complexity and the query time while preserving polynomial data structure
space. However, their improvement over linear samples and time is only by
subpolynomial factors.

Our main result is a lower bound showing that, for a broad class of data structures,
their bounds cannot be significantly improved. In particular, if an algorithm uses
O(n/log® k) samples for some constant ¢ > 0 and polynomial space, then the
query time of the data structure must be at least &'~/ loglogk j e " close to
linear in the number of distributions k. This is a novel statistical-computational
trade-off for density estimation, demonstrating that any data structure must use
close to a linear number of samples or take close to linear query time. The lower
bound holds even in the realizable case where ¢ = p; for some ¢, and when the
distributions are flat (specifically, all distributions are uniform over half of the
domain [n]). We also give a simple data structure for our lower bound instance with
asymptotically matching upper bounds. Experiments show that the data structure
is quite efficient in practice.

1 Introduction

The general density estimation problem is defined as follows: given & distributions p1, . .., p; over a
domain [n]?, build a data structure which when queried with a collection of samples chosen from
a “query” distribution ¢ over [n], outputs p; that is “close” to g. An ideal data structure reports the
desired p; quickly given the samples (i.e., has fast query time), uses few samples from ¢ (i.e., has low
sampling complexity) and uses little space.

*Work done as a student at MIT
*In this paper we focus on finite domains.
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In the realizable case, we know that g is equal to one of the distributions p;, 1 < j < k, and the goal
is to identify a (potentially different) p; such that ||¢ — p;||1 < € for an error parameter € > 0. In the
more general agnostic case, ¢ is arbitrary and the goal is to report p; such that

llg —pilli < C-mjinllq—pj\ll te

for some constant C' > 1 and error parameter ¢ > 0. The problem is essentially that of non-parametric
learning of a distribution ¢ € F, where the family F = {p, ... px } has no structure whatsoever. Its
statistical complexity was understood already in [17], and the more modern focus has been on the
structured case (when JF has additional properties). Surprisingly, its computational complexity is still
not fully understood.

Due to its generality, density estimation is a fundamental problem with myriad applications in
statistics and learning distributions. For example, the framework provides essentially the best possible
sampling bounds for mixtures of Gaussians [10, 18, 12]. The framework has also been studied in
private [8, 7, 13, 15] and low-space [4] settings.

Samples Query time Space Comment Reference
log k k2 log k kn [17,11]
log k klogk kn [2]
log k k kn [1]
log k log k nOUegk/e?) precompute all possible samples folklore

n nk? kn + kite any constant p > 0 [16]4[14]

e | nk o0 7% kn 1]
n/s k1=Olu)/Togs Eiteu lower bound for any p,, > 0, sufficiently large s | this paper
n/s i Hpu)/ og s kn + klteu algorithm for half-uniform distributions this paper

Table 1: Prior work and our results. For simplicity the results stated only for the realizable case,
constant € > 0, and with O(-) factors suppressed. The bound of [1] (row 6 of the table) is stated
as in Theorem 3.1 of that paper. However, by adjusting the free parameters, their algorithm can
be easily generalized to use n/s samples for n/s > n/polylog(n), resulting in a query time of

O(n + k*=2<)/%)  Note that the term 1 — 1/s in their bound results in a larger exponent than
1 — 1/log s in our upper bound. Furthermore, our algorithm is correct as long as n/s > log k /&>
which is the information theoretic lower bound.

Table 1 summarizes known results as well as our work. As seen in the table, the data structures
are subject to statistical-computational trade-offs. On one hand, if the query time is not a concern,
logarithmic in k£ samples are sufficient [17, 11]. On the other hand, if the sampling complexity is not
an issue, then one can use the algorithm of [16] to learn the distribution § such that ||§ — ¢||; < €/2,
and then deploy standard approximate nearest neighbor search algorithms with sublinear query time,
e.g., from [14]. Unfortunately both of these extremes require either linear (in n) sample complexity,
or linear (in k) query time time. Thus, achieving the best performance with respect to one metric
resulted in the worst possible performance on the other metric.

The first and only known result that obtained non-trivial improvements to both the sampling complex-
ity and the query time is due to a recent work of [1]. Their improvements, however, were quite subtle:
the sample complexity was improved by a sub-logarithmic factor, while the query time was improved

by a sub-polynomial factor of k1/(log®)"/* — olog(k)*/*,

This result raises the question of whether further improvements are possible. In particular, [1] asks:
To what extent can our upper bounds of query and sample complexity be improved? What are the
computational-statistical tradeoffs between the sample complexity and query time? These are the
questions that we address in this paper.

* Lower bound: We give the first limit to the best possible tradeoff between the query time and
sampling complexity, demonstrating a novel statistical-computational tradeoff for a fundamental
problem. To our knowledge, this is the first statistical-computational trade-off for a data structures
problem—if we allow for superpolynomial space, logarithmic sampling and query complexity
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Figure 1: Left: Trade-off between 1/s (samples as a fraction of n) and the query time exponent p,
for our algorithm for half-uniform distributions (solid green curve), the algorithm by [1] for general
distributions (dashed green curve), our analytic lower bound (solid red curve), and a numerical
evaluation of the bound from Theorem 3.2 (dashed black curve). We have fixed the space parameter
pu = 1/2. The plots illustrate the asymptotic behaviour proven in Theorem 3.1 and Theorem 4.2
that as s — 00, pg = 1 — ©(1/log s) both in the lower bound and for our algorithm for half-uniform
distributions. Right: The same plot zoomed in to the upper left corner with 1/s on log-scale.

is possible. As in [5, 6, 9, 3], we focus on data structures that operate in the so-called list-of-
points model®, which captures all bounds depicted in Table 1. Suppose that the query time of the
data structure is of the form k”. We show that, if the data structure is allowed polynomial space
kn-+k'TP« and uses n/s samples, then the query time exponent p, must be at least 1—O(p,,)/ log s.
Therefore, if we set s = log® k for some ¢ > 0, as in [1], then the query time of the data structure
must be at at least k1~C(1)/loglogk That is, the query time can be improved over linear time in k
by at most a factor of kO(1)/loglogk — 9O(logk/loglogk) This shows that it is indeed not possible
to improve the linear query time by a polynomial factor while keeping the sampling complexity
below n/ log® n, for any constant ¢ > 0.

Our lower bound instance falls within the realizable case and in the restricted setting where the
data and query distributions are “half-uniform”, i.e. each distribution is uniform over half of the
universe [n]. Note that showing a lower bound under these restrictions automatically extends to the
agnostic case with general distributions, as the former is a special case of the latter.

Our construction takes lower bounds by [3] for set similarity search as a starting point. We adapt
their lower bound to our setting in which queries are formed via samples from a distribution. The
resulting lower bound is expressed via a complicated optimization problem and does not yield a
closed-form statistical-computational trade-off. One of our technical contributions is solve this
optimization problem for a regime of interest to get our explicit lower bound.

» Upper bound: We complement the lower bound by demonstrating a data structure for our hard
instances (in the realizable case with half-uniform distributions) achieving sampling and query time
bounds asymptotically matching those of the lower bound. We note that the existence of such an
algorithm essentially follows from [3]. However, the algorithms presented there are quite complex.
In contrast, our algorithm can be viewed as a “bare-bones” version of their approach, and as a
result it is simple and easy to implement. To demonstrate the last point, we present an empirical
evaluation of the algorithm on the synthetic data set from [1], and compare it to the algorithm from
that paper, as well as a baseline tailored to half-uniform distributions. Our faster algorithm achieves
over 6 x reduction in the number of operations needed to correctly answer 100 random queries.
In Figure 1, we illustrate the trade-off between the number of samples and the query time exponent
pq in our upper and lower bounds.

* Open Questions: The direct question left open by our work is whether there exists a data structure
whose upper bounds for general distributions match our lower bounds (note we give matching

3See Section 2 for the formal definition. Generally, proving data structure lower bounds requires restriction
to a specific model of computation, and the list-of-points model is a standard choice for related approximate
nearest neighbor problems.



upper bounds for half-uniform distributions). [1] give an algorithm for the general case, but with
a worse trade-off than that described by our lower bound. More generally, are there other data
structures problems for which one can show statistical-computational tradeoffs between the trifecta
of samples, query time, and space?

2 Preliminaries and Roadmap for the Lower Bound
First we introduce helpful notation used throughout the paper.

Notation: We use Bern(p) to denote the Bernoulli(p) distribution and Poi()) to denote the
Poisson(\) distribution. For a discrete distribution f : X — R, we use supp(f) = {x € X : f(x) #
0} to denote f’s support and |supp( f)| to denote the size of its support. We use f™ to denote the tensor
product of n identical distribution f. We call a distribution f half-uniform if it is a uniform distribution
on its support T with |T'| = n/2. For a binary distribution P supported on {0, 1} with a random

variable z ~ P, we sometimes explicitly write P = [P[x 1” . Similarly, for a joint distribution

Pl
{x—l =1 Plz=1,y=0]

PQover{O,l}Qwith(m,y)NPQ,wewritePQ:[ Pr—0y—1] Plz=0y=0]"

For a vector z € R", we use z[i] to denote its i-th coordinate. We use d(p||lq) = plog% +

(1 —p)log }%Z and D(P||Q) = }_,cp plog £ to denote the standard KL-divergence over a binary

distribution or a general discrete distribution. KL divergence D(P||Q) is only finite when supp(P) C
supp(@), also denoted as P < . All logarithms are natural.

We now introduce the main problem which we use to prove our statistical-computational lower bound.
We state a version which generalizes half-uniform distributions.

Definition 2.1 (Uniform random density estimation problem). For a universe U = {0,1}", we
generate the following problem instance:

1. A dataset P is constructed by sampling & uniform distributions, where for each uniform distribution
p € P, every element i € [n] is contained in p’s support with probability w,,.

2. Fix a distribution p* € P, take Poi (W) samples from p* and get a query set q.

3. The goal of the data structure is to preprocess P such that when given the query set g, it recovers
the distribution p*.

We denote this problem as URDE(w,,, s). URDE abbreviates Uniform Random Density Estimation.
The name comes from the fact that the data set distributions are uniform over randomly generated
supports. In Section 3, we prove a lower bound for URDE by showing that a previously studied
‘hard’ problem can be reduced to URDE. The previously studied hard problem is the GapSS problem.

Definition 2.2 (Random GapSS problem [3]). For a universe U = {0, 1}"™ and parameters 0 < w, <
w, < 1, let distribution Py = Bern(w,,)", Py = Bern(w,)", and Poy = *a 0 } LA

Wy — Wq 1 — wy

random GapSS(w,,, w,) problem is generated by the following steps:

1. A dataset P C U is constructed by sampling k points where p ~ Py forall p € P.
2. A dataset point p* € P is fixed and a query point ¢ is sampled such that (¢, p*) ~ Poy .

3. The goal of the data structure is to preprocess P such that it recovers p* when given the query
point q.

We denote this problem as random GapSS(w,,, wq). GapSS abbreviates Gap Subset Search. To pro-
vide some intuition about how GapSS relates to URDE, let us denote the data set P = {p1,..., Dk}
Then the p; € {0, 1}" can naturally be viewed as k independently generated random subsets of [n].
For each i, p; includes each element of [n] with probability w,,. The query point ¢ can similarly be
viewed as a random subset of [n] including each element with probability w,, but it is correlated with
some fixed p* € P. Namely, p* and ¢ are generated according to the join distribution Py (with the



right marginal distributions Pg and Py) such ¢ a subset of p*. The goal in GapSS is to identify p*
given ¢. This intuition is formalized in Section 3.

Our main goal is to study the asymptotic behavior of algorithms with sublinear samples, or specifically,
the query time and memory trade-off when only sublinear samples are available, so all our theorems
assume the setting that both the support size n and the number of samples k goes to infinity and
n < k < poly(n). Sublinear samples mean that £ < o(1) as n goes to infinity.

Our lower bound extend and generalize lower bounds for GapSS in the ‘List-of-points’ model. Thus,
the lower bound we provide for URDE is also in the “List-of-points” model defined below (slightly
adjusted from the original definition in [5] to our setting). The model captures a large class of
data structures for retrieval problems such as partial match and nearest neighbor search: where one
preprocesses a dataset P to answer queries ¢ that can “match” a point in the dataset.

Definition 2.3 (List-of-points model). Fix a universe ) of queries, a universe U of dataset points, as
well as a partial predicate ¢ : Q@ x S — {0, 1, L}. We first define the following ¢-retrieval problem:
preprocess a dataset P C U so that given a query g € @ such that there exist some p* € P with
&(q,p*) = 1and ¢(q,p) =0onall p € P\ {p*}, we must report p*.

Then a list-of-points data structure solving the above problem is as follows:

1. We fix (possibly random) sets A; C U, for 1 < ¢ < m; and with each possible query point ¢ € @,
we associate a (random) set of indices I(q) C [m];

2. For the given dataset P C U, we maintain m lists of points Ly, Lo, ..., L,,,, where L, = P N A;.

3. On query q € @, we scan through lists L; where i € I(gq), and check whether there exists some
p € L; with ¢(q, p) = 1. If it exists, return p.

The data structure succeeds, for a given ¢ € @, p* € P with ¢(q,p*) = 1, if there exists i € I(q)
such that p* € L;. The total space is defined by S = m + > ] |L;| and the query time by

T = ()] + Xierq 1 Lil-

To see how the lower bound model relates to URDE, in our setting, the ‘¢-retrieval problem’ is
the URDE problem: U is the set of random half-uniform distributions, () is the family of query
samples, and ¢(q, p) is 1 if the samples ¢ were drawn from the distribution p, and 0 otherwise. (The
1 case corresponds to an “approximate’” answer, considering by the earlier papers; but we define
URDE problem directly to not have approximate solutions.)

i€[m

We use the list-of-points model as it captures all known “data-independent” similarity search data
structures, such as Locality-Sensitive Hashing [14]. In principle, a lower bound against this model
does not rule out data-dependent hashing approaches. However, these have been useful only for
datasets which are not chosen at random. In particular, [5] conjecture that data-dependency doesn’t
help on random instances, which is the setting of our theorems.

3 Lower bounds for random half-uniform density estimation problem

In this section, we formalize our lower bound. The main theorem of the section is the following.

Theorem 3.1 (Lower bound for URDE). If a list-of-points data structure solves the URDE (3, s)

using time O(kPe) and space O(k'*P+), and succeeds with probability at least 0.99, then for
sufficiently large s, pg > 1 — sl,loglz,o(l)

__bu
log s—1°

To prove Theorem 3.1, our starting point is the following result of [3] that provides a lower-bound for
the random GapSS problem.

Theorem 3.2 (Lower bound for random GapSS, [3]). Consider any list-of-points data structure
for solving the random GapSS(w,, w,) problem on k points, which uses expected space O(k'TP+),

has expected query time O(k”q_ok(l)) , and succeeds with probability at least 0.99. Then for every
a € [0, 1], we have that
1-— w > inf  F(ty, tg),
apg+ (1 —a)puy > L (tustq)

Ty F Wy
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T= arginf D(T||P).
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Our proof strategy is to first give a reduction from the the GapSS problem to the URDE problem.
Note that the URDE problem involves a statistical step where we receive samples from an unknown
distribution (our query). On the other hand, the query of GapSS is a specified vector, rather than a
distribution, with no ambiguity. Our reduction bridges this and shows that GapSS is a ‘strictly easier’
problem than URDE.

Theorem 3.3 (Reduction from random GapSS to URDE). If a list-of-points data structure solves
the URDE(w,,, s) problem of size k in Definition 2.1 using time O (k%) and space O(k'*r«), and
succeeds with probability at least 0.99, then there exists a list-of-points data structure solving the
GapSS(wy, wq) problem for wg = w, (1 - eﬁ) using space O(k¥*°u) and time O (kPs +wg-n),
and succeeds with probability at least 0.99.

Proof. We provide a reduction from random GapSS(w,,w,) to URDE(w,,s) with s =

mﬁ_) Specifically, for each instance (Pi, p}, ¢1) generated from GapSS(w,,, wq) in Def-

wWo,

inition 2.2, we will construct an instance (Ps,p},q2) generated from URDE(w,, s) satisfying
Definition 2.1 for some s.

For each point p; € P, it is straightforward to construct a corresponding uniform distribution po
supported on those coordinates where p;[i] = 1. Then let’s construct g, from ¢;. Recall that for each

i € U with pi[i] = 1, we have ¢y [i] = 0 with probability 1— “ﬂ , in which case we add no element ¢ to
go- If g1[¢] = 1, we add Poi < ) copies of element 4 to go where P[Poiy(\) = 2] = W
for any x > 0. By setting s = ﬁ we have P [P01 (T) = O} =1- % Thus for

each element 7 in p3, the number of its appearances in g exactly follows the distribution Poi( -

o)
Wy, 7°
According to the property of the Poisson distribution, uniformly sampling Poi (m) elements
from a set of size [supp(p3)| is equivalent to sampling each element Poi(—— —) times. Therefore,
the constructed instance (Pa,p3,gz) is an instance of URDE(wu, s), as stated in Definition 2.1.

Equivalently, we have the relationship w, = w,, ( 1 —eswa )

Hence we complete our reduction from GapSS(Definition 2.2) to URDE (Definition 2.1). O

To get the desired space-time trade-off in the sublinear sample regime, which means s — oo (or
equivalently w, — 0), and to get an interpretable analytic bound, we need to develop upon the lower
bound in Theorem 3.2. This requires explicitly solving the optimization problem in Theorem 3.2.
Proving Theorem 3.4 (proof in Appendix 3) is the main technical contribution of the paper.

Theorem 3.4 (Explicit lower bound for random GapSS instance). Consider any list-of-points data
structure for solving the random GapSS (%, wq) which has expected space O(k**°«), uses expected

query time O (k‘pq—"(l)), and succeeds with probability at least 0.99. Then we have the following

lower bound for sufficiently small wqy: pg > 1 — 1 log2—o(1) +

1+10g wq

Applying our reduction to the random GapSS lower bound above allows us to prove our main theorem.

Proof of Theorem 3.1. According to the reduction given in Theorem 3.3 from GapSS(w,,, wq) to
URDE(w,, s) where w, = w, (1 — eﬁls) > 1. 'We can apply the lower bound in Theorem 3.4
and get the desired lower bound. O

Remark 3.5. Note that in URDE (3, s), the distributions are uniform over random subsets of

2|supp(p™)| )

expected size n/2 and the query set is generated by taking Poi ( samples from one

of them p*. This is not quite saying that the query complexity is n/s. However, by standard



concentration bounds, from the Poisson sample, we can simulate sampling with a fixed number of
samples n/s — O(y/n/s) = n/s(1 — o(1)) with high probability, and so, any algorithm using this
fixed number of samples must have the same lower bound on p, as in Theorem 3.1.

4 A simple algorithm for half-uniform density estimation problem

In this section, we present a simple algorithm for a special case of the density estimation problem
when the input distributions are half-uniform. The algorithm also works for the related URDE(%, s)
problem of Theorem 3.1. A distribution p over [n] is half-uniform if there exists T C [n] with
|T| = n/2 such that p[i] = 2/n if i € T and 0 otherwise. The problem we consider in this section is:

Definition 4.1 (Half-uniform density estimation problem; HUDE(s, €)). For a domain [n], integer k,
€ > 0, and s > 0, we consider the following data structure problem.

1. A dataset P of k distributions pi,...,pr over [n] which are half-uniform over subsets
Ty,...,Ty C [n] each of size n/2 is given.

2. We receive a query set ¢ consisting of n/s samples from an unknown distribution p; € P
satisfying that ||p;« — pj|| > e for j # i*.

3. The goal of the data structure is to preprocess P such that when given the query set g, it recovers
the distribution p;~ with probability at least 0.99.

This problem is related to the URDE(1/2, s) problem in Theorem 3.1. Indeed, with high probability,
an instance of URDE(1/2, s) consists of almost half-uniform distributions with support size n/2 +

O(v/nlog k). Moreover, two such distributions p;, p; have |[p; — p;|l1 = (1£O0(y/(log k)/n)) with
high probability. Thus, an instance of URDE(1/2, s) is essentially an instance of HUDE(s, 1).

To solve HUDE(s, €), we can essentially apply the similarity search data structure of [3] querying it
with the set () consisting of all elements that were sampled at least once. This approach obtains the
optimal trade-off between p,, and p, (at least in the List-of-points model). The contribution of this
section is to provide a very simple alternative algorithm with a slightly weaker trade-off between p,,
and p,. Section 5 evaluates the simplified algorithm experimentally. Our main theorem is:

Theorem 4.2. Suppose n and k are polynomially related, s > 2, and that s is such that* T>0C %
for a sufficiently large constant C. Let € > 0 and p,, > 0 be given. There exists a data structure for

the HUDE(s, €) problem using space O(k'TP« + nk) and with query time O (kl_ Tos(z) 4 n/s)

Let us compare the upper bound of Theorem 4.2 to the lower bound in Theorem 3.1. While The-
orem 4.2 is stated for half-uniform distributions, its proof is easily modified to work for the
URDE(1/2, s) problem where the support size is random. Then ¢ = 1 — O(1) and as s — oo,

1_%2/ = s(1+0(1)). Thus, the query time exponent in Theorem 4.2 is p, = 1—(1+0(1)))%.

URDE(1/2, s) is exactly the hard instance in Theorem 3.1, and so we know that any algorithm must
have p; > 1 — (1 + 0(1)) pgs as s — oco. Asymptotically, our algorithm therefore gets the right

lo
logarithmic dependence on s but with a leading constant of log(2) ~ 0.693 instead of 1.

Next we define the algorithm. Let £ and L be parameters which we will also specify shortly. During
preprocessing, our algorithm samples L subsets St, . .., S, of [n] each of size ¢ independently and
uniformly at random. For each i € L, it stores a set A; of all indices j € [k] such that S; C Tj,
namely the indices of the distributions p; which contain S; in their support. See Algorithm 1.

During the query phase, we receive n/s samples from p = p;- for some unknown i* € [k]. Our
algorithm first forms the subset Q) C [n] consisting of all elements that were sampled at least once.
Note that |@Q| < n/s as elements can be sampled several times. The algorithm proceeds in two steps.
First, it goes through the L sets .S1, ..., Sy, until it finds an ¢ such that S; C . Second, it scans
through the indices j € A;. For each such j it samples a set U; one element at a time from (). It

stops this sampling at the first point of time where either U; € T or |U;| = C'°&” for a sufficiently

g

*The requirement n/s > logk/c? is the information theoretic lower bound for the density estimation
problem.



Algorithm 1 Density estimation for half-uniform distributions (preprocessing)

1: Input: Half uniform distributions {p; }%_, over [n] with support sets {T;}~_,.
2: Qutput: A data structure for the density estimation problem.

3: procedure PREPROCESSING({p; }*_,)

4: for i =1to Ldo

5: S; < sample of size ¢ from [n]

6: Al<—{j€[k]|51CTJ}

7 Return (5;, A;)icr)

Algorithm 2 Query algorithm for half-uniform distributions

1: Input: Half uniform distributions {p;}*_, over [n] with support sets {T};}%_,, data structure
(Si, Ai)ier) < Preprocessing({p;}_,), and n/s samples from query distribution p = p;-.

2: Output: A distribution p;.

3: procedure DENSITY-ESTIMATION({p; }%_)

4: Q < {i € [n] | i appeared in the n/s samples}

5: for i =1to L do

6: if S; C @ then

7: for j € A; do

8: U; < sample from @ of size C 1"% for a large constant C.
9: if U; C T then

10: Return: p;

large constant C'. In the first case, it concludes that p; is not the right distribution and proceeds to the
next element of A; and in the latter case, it returns the distribution p; as the answer to the density
estimation problem. See Algorithm 2. We defer the formal proofs to Appendix B.

S Experiments

We test our algorithm in Section 4 experimentally on datasets of half-uniform distributions as in [1]
and corresponding to our study in Sections 3 and 4. Given parameters k and n, the input distributions
are k distributions each uniform over a randomly chosen n/2 elements.

Algorithms We compare two main algorithms: an implementation of the algorithm presented in
Section 4 which we refer to as the Subset algorithm and a baseline for half-uniform distributions
which we refer to as the Elimination algorithm. The Subset algorithm utilizes the same techniques as
that presented in Section 4 but with some slight changes geared towards practical usage. We do not
compare to the “FastTournament” of [1] since it was computationally prohibitive; see Remark C.1.

The Subset algorithm picks L subsets of size ¢ and preprocesses the data by constructing a dictionary
mapping subsets to the distributions whose support contains that subset. When a query arrives, scan
through the L subset until we find one that is contained in the support of the query. We then restrict
ourselves to solving the problem over the set of distributions mapped to by that subset and run
Elimination. The Elimination algorithm goes through the samples one at a time. It starts with a set of
distributions which is the entire input in general or a subset of the input when called as a subroutine of
the Subset algorithm. To process a sample, the Elimination algorithm removes from consideration all
distributions which do not contain that element in its support. When a single distribution remains, the
algorithm returns that distribution as the solution. As the input distributions are random half-uniform
distributions, we expect to throw away half of the distributions at each step (other than the true
distribution) and terminate in logarithmically in size of the initial set of distribution steps.

Experimental Setup Our experiments compare the Subset and Elimination algorithms while
varying several problem parameters: the number of distributions k, the domain size n, the number of
samples S (for simplicity, we use this notation rather than n/s samples as in the rest of the paper),
and the size of subsets ¢ used by the Subset algorithm. While we vary one parameter at a time, the
others are set to a default of £ = 50000, n = 500, S = 50, [ = 3. Given these parameters, we
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Figure 2: Comparison of efficiency of the Subset (Ours) and Elimination algorithms as (a): the
number of distributions k varies. Other parameters are set to n = 500,5 = 50,¢ = 3. (b): the
domain size n varies. Other parameters are set to k& = 50000, S = 50,¢ = 3. (c): the number of
samples S varies. Other parameters are set to k& = 50000, = 500,¢ = 3. (d): the subset size ¢
varies. Other parameters are set to £ = 50000, n = 500, S' = 50.

evaluate the Subset algorithm and the Elimination algorithm on 100 random queries where each query
corresponds to picking one of the input distributions as the true distribution to draw samples from.

In all settings we test, the Elimination algorithm achieves 100% accuracy on these queries, which
is to be expected as long as the number of samples is sufficently more than the log, k. There is
a remaining free parameter, which is the number of subsets L used in the Subset algorithm. We
start with a modest value of L = 200 and increase L by a factor of 1.5 repeatedly until the Subset
algorithm also achieves 100% accuracy on the queries (in reality, it’s failure probability will likely
still be greater than that of the Elimination algorithm). The results we report correspond to this
smallest value of L for which the algorithm got all the queries correct.

For both algorithms, we track the average number of operations as well as the execution time of the
algorithms (not counting preprocessing). A single operation corresponds to a membership query of
checking whether a given distribution/sample contains a specified element in its support which is the
main primitive used by both algorithms. We use code from [1] as a basis for our setup.

Results For all parameter settings we test, the number of operations per query by our Subset
algorithm is significantly less than those required by Elimination algorithm, up to a factor of more
than 6x. The average query time (measured in seconds) shows similar improvements for the Subset
algorithm though for some parameter settings, it takes more time than the Elimination algorithm.
While, in general, operations and time are highly correlated, these instances where they differ may
depend on the specific Python data structures used to implement the algorithms, cache efficiency, or
other computational factors.

As the number of distributions k increases, Figure 2a shows that both time and number of operations
scale linearly. Across the board, our Subset algorithm outperforms the Elimination algorithm baseline
and exhibits a greater improvement as k increases. On the other hand, as the domain size increases in
Figure 2b, the efficiency of the Subset algorithm degrades while the Elimination algorithm maintains
its performance. This is due to the fact that for larger domains, more subsets are needed in order to
correctly answer all queries, leading to a greater runtime.



In Figure 2c, we see that across the board, as we vary the number of samples, the Subset algorithm
has a significant advantage over the Elimination algorithm in query operations and time. Finally,
Figure 2d shows that for subset size ¢ € {2, 3,4}, the Subset algorithm experiences a significant
improvement over the Elimination algorithm. But for £ = 5, the improvement (at least in terms of
time) suddenly disappears. For this setting, that subset size requires many subsets in order to get high
accuracy, leading to longer running times.

Overall, on flat distributions for a variety of parameters, our algorithm has significant benefits even
over a baseline tailored for this case. The good performance of the Subset algorithm corresponds
with our theory and validates the contribution of providing a simple algorithm for density estimation
in this hard setting.
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A Appendix: Omitted Proofs of Section 3

Theorem 3.4 (Explicit lower bound for random GapSS instance). Consider any list-of-points data
structure for solving the random GapSS ( wq) which has expected space O(k**°«), uses expected
query time O (k‘”q "(1)), and succeeds with probability at least 0.99. Then we have the following
1 log 2—o(1)

+

lower bound for sufficiently small wy: py > 1 — 1+logw
q

Proof. Our proof proceeds by explicitly calculating the lower bound given in Theorem 3.2 when w,, =
% and w, approaches 0. Recall that Theorem 3.2 states that if a list-of-points data structure solves

GapSS(w.y,w,) for k points uses expected space k'™, and has expected query time kPa—r(1),
then for every a € [0, 1], we have that

DT|IP) — dltyllwg) _ ., DITIP) — ditw,)
dnwn) T T i e )m

ap, + (1 —« > inf «
Pa ( ),Ou T tg,ty €[0,1] (
tuFWy
Wy 0
Wy —Wq 1 —wy,

where P = } and T = arginf D(T||P).
T<P
XJE [X]_ |:’Mi|

We denote the fraction in the right hand side of Equation 1 as F'(¢,,t,). Our goal is to provide a
lower bound in the case w,, = 1/2.

First, notice that to satisfy 7' < P (i.e. supp(T) C supp(P)) and E [X] = Eq} , the only
X~T u

tq 0

available choice is T' = {t I

} . Plugging this in and expanding F'(t,, t,), we get
(tu — tq)log w“_uf + a - d(ty||wy) — ty log ;—1“ — o - d(tg||wg) + tqlog ;—“

d(tullwy) .
For w,, = 1/2 fixed, and for fixed wy, a, ¢, # 1/2, we can consider F' as a function of only t,.
Because I is a continuously differentiable function in terms of ¢, the infimum of F' (for fixed

Wy, Wq, v, t,,) can only be achieved either when OF/0t, = 0, or at the boundary points (t, = 0 or
tg — ).

F(ty,ty) = (2)

We first consider the case when the partial derivative is 0 and handle the endpoint cases later.

Calculating the partial derivative of F' with respect to ¢, gives us a t log -+ — log tuzte _

alog ; L ((11 u;“; When 2£ — (), we must have

oty
tu —tgq _ tfq e L -t : 3)
Wy, — Wy wy 1—wy) =

1—wqy

Plugging in the relation in (3) and w,, = 2, we have
(ty — t4)log = o — by log L — o - d(tg||wy) + tqlog ;—‘1
F(tu,ty) = a+ - -
! d(tu ku)
tu (log 2=t —log £ ) — tylog =t — - d(tyl|w,) + tylog 12
=+ i
d(tu||wy)
ty, (log uﬁ”:f}j‘ —log w—) —tqlog w“_fﬂ +(1—a)- tylog 5}—" —a-(1—-ty)log 1t
=« _l’_ u q q
d(tu||w.)
tu (log Zuzle og fu—“) — alog 2=t
=a+ ik - (Plugging in equation 3)
d(tuHWU)
tu<log(1—t")+log1 2w> aloglffu" .
=a+ z (Plugging in w,, = 1)
d(tul|3) ’
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By Lemma A.1, if we set v = 1 + ﬁ for w, is sufficiently small, we have F(t,,t,) > a —

wclflog 2—o(1) uniformly over ¢, t,. Next, let’s check the boundary cases. For t, = 0, Lemma A.8

proves that F'(¢,,0) > o — w;_o(l) > o — w;_logg_o(l). For t, — t;;, because g—tlz is continuous
OF

for0 <t, <t,and lim o, = +00, the infimum of F' cannot be achieved when ¢, — ¢,.
ty—ty

Thus, for w,, = 1/2, any fixed w, sufficiently small, o« = 1 + ﬁ, and any fixed ¢,, # 1/2 and the

1-log2—o(1)
q

infimum of F across 0 < t, < 1, is atleast o — w , where the o(1) term goes to 0 as Wy

goes to 0, uniformly across ¢,,,t,. So in fact, F(ty, tq) > o — w;_l°g2_o(1) uniformly across t,,, .

Applying this bound back to our original inequality in 1 gives us the desired bound. O

Our goal is to now bound the fraction in the final step of the proof of Theorem 3.4. The following
lemma bound this fraction.

Lemma A.1. Fix any constant 6 > 0. Suppose wq < 1 is smaller than a sufficiently small constant
¢ = ¢ that only depends on 0, w,, = 1/2, and o« = 1 + loglwq' Suppose these parameters satisfy the
relation given in Equation 3. Then

¢ 1 1—t
_ ty (log (1 - i) + log 172wq) — alog 7+ 1—log2—§
inf > —w, o8 :
tq,ty €[0,1] d(tu||wy)
tuFwey,
Equivalently,
_tg 1) 1=t
o tu(log(1- ) Hlog g ) —elog 5
inf 2 —w,
tq,tu€[0,1] d(tul[wy)
tuFw,y

for sufficiently small w,, where o(1) denotes a term that uniformly goes to 0 as wy — 0 (regardless
OftQa tu)

In the rest of this section, we use o(1) to denote any term that goes to 0 as w, — 0, uniformly
over ty,t,. We will prove some auxiliary lemmas before proving Lemma A.1. We first define the
following function H (z).

Definition A.2. For a value x, H(x) := zlog(2z) + (1 — z) log(2(1 — x)).

It is clear that H () is only defined when 0 < 2 < 1. Moreover, we note the following basic property
and provide its proof for completeness.

Proposition A.3. Forany z € (0,1), 2(3 — 2)? < H(z) < 16(3 — )%

Proof. 1t is simple to check that H(1/2) = 0 and H'(1/2) = 0. Moreover, the second derivative
isH'(z) =1+ L =L, For0<a<1,ao—2*<1/4,s0 H'(z) > 4 for all z. Thus,

H'"(z) > 2(3 — x)%

Next, we have that z — 2% > % for z € [1/4,3/4], which means H” (z) < % for z € [1/4,3/4].
Thus, H(z) < §(3 — x)? for z € [1/4,3/4]. Since the first derivative H'(z) = log(z) — log(1 — )
is negative for z < % and positive for z > % this means H (x) is maximized as x approaches either
0 or 1. But the limits equal log 2, so H(x) < log2 for all z. Since (3 — x)? > & forall1 >z > 3
or 0 < z < 1, this means for any such z, H(z) < log2 < 16log2 - (3 — 2)? <16 - (3 — z)2. So
in either case, H(z) < 16(3 — z)2. O

We are now ready to prove Lemma A.1.

Proof of Lemma A.1. For simplicity of notation, let z = ¢,. Recalling the value of o, w,, and

Equation 3, we have
; N r\1 1—z\% /1
W= — . = —wy ).
Wy 1—w, 2 a
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Now we denote the fraction in the lemma statement as b(x)/a(z) and we note

a=H(ty) =ty -log (2t,) + (1 —t,) -log (2(1 —tu)),

b:—a-log<11_1f>+tu~<log<1—tx>+log(112w>>. 4
— Wy u - q

From Proposition A.4, it suffices to check the following cases:

L 0<z<wi®, or w2'99 <z <z¥

99

1.01 1 0.
2. wy, <x<(l+m)wq,or(1 wy <z < wy?,

1
" log wq)

3. and (1+ @)wq <z<(1- ﬁ)wq-

In Case 1, x* is such that - € (0, x*) is the regime of x such that a and b are well defined. Proposition
A.4 further states that z* only depends on w, and 2* < wy 2% °M as w, — 0.

The cases are handled in Lemmas A.5, A.6, and A.7, respectively. Combining them proves Lemma
A.l. O

Proposition A.4. Suppose that 0 < w, < % and 0 < x < 1. Then, the regime of x such that a,b

are well defined is x € (0,2*), where 0 < x* < 1 only depends on wq and z* < w;_logQ_o(l) as

wq — 0.

Proof. We must have that 0 < ¢,, < 1, so that a = H (¢,,) is well-defined. If = 0, ¢,, = 0, and if

11—z
1—wy

x = 1, then log ( ) isn’t defined, so b isn’t defined. If 0 < = < 1, ¢, is always positive, so a

being well-defined is equivalent to 1 — ¢,, > 0, which is equivalent to

) (= 1-a 1—2\% /1

J— x —_— . . —_—— w .
Wy 1—w, 2 1

We can rearrange this as

(1—1;)_1/(10ng)_(1—x>1_a> 12w,  e(1/2—w,)
wg

T €T

70‘(1 - wq)a (1- wq)lJrl/(long) .

We can again rearrange this as

T 1

T 1— wq)1+1/(logwq

where C'(wy) is positive if w, < 1/3. This is equivalent to is equivalent to 0 < z < m
can set * = W Thus, a is well defined if and only if 0 < = < z*, where z* € (0, 1) clearly
1
1-2w,

So, we

holds. Moreover, if w, < 1/3, then log 11:5( and log are well-defined, and ¢t,, > = > 0 so

log (1 — %) is also well-defined. In summary, a, b are well defined if and only if 0 < x < 2* =

T+C(wq) "

Finally, we bound x* for wj, sufficiently small. Note that (1 — wq)1+1/(10g wq) — 1 4 o(1)and 1/2 —
Wy = 1/2 — 0(1), SO C(wq) = (% . (1 + 0(1))>—logwq — (6/2)—10gwq~(1i0(1)) — wé0g271:to(1).
Thus, C(wq) > wéog271+0(1)’ which means that z* < w;flog27o(1). 0

Lemma A.5. Suppose that wy is sufficiently small, and 0 < x < w;'m, or wg'gg < x < z*. Then,
b~ _wéflog27o(1)

a =

as wg — 0.

Proof. Since x is strictly positive, we can write © = w;+77 for some real y with |y| > 0.01. Then,

-«
—~/ log T . .
Z w7, 50 (i) = wy /18" — ¢=7_ Finally, since z = o(1) and wy = o(1), this means
Wq q Wq
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tu=x+e 7 (2+0(1)) =0.5-e77 £o(1) (e + 1). Since || > 0.01, this implies that, for
wy sufficiently small, ¢, — 0.5] > (1), which means « = H(t,,) = Q(1) by Proposition A.3.

We can also bound b as follows. Note that ’10g ( ) ’ = O(z + wy), so —« - log ( — ) >

—O(z + wg). Next, note that for w, sufficiently small (and thus x < x* is also sufficiently small),

@ 11—«
since0 < a,1 —a < 1, ( I) > 0.5, and (i) > 27 > z. Also, 3 — wy > +. Thus,
—Wq Wq

7
2%

) +log (1_;%))‘ < Ofty- (z/tu+wy)) = O(z+wy). Thus, || < O(z+wy).

- x. Therefore, 0 < ;& < S, which means ’log (1 — ﬁ)‘ < O(x/t,). Thus,

1
x
t

t - (log (1 -z

Since a = Q(1) is positive, and b > —O(z +w,), this means that £ > —O(z + w,). Since we know
that & < & < wy*%> ), this implies that £ > —wy 8>~ m
Lemma A.6. Suppose that wy®' < x < (1 + @)wq, or (1— @)wq <z < wd%. Then,
b _w2.99—0(1)‘
Proof. We again write 2 = w7, where this time || < 0.01. Since either z > (1 — ﬁ)wq or
x< (14 m)wq, this means that |y| > €2 (W) Then, we can write

0.99 —~/(log wy) 0 99 e’ 0.99 1

since 0.01 > [y| > © (—loglw ) so the w()?? term is negligible compared to . So, a = H (t,) =

O(v%) > Q (1/(log wy)*), by Proposition A.3.
Next, to bound b, note that ‘log (lljjq)‘ = Oz + wy) < O(wh™). Also, since t, = <~ +
O(wy??), this means that ¢, = (1), so (log (1 - *> + log ( ))’ < Oz +wy) =

O(w)?). Overall, [b] < O(w)),s0 2 > — w0, O

Lemma A.7. Suppose that (1 + 1o,

Jw <x§(1—%)wq Then, 2 > —w,

log w

log wq

. We will look at ¢, from a more fine

Proof. Suppose that = (1 + §)w,, where |3] < —
grained perspective.

Note that (wi)l_a (14 By Mowa) = o~ (BEOEN/Goguy) _ | _ B 0(1052, )
(6% «
Moreover, ( 1__1;) = (1 — M) —1_ ﬂwq o+ 0(B%w 2) Thus,

1
-« «
) (=) =m0 (o)
Wy 1—w, logw, 1— 1w, log wy
Thus, we can write
B B, B 1
1- - ax0 -
wq+6wq+< logw, 1—w, “ log wy g e

1 1 Wy 1 B2
2+5w£}ﬂ'<10gwq+l_wq.a).<2wq>i0<10gwq> ©)

Note that t,, = £ —©(/ log wg), since the other terms in (5) are all negligible compared to 3/ log wq,
which means that a = ©(?/(log w,)?) by Proposition A.3.

log

29

To bound b, we will need the more fine-grained approximation of ¢,, from (5). Indeed, note that

1og( ) log( — Bwq ) = flﬁ_%qq :I:O(62w§),andtu (log (1 — —) + log (m>) =

15



t. - log (t(tlu—;;;uq)) =t, - log (1 + f(‘”{{%) . Note that 2wgt,, = 2(1/2 — O(8/ logw,))w, =

wg — O(B - wy/log wy). Thus, 2wyt, —x = O(B - wy). Moreover, t,,(1 — 2w,) = O(1). Therefore,
we have that

2
. log (1 N t2wqtu — x)) _ L‘u'< Qwgty, — x) L0 ( 2wty — x)) > _ 2wgty — x:I:O(ﬁzwg).

(1 — 2w, tu (1 — 2w, tu (1 — 2wy, 1 — 2w,

Therefore,

b— o Bwg 2wgty, —

x
: + O(B*w)).

T—w, " 1-20, =00
Using the more fine-grained approximation of ¢,,, we have that

1 Yo a> (1= 2wq) — (wq + Pwy) £ O(Bqu)

gty — & = wq + 20w — w, <logw 1 —w
q q

1 Wy

— (2Bu? — Bw,) — w3 o) - (1= 2w,) £ O(Bw,)
( )

logw, 11— 1wy,

1 Wy

= —wB(1 — 2w,) — w,f ( . a) (1= 2w,) £ O(Bw,)

logw, 1—wy,

. a) (1= 2w,) £ O(B%w,)

3 < a > (1= 2wy) £ O(B*w,),

1 —w,

where the last line uses the fact that o = 1 + loglw . So,
q

pw «
b 2 O = £0( ).
Therefore, g| < O(wy - (logwq)z) < w;—O(l). .

Finally we check the endpoint cases of Theorem 3.4.
Lemma A.8. For F(t,,t,) defined in Equation 2, and for « = 1 + @, F(ty,0) > a— wéfo(l)

where o(1) goes to 0 as w, goes to 0, uniformly over t,.

Proof. Fort, = 0, we can calculate that

d(tu]|1/2) d(tul|1/2)

Let us first consider the term alog(1 — wg) — ¢, log(1 — 2w,). If we were to set t, = 1/2, this
equals

. ty log (1/2tﬁwq> — tulog(2ty) — ad(te||wg) . alog(l —wy) — t, log(1 — 2w,)

1 1 1 1
(1 + Iog wq)~log(1wq)2 log(1—2wq) = log(lqu)—§ log(lf2wq)+log wq-log(lqu) =—
For sufficiently small w,, | log(1 — 2w,)| < 3w,, which means that
w
alog(l —wy) — ty, log(l — 2w,) = _logiuq + O(w? + [ty — 1/2| - wy).

Wq

Note that — is positive, since log w, is negative. If w, is sufficiently small and |¢,, — 1/2| <

log wyq
= logcwq for some sufficiently small constant c, then the term O(wj + [t, — 1/2| - wy) is smaller than
*107;]#7 which means o log(1 — wgy) — t, log(1 — 2w,) > 0. Because d(t,||1/2) is nonnegative,
q
this means F > a > « — w;_o(l). Alternatively, if [t, — 1/2[ = —%-, then we still have
q

alog(l — wq) — ty log(1 — 2wy) > —O(w + [ty —1/2| - wg) > —O(wy), and by Proposition A.3,
2
d(t]1/2) = H(t.) = O((t, — 1/2)?) > Q (( =) ) So, F > a — O (w, - (logwg)?) >

log wq

a —we M. So, in either case, we have that F(t,,,0) > o — wy °"), where the o(1) term does not

depend on t,,. O
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B Appendix: Omitted proofs of section 4
Lemma B.1. The expected space usage of Algorithm 1 is O(L{ + Lk2~* + nk).

Proof. The algorithm has to store each of the L sets .S; which requires space O(L¢). Furthermore,
it needs to store the sets A; which each have expected size O(2 k). Indeed, the probability that a

random subset of size £ is contained in a given 7 is at most 2~¢. Finally, the algorithm needs to store
the sets 7; which takes O(nk) space. O

Lemma B.2. The expected query time of Algorithm 2 is O(L{ + f(l —g/2)f+ 1)

Proof. First, the algorithm forms the set () which takes O(n/s) time. Then, the algorithm goes over
the L sets S; until it finds an 4 such that S; C Q. This takes time O(L¢). Next, the algorithm goes
through the indices j € A;. For each such j, it samples the set U; one element at a time checking
it U; C Tj. Let us first bound the expected size of A;. We clearly have that i* € A;. Indeed,
S; C Q C T+ and A, lists all the j such that S; C T;. Now fora j € [k] with j # i*, the assumption
that ||p; — pi+|l1 > e, gives that |T; N Tj+| < n(3 — £). As the sampling of Sy,..., Sy and Q are
independent, we can view S; as a random size-/ subset of T;-. In particular, the probability that

S; C T} can be upper bounded by
T, N T\ (n(1/2—2/4)\" .
< =(1—-¢/2
( < ("7 (1-2/2)

[T+
and so, the expected size of |A;| is at most k(1 — £/2). Finally, using the assumption that ||p;« —
pjll1 > e for j # i*, and that n/s > (log k) /2, by a standard concentration bound, it holds for any
J # ¢ that |Q N T;| < |Q|(1 — ¢/4) with high probability in k. In particular, for j # i*, we only
expect to include O(1/¢) samples in U; before observing that U; C T;. In conclusion, the expected
query time is O(2 + L{ + £(1 — £/2)), as desired. O

S

¢
Lemma B.3. Let L = C 17%2/5) for a sufficiently large constant C. Assume that L = kO,

Then Algorithm 2 returns i* with probability at least 0.99.

Proof. Tt is readily checked that £ = O(log k) = O(logn), and further, for s > 10, it holds that

¢ =0(eky — O(ken) We record this for later use.
log s log s

Note that by standard concentration bounds, it holds with high probability in k that Q C T} only for
j =4*. Infact, as in the previous proof, for all j # i*, |Q NT}| < |Q|(1 —&/4) with high probability
in k. In particular, this implies that the algorithm with high probability never returns a j # ¢*. Indeed,
by a union bound, the probability of this happening is at most

EPr[U; C Tj) < k(1 —e/4)lUil = k(1 — g/4)C108n/e < o =C/* < 710,

where we used that k£ and n are polynomially related and C' is sufficiently large. In order for the
algorithm to succeed, it therefore suffices to show that there exists an ¢ € [L] such that S; C Q. In
that case, the algorithm will indeed return p;- with high probability.

The expected size of @ is

ElQl) = 2 (1 (- Z>/) 22 (1)

and by a standard application of Azuma’s inequality, it holds with high probability in n that
n — S .
Q=3 (1=e/*) = O((n/)"™). (©)

Note that the probability that a single set S; is contained in a fixed set () is
-1

(CEIE (|Q|ne>{ o

=0
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Using the bounds on / in the beginning of the proof, we find that £ < O((n/s)"®!). In particular,
conditioning on the high probability event of Equation (6), the probability in Equation (7) is at least,

4

1_6_2/5 1 1_6—2/3 £
( 9 _O<no.4930.51>> 26( 9 ) ’

for some constant ¢ > 0. The probability that no .S; is contained in () is at most

. 1— 672/5 o -
()
. ¢
We thus choose L = 2 (1_‘%2/) to ensure that this probability is at most e~ < 1/100 and the
result follows. O

We can now prove our main theorem of Section 4.

Theorem 4.2. Suppose n and k are polynomially related, s > 2, and that s is such that® =>0C log%k

for a sufficiently large constant C. Let € > 0 and p,, > 0 be given. There exists a data structure for
the HUDE(s, €) problem using space O(k'™P« + nk) and with query time O (kl_ TTos(2s) n/s)

‘
Proof of Theorem 4.2. Let us pick L = k*+. We further choose ¢ such that L = C (ﬁ) for
some sufficiently large constant C' as in Lemma B.3. In particular, ¢ < p,, lg(k), so we obtain that the
space bound from Lemma B.1 is O(k'*#« 4 nk). On the other hand, the bound on the query time

in Lemma B.2 is
k 1 o _& oo —2
O<kp“10gk+g(1€/2)z+n/5) O<kp"10gk+€k1+p”lg(l 2)/1g(162/s)+n/3>7

as desired. Finally, by the choice of L and /, it follows by Lemma B.3 that the algorithm returns *
with probability at least 0.99.

Note that while vastly simplified from the expression of Theorem 3.2 from [3], the expression for the
query time in Theorem 4.2 is unwieldy. For a simplified version of the theorem, one can note that
log(1 — 5) < —&/2 and for s > 2, we have that 1_%2/ < 2s, resulting in the claimed bound. [

Remark B.4. Theorem 4.2 is stated for the promise problem of Definition 4.1 where all distributions
p € P with p # p;« have ||p — p;«||1 > . However, even if this condition is not met, we can still
guarantee to return a distribution p; such that ||p; — p**|| < e with probability 0.99 and only a slight
increase in the query time. Indeed, as in the proof of Lemma B.3 as long as there exists an .S; C @,
the list A; will contain p;«. Moreover, as in the proof of that lemma, the algorithm will never return
a p; with ||p; — p;<|| > €. Thus it will either return p;« when it encounters it in the list A;, or a
distribution p; with ||p; — p;+|| < e. The only difference is that now the bound on the number of
samples included in U; in Lemma B.2 becomes O(log n/¢) instead of O(1/¢) with a corresponding
blow up by a log n factor in the query time.

C Remark about experimental setting

Remark C.1. The prior work of [1] also tested their “FastTournament” algorithm on random half-
uniform distributions. That algorithm works for the general problem and not just flat distributions, but
its generality makes it is much less efficient for the special case we consider. From their experiments,
in the setting where & = 8192, n = 500, and .S = 50, the best setting of parameters achieves less
than 98% accuracy using more than 400000 operations (their notion of operation corresponds to
querying the probability mass at a specific index for two distributions while our notion of operation
corresponds to querying whether a specific index is in the support of a single distribution/sample).
For a comparable setting of £ = 10000, n = 500, S = 50, our algorithm uses fewer then 20000

>The requirement n/s >> log k/e? is the information theoretic lower bound for the density estimation
problem.
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operations, more than a 20x improvement. In addition to having much better query time than
the general algorithm, our algorithm has subquadratic preprocessing time of O(kL¢) while the
tournament-based algorithm requires O(k?n) time which is prohibitive for the parameter settings
we test. For these reasons, we restrict our comparisons to our Subset algorithm and the Elimination
algorithm baseline, both tailored for the half-uniform setting.
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: All theorem statements have full proofs.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [ Yes]

Justification: We lay out the assumptions underlying our results and discuss our bounds in
comparison to prior work in the introduction.

. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [ Yes]
Justification: All theoretical claims have full proofs.

. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Full experimental details given in Section 5.

. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [ Yes]

Justification: Full experimental details given in Section 5. Code is attached in the supple-
mentary material.

. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Full experimental details given in Section 5.

. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: We do not report error bars but run experiments over 100 randomly chosen
queries to boost significance.

. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Full experimental details given in Section 5. The experiments are not computa-
tionally intensive for the parameter regime we study.
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NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [ Yes]
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Broader Impacts
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societal impacts of the work performed?

Answer: [NA]
Justification: The work is theoretical in nature and we do not envision any societal impacts.
Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: No new data or models were generated as part of this project.
Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [ Yes]
Justification: Yes, we use open-source code from [1].
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer:

Justification: The experimental code is a lightweight modification of an existing code base as
a proof-of-concept for our simple upper bound, so we do not add extensive documentation.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: No human subjects.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
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such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
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