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A SCALING LIMIT FOR ADDITIVE FUNCTIONALS

THIBAUD TAILLEFUMIER AND GORDAN ŽITKOVIĆ

Abstract. Inspired by models for synchronous spiking activity in neuroscience, we consider
a scaling-limit framework for sequences of strong Markov processes. Within this framework,
we establish the convergence of certain additive functionals toward Lévy subordinators, which
are of interest in synchronous input drive modeling in neuronal models. After proving an
abstract theorem in full generality, we provide detailed and explicit conclusions in the case of
reflected one-dimensional diffusions. Specializing even further, we provide an in-depth analysis
of the limiting behavior of a sequence of integrated Wright-Fisher diffusions. In neuroscience,
such diffusions serve to parametrize synchrony in doubly-stochastic models of spiking activity.
Additional explicit examples involving the Feller diffusion and the Brownian motion with drift
are also given.

1. Introduction

1.1. Neuroscientific motivation. This work is concerned with constructing and characteriz-
ing scaling limits of certain additive functionals of reflected diffusions and more general strong
Markov processes that feature in a variety of applied fields including statistical inference [TJ07;
GG11; BJP12], economics and finance [Kru91; LS07; Lin05], queuing theory [Kin61; Har88;
RR08] and mathematical biology [RS87].

Our primary motivation, however, stems from mathematical neuroscience. Within that field, a
leading approach to modeling neural networks posits that neuronal state variables obey systems
of coupled stochastic differential equations [GK02; Izh07]. In that approach, these neuronal state
variables model membrane voltages and evolve continuously in time, whereas the interactions
coupling these variables occur in an impulse-like fashion, by exchanging spikes among neurons.
A core conundrum in mathematical neuroscience is understanding the relationship between the
structure of neural networks and the regime of spiking activity that they support. Addressing
this question hinges on producing a repertoire of probabilistic spiking models that is rich enough
to reproduce realistic spiking activity, but also simple enough to drive stochastic dynamics that
are amenable to analysis [GN09].

One such recently proposed stochastic model [Bec+24] captures synchrony in spiking neurons
by using mixtures of iid distributions. More precisely, it models spiking configurations of K

2020 Mathematics Subject Classification. 60F17, 92B99, 60J55, 60J60, 60G51 .
During the preparation of this work the first named author was supported by the National Science Foundation

under Career Award DMS-2239679, and the second named named author by the National Science Foundation
under Grant DMS-2307729. Any opinions, findings and conclusions or recommendations expressed in this material
are those of the author(s) and do not necessarily reflect the views of the National Science Foundation (NSF).

1

http://arxiv.org/abs/2410.06383v1


A SCALING LIMIT FOR ADDITIVE FUNCTIONALS 2

neurons as random vectors (B1, . . . , BK) → {0, 1}K with probability law

P [B1 = b1, . . . , BK = bK ] = E

[

K
∏

k=1

Zbk(1− Z)1→bk

]

, (1.1)

where Z has the distribution F (dz) (called the mixing measure) supported by [0, 1]. Thus,
F represents the probability distribution of the fraction Z of coactivating inputs. The more
dispersed the distribution F , the more synchronous the spiking activity, a phenomenon that
can be quantified by remarking that Cov[Bk, Bl] = Var[Z], k #= l, so that the pairwise spiking
correlation satisfies

ω = corr [Bk, Bl] = Var [Z] /(E [Z] (1− E [Z])) for k #= l.

As the model is exchangeable with respect to the neuron indices, it is enough to focus on the
total number of spiking neurons S =

∑K
k=1Bk. Moreover, to make the model dynamic, we

replace S by a sequence {Sj}j∈N of iid copies of S, where j plays the role of time.
Next, we pick a family of mixing distributions {F ε}ε>0 on [0, 1] whose means scale linearly

with ε as ε↘ 0, and construct the family {Sεj}j∈N, ε > 0 as above. The scaling limit

Y (t) = lim
ε↘0

$t/ε%
∑

j=1

Sεj , t ≥ 0, (1.2)

can be shown to be a compound Poisson process whose jumps come at rate limε↘0(1−P[Sε = 0])/ε,
with the size J of each jump distributed as P[J = k] = limε↘0 P[Sε = k | Sε > 0] for k = 1, . . . ,K.
The limiting spiking correlation can be backed out of this distribution as follows:

lim
ε↘0

ωε =
E[J(J − 1)]

(K − 1)E[J ]
.

These compound Poisson processes can then serve as models for synchronous input drive to
biophysical neuronal models, where the degree of synchrony is entirely parametrized by the
jump distribution. Importantly, such compound-Poisson-process drives are simple enough to
allow for the analysis of the resulting driven neuronal dynamics, e.g., via classical point-process
techniques [BB13]. For instance, one can derive formulas quantifying the impact of synchrony
on the mixed moments of the neuronal voltage responses [Bec+24].

There are two key limitations to the approach of [Bec+24]. First, being computationally ori-
ented, the analysis of [Bec+24] focuses on a single exemplar, namely, a family of mixing measures
with beta distributions Fε ց Be(αε,β) with αε = βrε/(1− rε) and for which ω = 1/(1 + β). In
this narrow setting, it is possible to derive the exact jump distribution of the limiting compound
Poisson process. However, it is unclear whether one can obtain similar exact results for a wider
class of mixing measures, possibly corresponding to more realistic modeling choices. Second, the
construction by which compound Poisson processes emerge asymptotically in [Bec+24] is rather
unphysical as it assumes perfect independence across time at each step of the scaling process.
Such an assumption is contrary to biophysically realistic models of spiking activity which are
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known to exhibit nonzero correlation time. It would therefore be desirable to obtain asymp-
totic independence via a limiting procedure involving physically relevant, temporally correlated
spiking models rather than artificially independent ones.

A more realistic approach to modelling synchrony in discrete time uses doubly-stochastic
models of spiking activity: total spiking counts are defined as random variables {Sj}j∈N with

P [S1 = s1, . . . , SJ = sJ ] = E





J
∏

j=1

(

K

sj

)

Z
sj
j (1− Zj)

1→sj



, (1.3)

for J → N and s1, . . . , sJ → {1, . . . ,K}, where Zj =
∫ j
j→1Xt dt, j → N and {Xt}tց0 is a continuous-

time process with values in [0, 1], for instance the Wright-Fisher diffusion which will be treated
in detail later in the paper.

Given this setting, the primary motivation for this work is to understand under which con-
ditions more realistic doubly-stochastic models such as (1.3) yield compound Poisson scaling
limits. To formulate this problem more generally, let us remark that for the independent spiking
models (1.1) the processX is constant on intervals [j−1, j) with iid F ε-distributed values. In the
properly chosen scaling limit, with F ε taken to be a beta distribution parameterized as above,
dZε converges towards the random measure dA on [0,∞) as ε ↘ 0, such that A is the Lévy
subordinator with jump measure rβx→1 (1− x)β→1 dx. It is straightforward to show that given
a discrete spiking generation mechanism, e.g., a binomial or Poisson random generator, the limit
compound Poisson processes Y (t) emerge as scaling limits if and only if the limit mixing process
is a nondecreasing Lévy process. Since the mixing process of the doubly-stochastic model (1.3)
is given by the additive functional t (→

∫ t
0 Xs ds associated to the underlying Markov process X,

the general form of the problem at stake is to determine under which conditions scaling additive
functionals of Markov processes admit a Lévy subordinator as a limit.

1.2. Our contributions. The main focus of this work is the derivation of a class of scaling limits
which, in special cases, apply to models that address some of the above-mentioned limitations
of [Bec+24]. Before we describe them, let us outline the major mathematical contributions of
the paper.

1.2.1. The abstract convergence theorem. In their most general form, our results establish con-
ditions under which scaling limits of nonnegative additive functionals of stationary reflected
diffusions and, even more generally, stationary strong Markov processes converge to Lévy sub-
ordinators. While we give a formal definition at the beginning of Section 2, we remark here
that, informally speaking, an additive functional {At}t∈[0,∞) of a Markov process {Xt}t∈[0,∞) is

a generalization of the integral functional t (→
∫ t
0 g(Xs) ds where g is deterministic, and includes,

e.g., the local time functional (which corresponds, formally, to the case g = δ{0} when X is a
Brownian motion and the local time is accumulated at 0).

Visit times of a recurrent point x0 of a Markov process X split its trajectory into a sequence
of independent excursions. This independence property then transfers to the increments of an
additive functional A of X between visits to x0. This observation suggests a limiting regime in
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which the visits to x0 are “encouraged” by, for example, a time speedup. As the limit is ap-
proached, one has better and better mixing properties (in the sense of dynamical systems) which
leads to the convergence of the additive functional to a process with independent increments,
i.e., a Lévy process. These ideas are formalized in Theorem 2.1, with the most delicate task
being the identification of an appropriate topology on the path space. Indeed, the standard Sko-
rokhod’s J1−topology happens to be too strong as we expect sequences of continuous processes
(such as integrals of diffusions) to converge towards a discontinuous process (a non-deterministic
Lévy subordinator) in our setting. It turns out that another topology introduced by Skorokhod
in [Sko56], namely, the M1-topology, accomplishes the task. Indeed, our main, abstract, result
establishes weak-M1 convergence of a sequence of nondecreasing additive functionals of a se-
quence of general strong Markov processes towards a Lévy subordinator, provided that three
conditions are met. The first one is of technical nature and requires a uniform bound on the
moduli of continuity of the expectations of the additive functionals. The second makes sure that
the recurrent point x0 gets visited with higher and higher frequency, while the third concerns
the convergence of the one-dimensional distributions of the additive functionals. In addition to
the convergence result itself, our theorem gives an expression for the Laplace exponent of the
limiting Lévy subordinator.

To the best of our knowledge, the convergence of additive functionals of Markov processes
to subordinators has not been systematically studied in the literature. We do draw attention
to the recent work [Bét23] where convergence towards a stable Lévy process for sequences of
integrated one-dimensional diffusions is shown. In addition, related work on the convergence of
additive functionals, by [JKO09] in the Markov chain setting and by [CCG21] on the functional
central limit theorems for diffusions should be mentioned.

1.2.2. Reflected diffusions. Following our abstract result, we specialize to stationary one-di-
mensional reflected diffusions and give sufficient conditions (Theorem 3.2) on the sequence of
characteristics of the diffusions (speed measures and scale functions) and the characteristics of
the additive functionals (Revuz or representing measures). These are stated explicitly in terms
of the sequence of fundamental solutions associated with the diffusions killed at ”rates” dictated
by the additive functionals. Through this killing operation we combine each diffusion in the
sequence with its associated additive functional into a single killed diffusion which can than be
analyzed by analytic means. As a result, we derive a purely analytic criterion for convergence in
this framework, and give an expression for the Laplace exponent of the limiting subordinator.

1.2.3. The Wright-Fisher diffusion. Next, we return to our original application and consider a
model specified by (1.3) above, i.e., more precisely, the mixing process Z where the background
process X is a reflecting diffusion. In an effort to retain the marginal beta distribution, as in
the approach of [Bec+24], we choose the scaled stationary Wright-Fisher diffusion with three
parameters α, β and τ as a model for our background parameter X. The first two, α and β
dictate the shape of the marginal beta distribution, while τ plays a role in scaling and time
correlation. The biophysically relevant regime where β is fixed, while αε → 0 and τ ε → 0 at
the same rate is adopted and the additive functionals are given by the integrals

∫ t
0 X

ε(u) du.
Using the sufficient conditions of the previous section, we show that the limiting subordinator
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is a process whose Laplace functional can be expressed in terms of a quotient of modified Bessel
functions of the first kind. We stress that our analysis is made significantly more complicated
by the fact that explicit expressions for the fundamental solutions are not available for the
killed Wright-Fisher diffusion. Our approach is via series expansions where we show that one
can pass to the appropriate limit on the level of functions by passing to the limit coefficient-
by-coefficient. This, in turn, can be accomplished by observing that the coefficients come as
solutions to inhomogeneous but linear second-order recursive equations. The coefficients of
these recursive relations admit simple limits which then serve as the coefficients of the limits
recursion whose solution can be expressed in terms of hypergeometric and/or Bessel functions.

The limiting subordinator we obtain in this case has not been studied extensively in the
literature, to the best of the authors’ knowledge. Interestingly it has been featured in [PY03,
eq. (48), p. 12] where it is shown to admit a representation in terms of a time-changed occupation
time of a Bessel process. The last contribution of the section is a detailed study of various
properties of this subordinator. There we determine the range of finite moments of the jump
measure, give an explicit expression for its jump density in terms of the positive zeros of the
Bessel function, provide a computationally efficient recursive formula for its moments, express
its cumulants in terms of the Rayleigh function, and exhibit an unexpectedly simple continued-
fraction expansion of the Laplace exponent.

1.2.4. Additional examples. Besides our main example, the Wright-Fisher diffusion, we treat
explicitly two more. One involves Feller diffusions and the other the Brownian motion with
drift in specific, interesting, limiting regimes. In both situations, the increasing and decreas-
ing fundamental solutions of the killed processes admit explicit expressions in terms of special
functions: the Kummer U -function for the Feller diffusion and the Airy A and B functions for
the Brownian motion with drift. This simplifies the analysis and leads to thought-provoking
findings; while the limit in the Feller case is the inverse-Gaussian subordinator, it degenerates
to a determistic linear function even in the only natural scaling regime for the Brownian motion
with drift.

2. Convergence towards a Lévy subordinator

Our first task is to prove an abstract convergence theorem for strong Markov processes. Even
though all applications later in the paper fit into a diffusion framework, this level of generality
allows us to better highlight the key properties we need, and provide a basis for eventual future
applications.

For a metric space E, let D(E) be the set of all right-continuous functions ϕ : [0,∞) → E
which admit left limits at all t > 0. Such functions are commonly referred as càdlàg(short for
“continue à droite, limite à gauche”). D(E) comes naturally equipped with the σ-algebra D(E)
generated by the evaluation maps X(t) : D(E)→ E, X(t)(ϕ) = ϕ(t), as well as with the family
{θ(t)}t∈[0,∞), of shift operators θ(t) : D(E) → D(E) given by by (θ(t)(ϕ))(u) = ϕ(t + u) for
t, u ≥ 0.

Let {En}n∈N be a sequence of metric spaces, end let {xn}n∈N be a sequence of points xn → En.
Moreover, for n → N, let Pn be a measure on D(En), and let {Fn(t)}t∈[0,∞) be the Pn-completion
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of the natural filtration of the (canonical) process Xn = {Xn(t)}t∈[0,∞) made up of evaluation
maps. on D(En).

We assume that Xn is a time-homogeneous strong Markov process under Pn. More pre-
cisely, we assume that for each bounded random variable G on D(En), there exists a bounded
measurable function g̃n : En → R such that for each {Fn(t)}t∈[0,∞)-stopping time τ , we have

En[G ◦ θn(τ) | Fn(τ)] = g̃n(Xn(τ)), Pn-a.s. on {τ <∞}, (2.1)

where En[·] denotes the expectation operator with respect to Pn. In fact, we only need the
Markov property to hold on deterministic times and the following stopping times

T xn,t
n := inf{s ≥ t : Xn(s) = xn}.

Next, let {An}n∈N be a sequence nondecreasing additive functionals onD(En). More precisely,
for n → N, An is an {Fn(t)}t∈[0,∞)-adapted, càdlàg and nondecreasing process with the property
that An(0) = 0 and, for each s ≥ 0, we have

An(t+ s) = An(t) + (An(s)) ◦ θt for all t ≥ 0,Pn-a.s. (2.2)

Before we state the main result of this section, we recall that for each Lévy subordinator (non-
decreasing Lévy process) X there exists a nonnegative function Φ—called the Laplace exponent
of X—such that E[exp(−µXt)] = exp(−tΦ(µ)). We refer the reader to [Whi02, Chapter 12] for
the definition and the important properties of the Skorokhod’s M1-topology.

Theorem 2.1. Suppose that the following conditions hold:

(1) For each t ≥ 0, T xn,t
n → t in distribution as n→∞.

(2) There exists a function a : [0,∞)→ [0,∞), continuous at 0, such that a(0) = 0 and, for
all 0 ≤ s < t <∞ and n → N, we have

En[An(t)−An(s)] ≤ a(t− s)

(3) There exists a constant λ > 0 such that the limit

Rλ,µ = lim
n

En

[
∫ ∞

0
exp
(

− λt− µAn(t)
)

dt

]

(2.3)

exists for all µ > 0.

Then the sequence {An(t)}t∈[0,∞) converges in law, under the Skorokhod’s M1-topology, to a
Lévy subordinator whose Laplace exponent Φ(µ) is given by

Φ(µ) =
1

Rλ,µ
− λ.

Proof. For the sake of clarity, we divide the proof into four steps. As it will appear throughout
the proof, we define the following shortcut:

τn = T xn,t
n ,

where the dependence on t will always be clear from the context.

Step 1. For n → N, let Qn denote the law of An on D([0,∞)). Our first claim is that
assumption (2) implies that the family {Qn}n∈N is tight under the M1 topology on D([0,∞)).
It will be enough to prove this fact for the restrictions of our processes to bounded intervals
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of the form [0, T ), T > 0 (see [Whi02, section 12.9, pp. 414-416]). We base our approach on
[Whi02, Theorem 12.12.3, p. 426] which gives two necessary and sufficient conditions, labeled
(i) and (ii), for tightness under M1 on D([0, T ]). Condition (i) is easily seen to be satisfied in
our case because our assumption (2) implies that supn En[An(T )] <∞. Condition (ii) is related
to the modulus of continuity w′

s, which is defined in [Whi02, eq. (12.2), p. 424] as a maximum
of three terms. Since our processes are non-decreasing, the second term trivially vanishes. The
third term can be safely ignored since it is used to control the behavior at T , a point we left
out of our domain [0, T ) precisely for this reason. This leaves us with a single term, and the
following, simplified version of condition (ii):

∀ ε, η > 0, ∃ δ > 0, ∀n → N, Pn[An(δ) > ε] < η.

This, however, easily follows from assumption (2), via Markov’s inequality, thanks to the conti-
nuity of the function a at 0. Therefore, there exists an M1-weakly convergent subsequence

{Qnk}k∈N of {Qn}n∈N, (2.4)

and we denote its limit by Q. To keep the notation manageable in the sequel, we do not
relabel the convergent subsequence {Qnk}k∈N and proceed as if the original sequence {Qn}n∈N
converges. Lastly, let (Ω,F ,P) be a probability space on which a non-decreasing càdlàg process
A, with law Q, is defined.

Step 2. We start by transforming assumption (1) to a more useful form. Assumption (1)
implies that, for each t ≥ 0, there exists a strictly increasing sequence {nk}k∈N0

in N0 such that
n0 = 0 and for each k → N,

Pn[τn > t+ (k + 1)→1] < (k + 1)→1 for all n > nk.

We then define the sequence {εn}n∈N (which may depend on t) by

εn = k→1 for nk→1 < n ≤ nk, k → N, (2.5)

so that εn → 0, as n→∞. On the other hand, the inequality

Pn[τn > t+ εn] = Pn[τn > t+ k→1] < k→1 = εn for nk→1 < n ≤ nk,

implies that Pn[τn > t + εn] < εn for all n. Consequently, we have shown that assumption (1)
implies the existence of a sequence {εn}n∈N with εn → 0 such that

Pn[τn > t+ εn]
n→∞−−−→ 0. (2.6)

Step 3. By [Whi02, Theorem 2.5.1, (iv), p. 404] there exists a dense subset T of [0,∞), which
includes 0, such An → A in the sense of finite-dimensional distributions on T , i.e., such that for
all K → N and all t1, . . . , tK → T we have

(

An(t1), . . . , An(tK)
)

D−→
(

A(t1), . . . , A(tK)
)

. (2.7)

We pick t, δ ≥ 0 and define the sequence {Fn}n∈N of random variables by

Fn = f(An(t1), . . . , An(tK)), for K → N and 0 ≤ t1 ≤ · · · ≤ tK ≤ t,
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where t1, . . . , tK , t, t+ δ → T and f : RK → R is continuous, bounded and bounded away from
0. For each n and each bounded Lipschitz function g : R→ R, we have

En



Fng
(

An(t+ δ)−An(t)
)

= I1n + I2n + I3n,

where

I1n = En



Fn g


An(t+ δ)−An(t)
)

1{τn>t+εn}

]

,

I2n = En



Fn

(

g


An(t+ δ)−An(t)
)

− g


An(τn + δ) −An(τn)
)

)

1{τn≤t+εn}



and

I3n = En



Fn

(

g


An(τn + δ)−An(τn)
)

)

1{τn≤t+εn}



,

with {εn}n∈N given by (2.5).

Let C denote a generic constant, independent of n, but possibly depending on f and g. As
is customary, we allow C to change from occurrence to occurrence. The relation (2.6) above
implies that

∣

∣I1n
∣

∣ ≤ C Pn[τn > t+ εn]→ 0 as n→∞. (2.8)

Moving on to I2n, we use condition (2) together with the Lipschitz property of g and boundedness
of f , to conclude that

∣

∣I2n
∣

∣ ≤ CEn


∣

∣

∣
g
(

An(t+ δ)−An(t)
)

− g
(

An(τn + δ)−An(τn)
)
∣

∣

∣
1{τn≤t+εn}



≤ CEn


∣

∣

∣
An(t+ δ)−An(t)−An(τn + δ) +An(τn)

∣

∣

∣
1{τn≤t+εn}



≤ CEn

(

|An(τn)−An(t)|+ |An(τn + δ) −An(t+ δ)|
)

1{τn≤t+εn}



≤ CEn

(

An(t+ εn)−An(t) +An(t+ δ + εn)−An(t+ δ)
)

≤ Ca(εn)→ 0.

Lastly, by (2.2) and the strong Markov property (2.1), for each n → N, there exists a bounded
and measurable function g̃n : En → R such that

I3n = En



Fng
(

An(τn + δ)−An(τn)
)

1{τn≤t+εn}



= En



Fng
(

An(δ) ◦ θτn
)

1{τn≤t+εn}



= En



FnEn



g
(

An(δ) ◦ θτn
)

1{τn≤t+εn}

∣

∣

∣
Fn(τn)



= En



Fn1{τn≤t+εn}

]

g̃n(xn).
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Thanks to (2.7),

En[f(An(t1), . . . , An(tK))g(An(t+ δ) −An(t))] = lim
n

En[Fg(An(t+ δ)−An(t))] =

= lim
n
(I1n + I2n + I3n) = lim

n
En



Fn1{τn≤t+εn}

]

g̃n(xn).

As in (2.8) above, we have En



Fn1{τn>t+εn}

]

→ 0 so that

lim
n

En



Fn1{τn≤t+εn}

]

= E[f(A(t1), . . . , A(tK))].

Since f is bounded away from 0, we conclude that

E[f(A(t1), . . . , A(tK))g(A(t + δ)−A(t))]

E[f(A(t1), . . . , A(tK))]
= lim

n
g̃n(xn). (2.9)

As the process A is càdlàg, (2.9) holds for all K → N, and all 0 ≤ t1 ≤ · · · ≤ tK ≤ t < ∞,
δ ≥ 0 — not only those in T . Also, since the right-hand side depends neither on f nor on t,
the random variable A(t+ δ)−A(t) is independent of σ(As, s ≤ t) and its distribution does not
depend on t. In other words, A has stationary and independent increments. Since An(0) = 0 for
each n and M1-convergence implies convergence in distribution at 0, we conclude that A(0) = 0,
as well. Being right-continuous and nondecreasing, A is, therefore, a Lévy subordinator.

Step 4. To close the loop and complete the proof, we use condition (3). The space D([0,∞))
is J1-separable, where J1 refers to Skorokhod’s J1 topology (see [Whi02, Section 3.3., p. 78]).
Since the M1 topology is weaker than J1 (see [Whi02, Theorem 12.3.2, p. 398]), and D([0,∞))
is separable under J1 (see [Bil99, p. 112]), we conclude that D([0,∞)) is M1-separable, as well.
Therefore, we can use the Skorokhod’s representation theorem (see [Whi02, Theorem 3.2.2,
p. 78]) to couple the laws of {An}n∈N and A on the same probability space such that An → A
in M1, a.s. Next, we remember that, for right-continuous, nondecreasing functions, convergence
on a dense set towards a right-continuous function implies convergence at every continuity point
of the limit (see, e.g., [Kal21, proof of Theorem 6.20, p. 142], for the standard argument). From
there, we conclude that for nondecreasing functions M1-convergence implies convergence a.e.,
with respect to the Lebesgue measure. This is enough to establish that given nonnegative,
continuous, and bounded function f : R2 → R, integral functionals of the form

y (→
∫ t

0
f(u, yu) du, (2.10)

are continuous in the M1-topology when restricted to the set of nondecreasing functions in
D([0,∞)). The dominated convergence theorem yields

En

[
∫ ∞

0
e→λte→µAn(t) dt

]

→ E

[
∫ ∞

0
e→λte→µA(t) dt

]

,

for all λ > 0 and µ ≥ 0. Combined with condition (2.3), this implies that for some λ > 0 we
have

E

[
∫ ∞

0
e→λte→µA(t) dt

]

= Rλ,µ for all µ ≥ 0.
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On the other hand, since A is a Lévy subordinator, we have

Rλ,µ =

∫ ∞

0
e→λtE



e→µA(t)


dt =

∫ ∞

0
e→λte→tΦ(µ) dt =

1

λ+ Φ(µ)
,

where Φ is the Laplace exponent of A. Since Φ completely characterizes the distribution of
A(1), and, thus, the law of the entire Lévy process A, we conclude that the limit is the same for
each choice of a convergent subsequence in (2.4). This implies that the entire sequence {An}n∈N
converges in law, under M1, towards A. !

3. Sequences of Stationary Reflected Diffusions

In this section we derive sufficient conditions for Theorem 2.1 to hold for sequences of station-
ary reflected one-dimensional diffusions. We refer the reader to [BS02, Chapter II] for a succinct
but comprehensive summary of the terminology (such as “entrance” and “exit” boundaries, e.g.)
and the standard properties of one-dimensional diffusions, or to the canonical book [IM74] for
the complete treatment. In particular, for being Feller (Cb → Cb) processes, diffusions are strong
Markov processes and satisfy the pre-conditions for our abstract convergence result of Theorem
2.1.

3.1. Preliminaries on one-dimensional diffusions. Assume that X is a regular stationary
one-dimensional diffusion X without explosion or killing, with the state space I = [0, r), for
some r → (0,∞]. We denote by (Px)x∈I the associated Markov family of probability measures
on the canonical space, with Px being the law of the process “started” at x at time 0. Non-
deterministic initial conditions correspond in the usual way to the mixtures Pν :=

∫

Px ν(dx).
All of these laws are fully determined by the speed measure m and the strictly increasing and
continuous scale function s. We assume that the left endpoint 0 is nonsingular (both “entrance”
and “exit”) and that m({0}) = 0 (instantaneous reflection at 0). The right endpoint may or
may not be “entrance”, but we do not allow it to be “exit”.

Stationarity implies that m coincides with the unique stationary distribution up to a constant,
and we assume from now on that this constant is 1, i.e., that m is a probability measure. This
normalization immediately singles out a normalization for the increment s(x)− s(0) of the scale
function s. Since 0 → I, we may (and do) assume that s(0) = 0, which, then, completely
determines s.

Let T x denote the first hitting time of the level x for X. Given λ > 0, the decreasing
fundamental solution (a.k.a. the decreasing function) ϕ0 and the increasing fundamental solution
(a.k.a. the increasing function) ψ0 associated with X are defined by

ϕ0(x) =

{

Ex


e→λT
xϕ ]

, x ≥ xϕ,

1/Exϕ


e→λT
x]

, x < xϕ,
ψ0(x) =

{

Ex


e→λT
xψ


, x ≤ xψ,

1/Exψ


e→λT
x]

, x > xψ,
(3.1)

where xϕ, xψ → [0, r) are arbitrary, but fixed. In fact, we are only interested in the equivalence
classes of ϕ0 and ψ0 modulo equality up to a multiplicative constant. In particular, this makes
the choice of the constants xϕ and xψ irrelevant.
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Let A be a continuous and nondecreasing additive functional of X. More precisely, A denotes
a continuous nondecreasing process, defined on the canonical space D([0,∞)), with the property
that for each s ≥ 0 we have

A(t+ s) = A(t) +A(s) ◦ θt, for all t ≥ 0, Pn-a.s.

One of the main ideas of this section is to use A to “kill” the process X so as to be able to
analyze the behavior of both A and X by studying a single, killed diffusion. With that in mind,
we let Xµ be the process with the same dynamics as X, but killed at the “rate” µdA(t), with
µ > 0. More precisely, with τ being an exponentially distributed random variable with rate 1,
independent of {X(t)}t∈[0,∞) under each (Px)x∈I , we define

T µ = inf{t ≥ 0 : µA(t) ≥ τ},
and then

Xµ(t) =

{

X(t), t < T µ

∆, t ≥ T µ,
(3.2)

where ∆ is an isolated “cemetery” state added to the state space I. The killed diffusion process
Xµ can be equivalently characterized in terms of its killing measure k. This measure, also known
as the representing measure of A. has the property (see [BS02, par. 23., p. 28]) that

A(t) =

∫ t

0
L(t, y) k(dy),

where L(t, y) denotes the (diffusion) local time of X at the level y, accumulated up to time t.
In the particular case for which we choose A(t) =

∫ t
0 g(Xu) du, the definition of the local time

as an occupation density with respect to the speed measure m implies that k(dy) = g(y)m(dy)
(see [BS02, par. 23., p. 28]).

Even though the speed measure and the scale function of X and Xµ are the same, the
decreasing and increasing fundamental solutions for the killed process Xµ defined by

ϕµ(x) =

{

Ex


e→λT
xϕ
1{Txϕ<Tµ}

]

, x ≥ xϕ,

1/Exϕ


e→λT
x
1{Tx<Tµ}

]

, x < xϕ,

ψµ(x) =

{

Ex


e→λT
xψ
1{Txψ<Tµ}



, x ≤ xψ,

1/Exψ


e→λT
x
1{Tx<Tµ}

]

, x > xψ,

(3.3)

generally differ from their X-related counterparts defined in (3.1). Note that xϕ and xψ play
the same role in (3.1) and (3.3). To prepare for the statement of Lemma 3.1 below, we remind
the reader of the following notation:

d+

ds
f(x) = lim

ε↘0

f(x+ ε)− f(x)

s(x+ ε)− s(x)
and

d+

ds
f(x+) = lim

y↘x

d+

ds
f(y).
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Lemma 3.1. Let A be a continuous and nonnegative additive functional of X, let k be its
representing measure. For each x → I, µ ≥ 0 and λ > 0, we have

0 ≤ Ex

[
∫ ∞

0
e→λt→µA(t) dt

]

−
ϕµ(x)

ϕµ(0)

∫

I ϕ
µ(y)m(dy)

µk({0})ϕµ(0) − d+
ds ϕ

µ(0+)
≤

1

λ

(

1−
ϕ0(x)

ϕ0(0)

)

. (3.4)

Proof. For x → I, we set

R(x) = Ex

[
∫ ∞

0
e→λt→µA(t) dt

]

and E(x) = Ex

[

∫ T 0

0
e→λt→µA(t) dt

]

,

where T 0 denotes the first-hitting time of level 0 for X. It follows directly from the definition
of the fundamental solutions (3.1) of X that

0 ≤ E(x) ≤ Ex

[

∫ T 0

0
e→λt dt

]

=
1

λ

(

1− Ex


e→λT
0
)

=
1

λ

(

1−
ϕ0(x)

ϕ0(0)

)

.

On the other hand, we have

R(x) = Ex

[

∫ T 0

0
e→λt→µA(t) dt+

∫ ∞

T 0

e→λt→µA(t) dt

]

= E(x) + Ex

[

e→λT
0→µA(T 0)

∫ ∞

T 0

e→λ(t→T 0)→µ(A(t)→A(T 0)) dt

]

= E(x) + Ex


e→λT
0→µA(T 0)



R(0)

where the last equality follows from the strong Markov property. Since Ex


1{t<Tµ}

∣

∣ FX
t

]

=

Px


T µ > t
∣

∣ FX
t

]

= exp(−µA(t)), the equality

ϕµ(x)

ϕµ(0)
= Ex



e→λT
0→µA(T 0)



.

follows readily from the definition of the fundamental solutions (3.3) of Xµ. Let

Uλf(x) = Ex

[
∫ ∞

0
e→λtf(Xµ

t ) dt

]

= Ex

[
∫ Tµ

0
e→λtf(Xt) dt

]

= Ex

[
∫ ∞

0
f(Xt)e

→λt→µA(t) dt

]

be the resolvent operator associated to Xµ, so that R(x) = Uλf(x) for f ≡ 1. According to
[BS02, Section II.1, par. 10, p. 18], the resolvent operator of the killed diffusion Xµ has a kernel
that is absolutely continuous with respect to m. Moreover, we have the following expression for
R(0):

R(0) =

∫

I
r̃(y)m(dy), with r̃(y) =

1

w
ψµ(0)ϕµ(y),
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where the value of the Wronskian w given by

w = ϕµ(x)
d+

ds
ψµ(x)− ψµ(x)

d+

ds
ϕµ(x),

is independent of the choice of x → (0, r). Since 0 is a reflective (when k({0}) = 0) or an elastic

(when k({0}) > 0) boundary, we have limx→0
d+

ds ψ
µ(x) = µk({0})ψµ(0), which, in turn, implies

that

w = lim
x↘0

(

ϕµ(x)
d+

ds
ψµ(x)− ψµ(x)

d+

ds
ϕµ(x)

)

= ψµ(0)

(

µk({0})ϕµ(0) −
d+

ds
ϕµ(0+)

)

,

completing the proof of the lemma. !

3.2. Sufficient conditions for convergence. Adopting the diffusion framework of the previ-
ous subsection, let {Xn}n∈N be a sequence of diffusions, and {An}n∈N be an associated sequence
of continuous and nonnegative additive functionals. We keep all the notation from the previous
subsection with an additional subscript n → N; in particular, the state space of Xn is In = [0, rn),
its speed measure mn, and the representing measure of An is kn.

The main result of this section is Theorem 3.2 below which provides sufficient—and readily
verifiable—conditions for Theorem 2.1 to hold within our diffusion framework. The notation
ν /1 m refers to first-order stochastic dominance, i.e., to the fact that

∫

f dν ≤
∫

f dm, for
all nondecreasing, nonnegative, measurable function f . We remind the reader that the speed
measures mn are always assumed to be finite and normalized so that mn(In) = 1 for all n, and
denote by T 0

n the first hitting time of the level 0 by Xn.

Theorem 3.2. Let {νn}n be a sequence of probability measures on {In}n such that, νn /1 mn.
Suppose that

(1) limn
∫

ϕ0
n(x)mn(dx) = 1,

(2) Eνnn [An(t)−An(s)] ≤ a(t− s) for all n → N and all s < t, for some function a : [0,∞)→
[0,∞), continuous at 0,

(3) For each µ > 0
(a) limn

∫

ϕµ
n(x) νn(dx) = 1 and

(b) the limit Φ(µ) := limnΦn(µ) exists in R, where

Φn(µ) := µ

∫

ϕµ
n(x) kn(dx)

∫

ϕµ
n(x)mn(dx)

, (3.5)

where kn is the representing measure of An.

Then the conditions (1), (2) and (3) of Theorem 2.1 are satisfied when Xn is started from
νn, En = In and xn = 0. Morover, Φ is the Laplace exponent of the limiting subordinator.

Proof. We start with the condition (1) of Theorem 2.1. Let ω1, ω2 be two probability distribu-
tions on [0,∞) such that ω2 dominates ω1 in the first-order stochastic sense. This is equivalent
to saying that two random variables N1 and N2, with distributions ω1 and ω2 can be defined on
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the same probability space (Ω̃, F̃ , P̃) such that, a.s., we have N1 ≤ N2. The same space can be
extended so that it supports two processes Xρ1 and Xρ2 , with laws P

ρ1
n and P

ρ2
n , respectively,

and with the additional requirement that Xρ1(0) = N1 and Xρ2(0) = N2. Denoting the coupling
time of Xρ1 and Xρ2 by τ = inf{t ≥ 0 : Xρ1(t) = Xρ2(t)}, the strong Markov property implies
that the process X̃ρ1 given by

X̃ρ1(t) =

{

Xρ1(t), t < τ

Xρ2(t), t ≥ τ
,

has the same law as Xρ1 , namely P
ρ1
n . Since the paths of Xρ1 and Xρ2 are continuous and

Xρ1(0) ≤ Xρ2(0), we have

X̃ρ1(t) ≤ Xρ2(t) for all t ≥ 0, P̃-a.s. (3.6)

Taking ω1 = δx1
and ω2 = δx2

with x1 ≤ x2, allows us to conclude that the map x (→ Px
n[T

0
n ≥ ε]

is nondecreasing. We then combine this fact with (3.6), but now applied to ω1 = νn and ω2 = mn,
to obtain the following estimate:

Pνnn [T xn,t ≥ t+ ε] = E0
n



PXn(t)
n [T 0

n ≥ ε]


= Ẽ


PX̃νn (t)
n [T 0

n ≥ ε]


≤ Ẽ


PXmn (t)
n [T 0

n ≥ ε]


We conclude by observing that applying Markov inequality leads to

Ẽ


PXmn (t)
n [T 0

n ≥ ε]


= Ẽ


PXmn (t)
n [1− e→λT

0
n > 1− e→λε]



≤
1

1− e→λε
Ẽ


Ẽ


1− e→λT
0
n
∣

∣Xmn(t)


=
1

1− e→λε

∫

(1− ϕ0
n(x))mn(dx)→ 0,

where the convergence to 0 follows from assumption (1) above. This shows that assumption (1)
of Theorem 3.2 implies condition (1) of Theorem 2.1

Assumption (2) in Theorem 3.2 is identical to condition (2) in Theorem 2.1.

Moving on to condition (3) in Theorem 2.1, we start by applying inequalities (3.4) from
Lemma 3.1 to Xn and An. Integrating in x the resulting inequalities with respect to νn yields

0 ≤ Eνnn

[
∫ ∞

0
e→λt→µAn dt

]

− bnR
λ,µ
n ≤ cn,

where

bn =

∫

ϕµ
n(x)νn(dx), Rλ,µ

n =

∫

ϕµ
n(x)mn(dx)

kn({0})µϕµ
n(0)− d+

dsn
ϕµ
n(0+)

, and

cn =
1

λ

(

1−
∫

ϕ0
n(x) νn(dx)

)

.

Assumption (3a) in Theorem 3.2 directly implies the convergence bn → 1. Since ϕ0
n is a non-

increasing function that is bounded from above by 1 and since νn /1 mn, assumption (1) in
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Theorem 3.2 also implies that

1 ≥
∫

ϕ0
n(x) νn(dx) ≥

∫

ϕ0
n(x)mn(dx)→ 1,

i.e., cn → 0. To show that the assumptions of Theorem 3.2 imply condition (3) of Theorem

3.2, it remains to check that the existence of limnR
λ,µ
n is equivalent to that of limnΦn(µ). To

check this, notice that since the right endpoint rn is either natural or entrance but not exit, the
function ϕµ

n has the following properties (see [BS02, Section II.1, par. 10., pp. 18-19]):

(1) For all a < b with a, b → Int In

λ

∫ b

a
ϕµ
n(x)mn(dx) +

∫ b

a
ϕµ
n(x)µkn(dx) =

d+

dsn
ϕµ
n(b)−

d+

dsn
ϕµ
n(a),

(2)

lim
b→rn

d+

dsn
ϕµ
n(b) = 0.

Therefore, remembering that mn({0}) = 0 and letting b→ rn and then a→ 0, we obtain

−
d+

dsn
ϕµ
n(0+) = λ

∫ ∞

0
ϕµ
n(x)mn(dx) + µ

∫ ∞

0+
ϕµ
n(x) kn(dx)

= λ

∫ ∞

0
ϕµ
n(x)mn(dx) + µ

∫ ∞

0
ϕµ
n(x) kn(dx)− µkn({0})ϕµ

n(0)

Bearing in mind the definitions of Rλ,µ
n and Φn(µ), the above equality implies that Rλ,µ

n =

(λ + Φn(µ))→1, which shows that the existence of limnR
λ,µ
n is equivalent to the existence of

limnΦn(µ) and completes the proof. !

Remark 3.3. For practical purpose, establishing the existence of the limit in (3.5) is the only
“hard” condition of Theorem 3.2. Indeed,

(1) Condition (1) is equivalent to Pmn
n [T 0

n > ε] → 0. This will hold, in particular, if Xn

is the sequence of time-dilations (speedup) of a single diffusion - subject to regularity
conditions - which has 0 as a recurrent point.

(2) Condition (2) is easy to check if the functional An is of the form An(t) =
∫ t
0 g(Xn(t)) dt,

which will be the case of interest in most applications. A simple sufficient condition in
that case is that the expectation Eνnn [g(Xn(t))] be bounded, uniformly in n → N and t
on compacts. This will clearly be the case when νn = mn and g is uniformly integrable
over all mn. If we only have νn /1 mn, the coupling argument of the proof of Theorem
3.2, leading to (3.6) above, implies that the Pνnn -distributions of Xn(t) increase with t in
the sense of the first-order stochastic dominance. Therefore, (2) will hold in that case
too, if we additionally assume that g is nondecreasing.

(3) Finally, condition (3b) makes sure that the accumulation of the additive functional An

by the time 0 is hit for the first time can be (asymptotically) ignored. A limiting theorem
could be proven even if this condition is not satisfied, but the limiting process would have
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a nontrivial independent initial jump, drawn from a possibly different jump distribution,
before shifting into the subordinator dynamics.

The two following sections deal with applications of Theorem 3.2. In the first section, we
focus on a sequence of Wright-Fisher diffusions, whose study is the practical motivation for this
work. In the next section, we examine additional examples for which an analytical treatment is
possible.

4. Wright-Fisher Diffusions

4.1. The scaling regime. Using the notation of Section 3 above, we consider a sequence
{Xn}n∈N of diffusions on the state space In = [0, 1), and generally parameterized by three
sequences {τn}n∈N, {αn}n∈N and {βn}n∈N of strictly positive numbers. Their infinitesimal gen-
erators are given by

Gnf(x) =
1

τn
x(1− x)f ′′(x) +

1

τn
(αn(1− x)− βnx)f ′(x), (4.1)

for f → C2
c ((0, 1)). We always assume that Xn(0) = 0, i.e., that the initial distribution νn is δ0.

As our focus will be on the regime αn → 0, the Feller condition at the left boundary point will
not be satisfied, rendering it nonsingular. This implies, in particular, that information about
the behavior there, additional to that contained in the generator (4.1), needs to be specified
separately. We choose instantaneous reflection there as it is not only the most interesting
choice mathematically, but it also best fits our intended application to neuroscience. The Feller
condition at the right boundary, on the other hand, will be met since we always assume that
βn > 1. Thanks to [KT81, eq. (6.19), p. 240], this assumption will imply that the right boundary
is “entrance” but not “exit”. We have the following expressions for the derivatives of the scale
functions and the densities of the speed measures

s′n(x) = τnB(αn,βn)x
→αn(1− x)→βn ,

m′
n(x) =

1

B(αn,βn)
xαn→1(1− x)βn→1,

where B(α,β) = Γ(α)Γ(β)/Γ(α + β) is the Beta function and Γ(·) is the Gamma function. We
refer the reader to [KT81, Example 8, p. 239] for the details, as well as for a discussion of various
properties and features of the Wright-Fisher diffusion.

The scaling regime adopted in this section is

τn → 0, βn = β > 1 and
αn

τn
→ γ for some γ → (0,∞), (4.2)

with the sequence {An}n∈N of additive functionals given by

An(t) =
1

τn

∫ t

0
Xn(u) du. (4.3)

The particular choices made in (4.2) are partly dictated by modeling considerations, and partly
by their mathematical interest. Moreover, this regime is essentially forced by the choice that
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{βn}n∈N be constant, the assumptions of Theorem 3.2 and the requirement that the limit be
nondeterministic. Indeed, as can be checked directly, we have

Emn
n

[

1

τn

∫ 1

0
Xn(t) dt

]

=
αn

τn

1

αn + β
and (4.4)

Varmn
n

[

1

τn

∫ 1

0
Xn(t) dt

]

=
2β

(αn + β)3(1 + αn + β)

e→
αn+β
τn − 1 + αn+β

τn
αn+β
τn

(4.5)

From there, it follows that 1/τn is, indeed, the proper scaling for
∫ 1
0 Xn(t) dt, and that, given

that scaling, the limiting variance will be nontrivial only if the limit of αn/τn exists in (0,∞).

4.2. An application of Theorem 3.2. Next, we turn to the decreasing fundamental solutions
{ϕµ

n}n∈N of the killed diffusion defined in (3.3) above. We take the analytic approach and
characterize ϕµ

n, up to a multiplicative constant, as a decreasing solution of the following second
order ODE:

Gnu(x)−
(

λ+
µ

τn
x

)

u(x) = 0, x → (0, 1). (4.6)

Since the right boundary is singular, we impose no boundary conditions at all.

In order to pass to a limit in the following subsection we need a better understanding of
the structure of the solution of (4.6) than is provided by the general theory. Given that we
are working with a polynomial diffusion, i.e., a diffusion with an infinitesimal generator whose
coefficients are polynomials, it is likely that the solutions to (4.6) admit power-series expansions
amenable to further analysis. It turns out that this most direct approach is the most convenient
one as well. To see this, let us consider a candidate solution uµn specified as

uµn(x) =
∞
∑

k=0

an(k)(1 − x)k, (4.7)

where the coefficient sequence {an(k)}k∈N0
is defined by the following recursive relations:

an(0) = 1, an(1) =
λτn + µ

β
and (4.8)

an(k) = cn(k − 1)an(k − 1)− cn(k − 2)an(k − 2), for k ≥ 0, (4.9)

where

cn(k − 1) =
λτn + µ+ (k − 1)(k + αn + β − 2)

k(β + k − 1)
, and (4.10)

cn(k − 2) =
µ

k(β + k − 1)
. (4.11)

These recursions are obtained by coefficient matching when (4.7) is formally inserted in (4.6).
Moreover, even though the equation (4.6) is of second order, the value of the coefficient an(1) is
completely determined by the equation due to degeneration of ellipticity at the right boundary.
On the other hand, the choice an(0) = 1 is only a normalization.
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Lemma 4.1. For each ε > 0 there exist constants Cε > 0 and Nε → N such that

|an(k)| ≤ Cεk
→(2→ε) for all k → N and n ≥ Nε. (4.12)

Proof. Given ε → (0, 1), we set K1
ε = 8β/ε and pick Nε → N , such that αn < ε/4 and τn < 1 for

n ≥ Nε. For k ≥ K1
ε and n ≥ Nε, we have 2→αn

k+β→1 ≥
2→ε/2

k , so that

0 ≤ cn(k − 1) = 1−
(2− αn)

k + β − 1
+

2 + λτn − αn − β + µ

k(k + β − 1)
≤ 1−

η + ε/2

k
+

ω

k2
,

where η = 2− ε, λ = supn λτn <∞ and ω = 2 + λ+ µ. We also have

0 ≤ cn(k − 2) ≤
µ

k2
.

Let bn(k) = |an(k)|/k→η , so that, for k ≥ K1
ε and n ≥ Nε we have

bn(k) =

(

1−
η + ε/2

k
+

ω

k2

)

bn(k − 1)(k − 1)→η

k→η
+

µ

k2
bn(k − 2)(k − 2)→η

kη

≤ max
(

bn(k − 1), bn(k − 2)
)

f(1/k),

where

f(x) = (1− x)→η
(

ωx2 − x(η + ε/2) + 1
)

+ µ(1− 2x)→ηx2 for x < 1/2.

Clearly, f is C1 on [0, 1/2), f(0) = 1 and f ′(0) = −ε/2, so there exists x0 > 0 such that f(x) ≤ 1
for x → [0, x0], i.e.,

bn(k) ≤ max(bn(k − 1), bn(k − 2)) for k ≥ Kε := max(K1
ε , 1/x0). (4.13)

The absolute values of the coefficients cn(k) and the initial conditions an(0), an(1) admit n-
independent bounds, which implies that

B(k) := sup
n

bn(k) ≤ sup
n

kη|an(k)| <∞ for each k → N. (4.14)

Combined with (4.13), the finiteness of B(k) in (4.14) above implies that, for n ≥ Nε we have

|an(k)|k→η ≤ Cε := max
k≤Kε

B(k) <∞. !

Proposition 4.2. The function uµn is well-defined by (4.7) on [0, 2], real analytic on (0, 2), and
we have ϕµ

n = uµn on [0, 1], up to a multiplicative constant.

Proof. The bounds of (4.12), for ε < 1, imply immediately that the series (4.7) converges
absolutely on [0, 2] and that it defines a continuous function there. Analyticity on (0, 2) then
follows from the fact that the radius of convergence is at least 1. In particular, we can differentiate
them term by term and then perform an easy calculation using (4.9) and (4.8) to conclude that
uµn solves (4.6) on (0, 1) and that uµn(1) = 1, (uµn)′(1) = −(λτn + µ)/β.

Next, we show that uµn is strictly decreasing. Arguing by contradiction, we assume, first, that
(uµn)′(x) ≥ 0 for some x → (0, 1), and let x0 → (0, 1] be the supremum of all such x. Strict
negativity of the derivative (uµn)′(1) implies that (uµn)′ < 0 in a neighborhood of 1, and so,
x0 < 1. Hence, (uµn)′(x0) = 0 and (uµn)′(x) < 0 for x → (x0, 1), which, in turn, implies that
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(uµn)′′(x0) ≤ 0. Since uµn satisfies (4.6), we must have uµn(x0) ≤ 0. This is in contradiction with
the fact that uµn(1) = 1 and (uµn)′(x) ≤ 0 for all x → [x0, 1).

Finally, we appeal to the general general theory of one-dimensional diffusions (see [BS02,
Section II.1, par. 10., pp. 18-19]), which states that ϕµ

n is the unique, up to a multiplicative
constant, decreasing solution to (4.6) (no boundary conditions needed). Therefore, ϕµ

n and uµ

agree on (0, 1), up to a multiplicative constant. By continuity, the same is true on [0, 1]. !

Next, we analyze the limiting behavior of the sequence {ϕµ
n}n = {uµn}n∈N. Since the coeffi-

cients in (4.9), as well as the initial conditions (4.8), converge to finite values as n → ∞, the
solutions converge too, and we set a(k) := limn an(k). Moreover, the limiting coefficients satisfy
the following (limiting) recursive equation

a(0) = 1, a(1) =
µ

β
and (4.15)

a(k) =
µ+ (k − 1)(k + β − 2)

k(k + β − 1)
a(k − 1)−

µ

k(β + k − 1)
an(k − 2) for k ≥ 2. (4.16)

It is easily checked that (4.15) with (4.16) above admit an explicit solution, namely,

a(k) =
µk

k!(β)k
, (4.17)

where (β)k := β(β+1) . . . (β+k−1) is the Pochhammer symbol (also known as rising factorial).
Therefore, we set

ϕµ(x) :=
∞
∑

k=0

µk

k!(β)k
(1− x)k,

with absolute convergence for all x, and note that ϕµ(x) = Γ(β)x→(1+β)/2Iβ→1(2
√
x), where Iν

is the modified Bessel function of the first kind of order ν.

By Lemma 4.1 applied with ε = 1/2, we have |an(k)− a(k)| ≤ Ck→3/2 some C > 0, all k → N0,
and large enough n → N. Therefore, we can use the dominated convergence to conclude that
limn

∑

k|an(k)− a(k)| = 0 so that

sup
x∈[0,1]

|ϕµ
n(x)− ϕµ(x)| ≤

∞
∑

k=0

|an(k)− a(k)|→ 0 as n→∞. (4.18)

Since mn → δ0 weakly, where δ0 denotes the Dirac measure concentrated at 0, the uniform
convergence of (4.18) above implies that

∫

ϕµ
n(x)mn(dx)→ ϕµ(0) =

∞
∑

k=0

µk

k!(β)k
= Γ(β)µ→(1+β)/2Iβ→1(2

√
µ). (4.19)

To compute the limit
∫

ϕµ
n(x) kn(dx), we first note that the density k′n(x) of kn with respect

to the Lebesgue measure satisfies

τn
αn

(αn + β)k′n(x) =
Γ(αn + 1 + β)

Γ(αn + 1)Γ(β)
x(α+1)→1(1− x)β→1, (4.20)
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where the right-hand side above can be recognized as the probability density of the Beta distri-
bution with parameters αn + 1 and β. As n→∞, these distributions converge weakly towards
the Beta distribution with parameters 1 and β, and so, by (4.18), we have

∫

ϕµ
n(x) kn(dx)→

γ

β

∫

ϕµ(x)β(1 − x)β→1 dx = γ
∞
∑

k=0

µk

k!(β)k

∫ 1

0
(1− x)β→1+k dx

=
γ

β

∞
∑

k=0

µk

k!(β + 1)k
dx = γΓ(β)x→β/2Iβ(2

√
x) (4.21)

We are now ready for the main result of this section.

Theorem 4.3. Consider the sequence {Xn}n∈N of Wright-Fisher diffusions on [0, 1) with gen-
erators given by (4.1), started at Xn(0) = 0, reflected at 0, and in the scaling regime (4.2). The
sequence {An}n∈N of scaled and integrated diffusions, given by

An(t) =
1

τn

∫ t

0
Xn(u) du, t ≥ 0,

converges weakly, under the Skorokhod’s M1-topology, towards a Lévy subordinator A with Laplace
exponent given by

Φ(µ) = γ
√
µ

Iβ(2
√
µ)

Iβ→1(2
√
µ)

, (4.22)

where Iν is the modified Bessel function of the first kind with index ν.

Proof. Since νn = δ0, conditions νn =/1 mn and (3a) are trivially satisfied. For (1), we note
that ϕ0(x) = 1 and that ϕ0

n → ϕ0 uniformly, so
∫

ϕ0
n dmn → 1 as mn → δ0 weakly. Next, the

explicit formula (4.4) above implies that Emn
n [Xn(t)/τn] is bounded in n and t. By part (2) of

Remark 3.3, this - together with the trivial fact that g(x) = x/τn is nondecreasing - is enough to
satisfy condition (2). Lastly, to establish the existence of and get an expression for the limiting
exponent Φ, it is enough to take the quotient of (4.19) and (4.21). !

4.3. Properties of the limiting subordinator. We conclude this section with some facts
about the limiting Laplace functional Φ and the limiting subordinator, which we denote by A
in Theorem 4.3 above. Given that it is only a scaling parameter, we assume throughout that
γ = 1, for simplicity.

(1) It has been shown in [PY03, eq. (48), p. 12] that a subordinator with the Laplace exponent
Φ can be realized as

A(t) = 2

∫ τ(t)

0
1{Xu≤1} du,

where X is a Bessel process of index β − 1 and τ is the inverse local time of X at level 1, i.e.,

τ(t) = inf
{

s ≥ 0 : L1(s) = t
}

,

where L1 denotes the local time of X at level 1.
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(2) Since Φ is a Laplace exponent of an infinitely-divisible distribution supported by [0,∞), it
admits a Lévy-Khinchine representation of the form:

Φ(µ) = bµ+

∫ ∞

0
(1− e→µx)Π(dx) for µ > 0, (4.23)

where d ≥ 0 and Π is a measure on (0,∞) such that
∫

min(1, x)Π(dx) < ∞. By [DLMF,
(10.30.4)], we have limx→∞

√
2πxe→xIν(x) = 1, so

lim
µ→∞

1

µ
Φ(µ) = 2 lim

x→∞

1

x

Iβ→1(x)

Iβ(x)
= 0,

which implies that b = 0, i.e., that A has no drift.

(3) According to [IK79, Theorem 1.9, p. 886], the function

Ψ(µ) =
2β
√
µ

Iβ(
√
µ)

Iβ→1(
√
µ)

with µ > 0,

is a Laplace transform of the infinitely divisible distribution with density

f(y) = 4β
∑

n

exp


−j2β→1,ny
)

, y ≥ 0,

where {jν,n}n∈N is an enumeration of the set of strictly positive zeros of the Bessel function Jν
of index ν. We have

Ψ(µ) =
4β

µ
Φ
(µ

4

)

so that
∫ ∞

0
e→µyf(y) dy = 4β

∫ ∞

0

1− e→
µ
4
x

µ
Π(dx)

= β

∫ ∞

0

∫ x

0
e→

µ
4
y dyΠ(dx)

=

∫ ∞

0
e→µz 4β Π

(

1

4
z,∞

)

)

dz,

for all µ > 0, we conclude that the Lévy measure Π is absolutely continuous with respect to the
Lebesgue measure, with density

π(x) =
1

β
f ′(4x) =

∑

n

(2jβ→1,n)
2e→(2jβ−1,n)2x, x > 0. (4.24)

(4) Thanks to (4.24) above, we have
∫

xrΠ(x) =
∑

n

∫ ∞

0
xr(2jβ→1,n)

2e→(2jβ−1,n)2x dx = 4→rΓ(1 + r)
∑

n

j→2r
β→1,n (4.25)

http://dlmf.nist.gov/10.30.E4
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Since the zeros of the Bessel functions grow approximately linearly, or, more precisely (see
[DLMF, (10.21.19)]),

jβ→1,n ց π


n+ 1
2(β − 3/2)

)

+O(1/n)

for each T → [0,∞), we have

E





∑

t≤T

(∆At)
r



 =

{

+∞, r ≤ 1/2, and

< +∞, r > 1/2.

(5) When the Lévy exponent Φ is analytic in a neighborhood of 0, as in our case, the sequence
{κn}n∈N of cumulants is defined using the Maclaurin expansion

Φ(µ) =
∞
∑

n=0

(−1)nκn
µn

n!
,

of the function Φ. Their importance stems from the fact that they are the moments of the jump
measure, i.e.,

κn =

∫ ∞

0
xnΠ(dx), for n → N.

The explicit expression (4.25) reveals that, in our case, we have

κn = 4→nn!σn(β − 1) where σn(ν) =
∑

m

(jν,n)
→2m.

The function σn is known as the Rayleigh function, and satisfies the following simple convolu-
tion identity (see [Kis63, Eq. (20), p. 531]), useful for efficient computation of cumulants and
moments:

σn(ν) =
1

ν + n

n→1
∑

k=1

σk(ν)σn→k(ν), σ1(ν) =
1

4(ν + 1)
.

Once the cumulants are known, the moments mn = E[A(t)n], n → N, of the distribution of A(t)
can be efficiently computed by using the following well-known recursive relationship, which is,
in turn, a direct consequence of the formula of Faà-di-Bruno:

mn+1 = t
n
∑

i=0

(−1)i
(

n

i

)

κi+1mn→i, m0 = 1.

In particular, as is the case with any Lévy process, mn is a polynomial in t of order at most n.

http://dlmf.nist.gov/10.21.E19
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(6) We have the following simple continued-fraction expansion of Laplace exponent Φ (see [JT81,
Theorem 6.3, p. 206]):

Φ(µ) =
µ

β +
µ

(β + 1) +
µ

(β + 2) +
µ

(β + 3) +
.. .

5. Additional examples

Additional examples illustrating Theorem 3.2 are given in this section. In all of them we take
νn = δ0, i.e., Xn(0) = 0.

5.1. Feller (CIR) diffusions. Each process in the sequence {Xn}n∈N has In = [0,∞) as its
state space and the infinitesimal generator Gn given by

Gnf = nxf ′′(x) + n(αn − βx)f ′(x) for f → C2
c ((0,∞)).

The speed-up factor n takes the place of the (formally) more general 1/τn for simplicity. Since
the Feller condition will not be satisfied for large enough n, instantaneously reflective behavior
at 0 is assumed. The normalized speed measure (stationary distribution) of Xn is the Γ(αn,β)-
distribution, i.e., mn(dx) = m′

n(x) dx, where

m′
n(x) =

βαn

Γ(αn)
xαn→1e→βx, x → [0,∞)

We set

An(t) = n

∫ ∞

0
Xn(u) du,

and consider the regime αn → 0 with nαn → γ → (0,∞).

Let U(a, b, ·) be Kummer’s U -function (see [DLMF, (13.2.6)]) so that u(x) = U(a, b, x) solves
Kummer’s differential equation

xu′′(x) + (b− x)u′(x)− au(x) = 0 for x → (0,∞). (5.1)

A direct computation shows that for µ > 0, the function

ϕµ
n(x) =

1

Γ(An)
eLxU(An,α, Sx)

where

L =
β −

√

β2 + 4µ

2
, R =

β +
√

β2 + 4µ

2
, S = R− L, An =

λ/n − αnL

S
satisfies

Gnϕ
µ
n(x)− (λ+ µnx) = 0. (5.2)

http://dlmf.nist.gov/13.2.E6
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For a > 0 and x > 0, the following integral representation (see [DLMF, (13.4.4)]))

U(a, b, x) =
1

Γ(a)

∫ ∞

0
e→txta→1(1 + t)b→a→1 dt for a, x → (0,∞),

can be used to justify the identity

ϕµ
n(x) =

1

Γ(An)

∫ ∞

0
e→x(St→L)tAn→1(1 + t)α→An→1 dt. (5.3)

Since S > 0 and L < 0, we conclude immediately that ϕµ is positive and strictly decreasing.
This is enough (see [BS02, Section II.1, par. 10., pp. 18-19]) to identify ϕµ out of all solutions
of (5.2) as the decreasing fundamental solution, up to a multiplicative constant.

The representation (5.3) yields

Γ(An)

Γ(αn)

∫

ϕµ
n(x)mn(dx) =

∫

tAn→1(1 + t)αn→An→1 1

Γ(αn)

∫

xαn→1e→(R+St)xdx dt

=

∫

(St+R)→αntAn→1(1 + t)αn→An→1 dt

=

∫ 1

0
r→1+An(R(1− r) + Sr)→αn dr,

where we use the substitution r ∞ t/(1 + t) to get the last equality. Similarly

Γ(An)

Γ(αn + 1)

∫

ϕµ
n(x)xmn(dx) =

∫ 1

0
r→1+An(1− r)(R(1− r) + Sr)→αn→1 dr

Combining the integral representations given above allows one to express

Φn(µ) =

∫

ϕµ(x)µnxmn(dx)
∫

ϕµ(x)mn(dx)
=

nαnµ(1 +An)
∫ 1
0

r−1+An (1→r)
B(An,2)

(R(1− r) + Sr)→αn→1 dr
∫ 1
0

r−1+An

B(An,1)
(R(1− r) + Sr)→αn dr

.

To apply Theorem 3.2, there remains to study the limit behavior of the above ratio when
n → ∞. Since An → 0, the sequence of beta distributions with parameters (An, B) for any
B > 0 converge weakly towards the Dirac mass at 0. Moreover, since R,S > 0, we have

(R(1− r) + Sr)→αn → 1 and (R(1− r) + Sr)→αn→1 → (R(1− r) + Sr)→1

uniformly on [0, 1]. Since nαn → γ, it follows directly that

Φ(µ) = lim
n

∫

ϕµ(x)µnxmn(dx)
∫

ϕµ(x)mn(dx)
=

2γµ

β +
√

β2 + 4µ
= γβ

(
√

1 +
2

β
µ− 1

)

.

In the case µ = 0, we have,

ϕ0
n(x) = U

(

λ

nβ
,αn,βx

)

, x ≥ 0.

and a similar analysis to the one discussed above shows that
∫

ϕ0
n(x)mn(dx) → 1. The choice

of νn = δ0 and of αn so that supn E
mn
n [An(t)] < ∞ makes sure that all remaining assumptions

http://dlmf.nist.gov/13.4.E4
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of Theorem 3.2 are met. Consequently, the processes An converge weakly under M1 to a sub-
ordinator with the Laplace exponent Φ given above. We recognize it as the Laplace exponent
of the inverse-Gaussian distribution with the mean γ/β (typically denoted by µ) and the scale
parameter γ2/β (typically denoted by λ).

5.2. Reflected Brownian Motion with Drift. In this subsectionXn is the sped-up Brownian
motion with negative drift on In = [0,∞), reflected at 0. More precisely, its infinitesimal
generator Gn is given by

Gnu = nu′′(x)− nβnu
′(x)

The normalized speed measure (stationary distribution) is the exponential distribution with
parameter βn, i.e., mn(dx) = m′

n(x) dx where

m′
n(x) = βne

→βnx.

The decreasing fundamental solution ϕ0
n without killing, solves Gnu− λu = 0 and is easily seen

to be given by

ϕ0
n(x) = e

1
2x

(

βn→
√
β2
n+4λ/n

)

,

Therefore
∫

ϕ0
n(x)mn(dx) = 2

(

1 +
√

1 + 4λ/(β2nn)
)

and, in order for condition (1) of Theorem 3.2 to be satisfied, we need to impose the condition:

β2nn→∞. (5.4)

The random variable βnXn(t) is exponentially distributed under mn, with parameter 1, so the
choice

An(t) = βn

∫ t

0
Xn(u) du,

is essentially the only one which makes the condition (2) of Theorem 3.2 (nontrivially) satisfied.
We turn, next, to the computation of the decreasing fundamental solution ϕµ

n, for µ > 0. Two
independent solutions, u1 and u2 of the equation Gnu(x)− (λ+ βnxµ)u(x) = 0, are given by

u1(x) = eβn/2xAi(fn(x)), u2(x) = eβn/2xBi(fn(x)),

where

fn(x) =
1

4
(β2nn)

2/3µ→2/3 + λ(β2nn)
→1/3µ→2/3 + xn→1/3β1/3n µ1/3, (5.5)

and Ai and Bi are the AiryA and AiryB functions, respectively (see [DLMF, Chapter 9]). Since
Bi is unbounded (see, e.g., [DLMF, (9.7.7)]), we must have

ϕµ
n(x) = eβ/2x Ai(fn(x)),

up to a multiplicative function.

http://dlmf.nist.gov/9
http://dlmf.nist.gov/9.7.E7
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Lemma 5.1. If α > 0, γn > 0, δn > 0, cn →∞, and c1/2n γn/δn → ω → (0,∞), then

lim
n

1

Ai(cn)

∫ ∞

0

δ1+αn

Γ(1 + α)
e→δnxxαAi(cn + γnx) dx = (1 + ω)→1→α.

Proof. We will need the following tail bounds for the Airy function (see [DLMF, (9.7.5)], [DLMF,
(9.7.iii)])

(1− r(y))q(y)e(y) ≤ Ai(y) ≤ q(y)e(y), for y > (3/2)2/3. (5.6)

where

r(y) =
3

2
y→3/2, e(y) =

e→
2
3
y3/2

√
4π

and q(y) = y→1/4.

Moreover, we will use the following three simple inequalities: valid for all y, b, c > 0,

−c1/2y ≥
2

3

(

c3/2 − (c+ y)3/2
)

≥ −c1/2y −
1

4
c→1/2y2, (5.7)

1 ≥
(

c

c+ y

)1/4

≥ exp
(

−
y

4c

)

and (5.8)

1 ≥
∫ ∞

0

b1+α

Γ(1 + α)
yαe→by→cy2 dy ≥ e→cb1/2

(

1−
Γ(1 + α, b5/4)

Γ(1 + α)

)

, (5.9)

where Γ(1 + α, y) =
∫∞
y ξαe→ξ dξ is the incomplete Gamma function. Inequalities in (5.7) are

a consequence of convexity bounds for the function y (→ y3/2, those in (5.8) follows from the
standard bounds on the exponential function, while (5.9) is obtained by estimating the integral
from below by e→cy20

∫ y0
0 b1+αyαe→by dy for y0 = b1/4 and from above by

∫

b1+αyαe→by dy =
Γ(1 + α).

Using the upper bounds from (5.6) - (5.9) we obtain

Ai(cn + y)

Ai(cn)
≤ e

→2
3

(

(cn+y)3/2→c3/2n

)(

cn
cn + y

)1/4 1

1− r(cn)
≤

e→c
1/2
n y

1− r(cn)
,

so that, with δ̃n := δn/γn, we have
∫

δα+1
n

Γ(α+ 1)
e→δnxxα

Ai(cn + γnx)

Ai(cn)
dx =

∫

δ̃α+1
n

Γ(α+ 1)
e→δ̃nyyα

Ai(cn + y)

Ai(cn)
dy ≤

≤
1

1− r(cn)

∫

δ̃α+1
n

Γ(α+ 1)
yαe→(δ̃n+c−1/2

n )y dy ≤ η
n

(

δ̃n

δ̃n + c1/2n

)α+1

,

where η
n
= (1− r(cn))→1.

http://dlmf.nist.gov/9.7.E5
http://dlmf.nist.gov/9.7.Eiii
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Lower bounds of (5.6) - (5.8) yield

Ai(cn + y)

Ai(cn)
≥ e

→
2
3

(

(cn+y)3/2→c3/2n

)(

cn
cn + y

)1/4

(1− r(cn + y))

≥ exp

(

−(c1/2n +
1

4
c→1
n )y −

1

4
c→1/2
n y2

)

(1− r(cn)),

so that, by the lower bound of (5.9), we have
∫

δα+1
n

Γ(α+ 1)
e→δnxxα

Ai(cn + γnx)

Ai(cn)
dx

≥ (1− r(cn))

∫

δ̃α+1
n

Γ(α+ 1)
yαe→bny→ 1

4
c
−1/2
n y2 dy ≥ ηn

(

δ̃n
bn

)α+1

where bn = δ̃n + c1/2n + 1
4c

→1
n , c̃n = bn/cn and

ηn = (1− r(cn)) exp

(

−
1

4
c̃1/2n

)

(

1−
Γ(1 + α, b5/4n )

Γ(1 + α)

)

.

It remains to note, under the assumed conditions, we have bn → ∞, cn → ∞ and c̃n → 0.

Hence, η
n
→ 1, ηn → 1, r(cn) → 1 and c1/2n /δ̃n → ω, which implies the both the lower and the

upper bounds converge to the same quantity, namely (1 + ω)→1→α. !

We use Lemma 5.1 above, with δn = βn/2, cn = µ→2/3(β2nn)
2/3/4 + λµ→2/3(β2nn)

→1/3, γn =

µ1/3β1/3n n→1/3 and ω = 1:

Φ(µ) = µ lim
n

∫

ϕµ
n(x) kn(x)

∫

ϕµ
n(x)mn(x)

= lim
n

µ

∫

β2nxe
→βn Ai(cn + γnx) dx

∫

βne→βn Ai(cn + γnx) dx

= µ lim
n

1
Ai(cn)

∫

β2nxe
→βn Ai(cn + γnx) dx

1
Ai(cn)

∫

βne→βn Ai(cn + γnx) dx
= µ

Therefore,
An(t)→ t

weakly under the M1-topology.
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