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Figure 1: (a) Distribution of tasks in MMR Benchmark. (b) Performance of different models on MMR. Existing
models show poor text grounding ability and weakness on spatial relationship reasoning.

Abstract
Large multimodal models (LMMs) have
demonstrated impressive capabilities in under-
standing various types of image, including text-
rich images. Most existing text-rich image
benchmarks are simple extraction-based ques-
tion answering, and many LMMs now easily
achieve high scores. This means that current
benchmarks fail to accurately reflect perfor-
mance of different models, and a natural idea
is to build a new benchmark to evaluate their
complex reasoning and spatial understanding
abilities. In this work, we propose the Multi-
Modal Reading (MMR) benchmark1 in 11 di-
verse tasks to evaluate LMMs for text-rich im-
age understanding. MMR is the first text-rich
image benchmark built on human annotations
with the help of language models. By evalu-
ating several state-of-the-art LMMs, including
GPT-4o, it reveals the limited capabilities of
existing LMMs underscoring the value of our
benchmark.

1 Introduction
Large multimodal models have shown impressive
capabilities in understanding various types of im-
age, including text-rich images (Liu et al., 2024b;

*Work done at University at Buffalo.
†Corresponding Author
1Project page: https://llavar.github.io/mmr/

Li et al., 2023a; Li, 2023; Zhu et al., 2023; Alayrac
et al., 2022; Laurençon et al., 2024b; McKinzie
et al., 2024). Existing text-rich image datasets and
benchmarks are composed of single-page docu-
ment images (Mathew et al., 2020; Mishra et al.,
2019; Mathew et al., 2022) or natural images with
scene texts (Singh et al., 2019; Sidorov et al., 2020).
The questions associated with these datasets typi-
cally require simple extraction rather than advanced
reasoning or spatial understanding. With LMMs
showing significant performance gains (Liu et al.,
2024a,d), existing benchmarks have almost been
solved, as evidenced by the high metric scores.
This progress has made it challenging to accurately
gauge the true capabilities and differentiate the per-
formance levels of various models.

In this work, we introduce a novel Multi-Modal
Reading (MMR) benchmark designed to provide a
more rigorous assessment of Language Multimodal
Models (LMMs) in the context of text-rich image
comprehension. Specifically, MMR is built on the
LAION dataset and selectively retains images that
exhibit a significant presence of text. We ask hu-
man annotators to create comprehensive captions
that encompass text content, visual elements, lay-
out structures, and their inherent attributes. Lever-
aging advanced language models, such as GPT-4V,
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we generate a challenging Visual Question Answer-
ing (VQA) benchamrk. This benchmark surpasses
the complexity of existing text-rich image VQA
datasets and encompasses 11 distinct tasks. For
each of these tasks, we have refined the metrics to
better suit the evaluation of LMMs.

Our comprehensive evaluation of open-source
and proprietary models, varying in size, reveals
the current limitations of LMMs. Specifically, we
still see a gap between open-source and proprietary
models. These open-source models usually do not
follow the instructions provided and output in the
desired format, mainly due to the limited size of
the instruction finetuning dataset. LLaVA-Next-
34B (Liu et al., 2024a) shows the best performance
in the object grounding task. Phi-3-Vision (Abdin
et al., 2024) shows impressive performance even
with compact size, further demonstrating the impor-
tance of data quality. These observations further
show that open-source models can perform bet-
ter than proprietary models in specific skills. All
models show poor performance on text grounding
tasks, which is an important skill to improve for
future LMMs. We anticipate that the MMR bench-
mark can provide valuable insights for the research
community and encourage further advances in the
nuanced field of complex visual text understanding.

2 Related Work

Classical VQA Benchmarks TextCap (Sidorov
et al., 2020) is the first text-rich image caption-
ing dataset. Text-OCR (Singh et al., 2021) aims
to comprehend text in the context of an image,
which is similar to our motivation, but focuses
more on text recognition in images rather than un-
derstanding. ST-VQA (Furkan Biten et al., 2019)
uses spatial and textual information to answer vi-
sually grounded questions, effectively integrating
visual and textual cues. OCR-VQA (Mishra et al.,
2019) focuses on incorporating optical character
recognition (OCR) into visual question answering
(VQA), which operates primarily on text within
images. TextVQA (Singh et al., 2019) also takes
advantage of the textual information present in the
images to answer questions, but with an empha-
sis on open questions. DocVQA (Mathew et al.,
2021) takes this one step further by applying VQA
to document images, handling a variety of layouts
and formats. InfoVQA (Mathew et al., 2022) and
ChartQA (Masry et al., 2022) focus on specific
subdomains and aim to answer questions about in-

formation graphics and chart images, respectively.
All of these benchmarks are mostly composed of
extractive questions, while MMR provides complex
reasoning evaluations for multimodal LLMs.

Large Multimodal Model Benchmarks Recent
advancements in large multimodal models have led
to the development of various benchmarks aimed at
evaluating their capabilities across different tasks
(Fu et al., 2023; Li et al., 2023b). MMBench (Liu
et al., 2023c) and MM-Vet (Yu et al., 2023) offer
comprehensive assessments of multimodal model
efficacy on recognition-based tasks. More recently,
the BLINK (Fu et al., 2024b) benchmark was pro-
posed for evaluating a model’s nuanced perception
abilities beyond recognition. Tong et al. (2024)
presents CV-Bench, which adapts existing vision
benchmarks (Brazil et al., 2023; Lin et al., 2015;
Zhou et al., 2019) to formulate natural language
questions aimed at testing the spatial comprehen-
sion abilities of models. MM-UPD Bench (Miyai
et al., 2024) on the other hand, tests a model’s
ability to recognize and refrain from answering
unsolvable VQA problems in the multiple-choice
setting. Benchmarks beyond single-image under-
standing have been designed to assess the ability to
understand multiple images (Li et al., 2024; Wang
et al., 2024b).

Benchmarks have also been proposed to evalu-
ate more specific abilities of multimodal models.
MathVista (Lu et al., 2023) focus on mathematical
reasoning and SciFIBench (Roberts et al., 2024)
focused on scientific figure interpretation. Recent
work introduced the MMMU benchmark (Yue et al.,
2024) that provides multi-discipline tasks for eval-
uation of large multimodal models, that require
college-level knowledge about specific subject mat-
ters and deliberate reasoning capabilities. Multi-
panel VQA (Fan et al., 2024) introduced the mul-
tipanel visual question answering task, which in-
volves interpreting multiple image panels arranged
as a layout in a single image, such as posters and
website screenshots. VisualWebBench (Liu et al.,
2024c) assesses the capabilities of LLMs across
a variety of web tasks. MuirBench (Wang et al.,
2024a) is designed to assess the ability to com-
prehend multiple images simultaneously. There
have also been recent work focused on benchmark-
ing multi-modal LLMs for video analysis called
Video-MME (Fu et al., 2024a). These benchmarks
collectively push the boundaries of what large mul-
timodal models can achieve, fostering continuous
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improvement and innovation.

3 Multimodal Reading Benchmark
For existing text-rich image benchmarks, most
of them (Singh et al., 2019, 2021; Mathew
et al., 2020) focus on information extraction,
such as DocVQA (Mathew et al., 2021) and
TextVQA (Singh et al., 2019). The recently re-
leased OCRBench creates a new benchmark by
carefully selecting questions from existing bench-
marks, and MT-VQA (Tang et al., 2024) expands
multilingual VQA pairs in text-rich images. To
address this problem and provide a better evalua-
tion of LMMs in text-rich images, we propose the
MMR benchmark to evaluate multimodal reading
ability, including spatial understanding, text recog-
nition, and complex reasoning. Figure 1(a) shows
the distribution of different tasks in MMR and 1(b)
shows the performance of representative models.

Figure 2: Text and Object length distribution in MMR.

Figure 3: Wordcloud of text (Left) and object tags
(Right) of MMR Benchmark.

3.1 Statistics
MMR benchmark comprises pairs of 11 visual
question answering tasks on text-rich images. The
dataset is constructed based on 408 images selected
from a total of 1,931 text-rich images. We included
example questions for each task in Figure 5 for
better understanding. We categorized all questions
into five main classes, which are further divided
into 11 more specific types. To ensure a fair eval-
uation, we manually curated 50 question-answer
pairs for each type of question.

Due to the high diversity of objects and visual
text in the benchmark, we do not classify them into
a predefined set of labels. Instead, we use an OCR
model to detect text, and RAM++ (Huang et al.,
2023) to generate open-set object tags and display
rough content distribution using word clouds. Fig-
ure 2 shows the distribution of OCR words and the
number of objects detected on the MMR bench-
mark, with means of 18.45 and 1.35. Figure 3
shows the word cloud of text and object tags.

Considering the poor performance of different
models on the text grounding tasks shown in Fig-
ure 1, we create an additional 900 question-answer
pairs in text grounding for a comprehensive evalua-
tion and the development of new methods.

3.2 Data collection and Human Annotations
We first build a dataset of text-rich images based
on LAION-5B 2 (Schuhmann et al., 2022) with
carefully designed heuristics and machine learn-
ing models. Then we ask annotators to give de-
tailed captions for each text-rich image. In addi-
tion, we design various prompts and use human
annotations to help GPT-4V (Yang et al., 2023)
generate question-answer pairs. After that, human
annotators are asked to verify these QA pairs and
make corrections as benchmarks.

Machine-Assisted Image Selection We filter
and maintain text-rich images from LAION-5B
dataset. To differentiate between text-intensive doc-
ument images and natural images, we first compile
a binary classifier, a DiT (Li et al., 2022) base
model, which was further refined using the RVL-
CDIP dataset (Harley et al., 2015), to determine
the presence of text in an image. Then we use
PaddleOCR to extract all words from the selected
images and keep images with more than 20 words
and less than 100 words, which eliminates most
text-intensive document images. The final step uses
semantic information to select the desired images.
A random sample of 20,000 images from the fil-
tered LAION-5B is clustered into 50 groups based
on CLIP-ViT-B/32 visual features. After inspecting
the clustering results, two clusters are chosen as
text-rich images. This cluster model then serves as
the filtering mechanism for collecting images that
comprise the MMR dataset.

Human Annotated Dense Captions Following
the scheme of human-annotated captions from

2https://huggingface.co/datasets/laion/
laion-high-resolution
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The image is of a book cover for "Prison Ramen: 
Recipes and Stories from Behind Bars" by Clifton 
Collins Jr. and Gustavo "Goose" Alvarez, with a 
foreword by Samuel L. Jackson. The book cover is 
black with a photo of a bowl of ramen noodles on 
the front. The title of the book is written in a white 
gothic font and is prominently displayed on the 
cover. The authors' names are written in a smaller 
white font below the cover, and the foreword 
author's name is written in a smaller white font 
also at the bottom of the cover. 

This is a book cover with the title "The Audacity of Hope." The 
title is placed in the center, in a dark hue, and has a large font 
size. Below the title, but still towards the center, is the name 
of the author, Barack Obama, in a slightly smaller font and 
similar color. Above the author's name, towards the top left 
corner, there's a logo stating "Grammy® Award Winner." 
There's additional text at the bottom stating "From the Author 
of the #1 New York Times Bestseller Dreams from My Father." 
The predominant background feature is a portrait of Barack 
Obama, who appears in a seated position, dressed in a suit, 
and looking directly at the reader.

This is the cover of a movie by TOM 
HANKS. At the middle of the cover is 
the title of the movie, "Find Where You 
Belong, NEWS OF THE WORLD" . From 
Academy Award-nominated director, 
PAUL GREENGRASS. Coming soon in 
select Cinemas and on NETFLIX, 10 
February. The cover has the zoomed in 
picture of a man in a black jacket with 
gray beards and a blonde lady with blue 
eyes behind him. The sky is cloudy.

The title "The Elder Scrolls" stands out prominently at the top center of the image, 
in a gold hue with a mid-sized font. Right below it is the subtitle "Anthology" in 
white. This appears to be a game collection or anthology, containing multiple 
games from "The Elder Scrolls" series. Towards the bottom, there's a line of text 
that provides copyright information and mentions various game titles, including 
"Skyrim," "Oblivion," and "Morrowind." This text is positioned centrally and is 
white against the dark backdrop. On the bottom left, there are two logos: 
"Bethesda" and "Bethesda Softworks." The primary visual in the background 
showcases a collection of game discs, all neatly lined up, a boxed set, and several 
game maps spread out behind them. The setting gives the feel of a luxurious and 
comprehensive collection of the series.

The image is of a collection of book covers with a banner 
that reads "LoveReading 4 Kids Star Books Competition". 
The collage consists of 9 book covers arranged in a grid. 
These covers, showcasing different colors and styles, 
represent various genres including children's, science 
fiction, and historical fiction. The banner is orange with 
white text and a heart, set against a light peach background. 
The titles include A Rohil Called Fox Hefbert, SURVIVAL IN 
SPACE: The Rocko 13 Mioaon, The Maze of Doom, The 
Enigma Game, Birds, The Train Mouse, Tuck Everlasting, 
The Austen Girls, Mic Drop: A high-rise mystery.

This is a book cover. Text in the upper 
right left reads “Boys Town press”. The 
title “tease monster” is in large purple 
distressed text in the center of the 
cover with subtext below that reads “a 
book about teasing versus bullying”. 
Text in the bottom reads “written by 
Julia cook illustrated by Anita duvals”. 
The cover image shows a monster with 
two heads laughing and yelling with a 
paper monster wearing red shoes.

Figure 4: Examples of human annotated dense captions. All text elements are annotated in detail, such as color,
position, and contents. Detailed descriptions of visual elements and layout information are provided as well.

TRINS (Zhang et al., 2024a), we provide compre-
hensive annotation instructions and examples to
annotators and ask them to (i) provide detailed de-
scriptions of visual components, and (ii) describe
the location, attributes, and exact words of the texts
in annotations. Our goal is to better translate a text-
rich image into text descriptions with minimum in-
formation loss. Considering the unstable ability of
multimodal understanding and great performance
on text-only tasks, this process can provide a reli-
able source for question-answer pairs generation.
Figure 4 shows examples of annotated examples.

Human-Machine Hybrid QA Annotations We
provide image annotations, including human an-
notations, OCR results, object detection results,
and the images themselves, to GPT-4V to construct
QA pairs that test the visual understanding abilities
of the vision-language model on text-rich images.
These questions are divided into two categories:
reading and understanding visual text, and spatial
position detection and understanding of visual ele-
ments (objects and text). For text recognition and
position detection, we prompt the model to output
the detected text and bounding-box coordinates in
a fixed format. For more complex questions, we
create multiple choice questions and require the
model to output the index of the correct option to
facilitate quantitative evaluation.

When constructing questions, we use the Azure

OCR tool 3 to recognize visual text and detect their
bounding boxes, and we use Grounding DINO (Liu
et al., 2023a) to detect objects. These results serve
as the ground truth for certain questions and are
provided to GPT-4V to enhance the reliability of
the answers to generated questions. All question-
answer pairs are manually inspected for accuracy.

3.3 Benchmark Tasks

MMR benchmark encompasses 11 distinct tasks
in texts, fonts, visual elements, bounding boxes,
spatial relations, and grounding, as demonstrated
in Figure 5. These tasks can be categorized into text
recognition, spatial relationships, localization, and
grounding, and all are essential skills to evaluate
the reading ability of large multimodal models.

Text Recognition For text recognition, we ask a
model to retrieve text for a given label, such as title
or author name. This requires a model to extract
text for a specified label. We also ask a model
to retrieve text strings based on their position on
the canvas or relative to other elements, testing its
localized reading ability.

Font Recognition We use multiple-choice ques-
tions about font size and text color to assess the
model’s ability of visual text understanding. These
questions are created based on OCR results, human

3https://learn.microsoft.com/en-us/azure/
ai-services/computer-vision/how-to/call-read-api
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Text recognition by position 
Question: What text is displayed above 
"BLOOD SONG" on this book cover? 
Answer: BORN FOR BATTLE BRED FOR 
WAR

Text recognition by label 
Question: What is the author name in the 
image? 
Answer: TAMARA LEIGH

Text Recognition
Text localization 
Question: Where is the boat located 
on the book cover? 
Options: 
1. In Lake Langdon on the left.  
2. In Cook's Bay at the bottom.  
3. In Lost Lake at the middle.  
4. In Harrison Bay at the top right 

corner.

Object localization 
Question: Where is the 
foreword author's name 
located on the book cover? 
Options: 
1. At the bottom right of the 

cover 
2. Just below the title 
3. At the top of the cover 
4. In the center of the cover

Localization

Object grounding 
Question: Detect the bounding box of the 
boot in the image. 
Answer: [0.255, 0.423, 0.962, 0.980]

Text grounding 
Question: What is the title at the center of 
the image? Where is it in the image? 
Answer: THE CHINESE MUST GO  [0.068, 
0.582, 0.926, 0.635]

Grounding

Text-object relation 
Question: Where is the 
picture of the whale located 
in relation to the text "Baby's 
first"? 
Options: 
1. Below the text 
2. To the right of the text 
3. Overlaying the text  
4. Above the text

Text-text relation 
Question: What is the relationship 
between the text 'NOVEMBER' and 'Book 
One'? 
Options: 
1. ”Book One" is above ”NOVEMBER." 
2. ”Book One" is below “NOVEMBER." 
3. ”Book One" is to the left of ”NOVEMBER." 
4. ”Book One" is to the right of 
"NOVEMBER.

Object-object relation 
Question: Where is the CD located in 
relation to the guitar? 
Options: 
1. In the bottom right corner of the 

guitar 
2. Directly in the center of the guitar 
3. On the upper left side of the guitar 
4. On the lower left side of the guitar

Spatial RelationFont Recognition

Font-size 
Question: Which text is in 
a smaller font size? 
Options:  
1. Big-Stamp Two-Toes 

the Barefoot Giant 
2. Spring Tales of Tiptoes 

Lightly 
3. Reg Down 
4. The text is all the same 

size

Font-color 
Question: What is the 
color of the title Chosen at 
Nightfall" on the book 
cover?  
Options:  
1. Blue  2. Red   
3. Green  4. Black

Figure 5: Example questions from MMR to evaluate reading capabilities.

annotations, and the image itself. They ask about
the color of a specified text and compare the font
sizes between two texts within the given image.

Element Localization We construct multiple-
choice questions for both text and object localiza-
tion, asking the model to choose the correct region
for the target element, such as the bottom or top left
corner of the image. This task aims to roughly lo-
calize the target text without requiring complicated
format requirements for the output.

Spatial Relationship Understanding We con-
struct multiple-choice questions to test the model’s
ability to comprehend pairwise spatial relationships
between elements. The questions are categorized
into three types: object-text, object-object, and text-
text pairs. These questions are generated based
on images, human annotations, element bounding
boxes, and optionally OCR results.

Object Grounding We prompt the model to out-
put relative bounding-box coordinates within a

range of 0 to 1 in a Python list format, which
requires high object localization precision and
instruction-following ability. The ground truth is
generated by combining human and model-based
annotations.

Text Grounding We construct text grounding
questions that require a model to output both the
text string and the bounding box coordinates simul-
taneously, in a specified format that concatenates
a string with a Python list for auto-extraction. The
target text is specified by its rough location on the
3x3 grid and the corresponding text labels. This
task demands high text localization precision and
even higher instruction-following ability compared
to object grounding, which only asks for box coor-
dinates.

3.4 Quality Control

To ensure the correctness and quality of the QA
pairs in our data set, we combine human- and
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model-based annotations to select ideal images for
each task. We then manually curate 50 questions
per task to assemble a high-quality QA dataset.

Bounding Box For text grounding and recogni-
tion, we extract text content from human annota-
tions (Zhang et al., 2024a) and match it with OCR
results, discarding images where OCR fails to cap-
ture all annotated texts. The OCR model provides
quadrilateral bounding boxes, which we filter using
a 30-degree threshold on the average horizontal tilt
angle of the upper and lower edges to exclude slop-
ing text unsuitable for rectangular box detection.
For object grounding, we utilize RAM++ (Huang
et al., 2023) to exclude images without objects. We
then manually label object tags and feed these tags
into Grounding-DINO to detect rectangular bound-
ing boxes for specified objects.

Spatial Location We extract the center coordi-
nates of each bounding box and assign a rough
position using a 3x3 grid on the canvas. This rough
positioning is used as a condition for text recogni-
tion and text grounding tasks.

Multiple Choices For multiple-choice questions,
we prompt GPT-4V to generate a question with
four choices and the true answer in one response.
Multiple choice provides an easy way to perform
automatic evaluation, avoiding the usage of hard-
matching metric scores (Papineni et al., 2002; Lin,
2004) or the involvement of large models in the
evaluation process (Liu et al., 2023b).

Human Verification We ask human annotators
to review the MMR benchamrk. Both questions
and answers are manually checked, and annotators
will correct the answer or rewrite the question if it
does not belong to the target task.

4 Experimental Results

We evaluate the performance of popular vision-
language models on the MMR benchmark. Our
assessment includes seven open-source vision-
language models of different sizes: Monkey-Chat
(Li et al., 2023c), Idefics (Laurençon et al., 2024a),
Idefics-2 (Laurençon et al., 2024b), LLaVA-v1.5
(Liu et al., 2024b), LLaVA-NEXT (Liu et al.,
2024a), Phi-3-Vision (Abdin et al., 2024), and In-
ternVL2 (Chen et al., 2023). Additionally, we
evaluate five proprietary vision-language models:
Qwen-vl-plus, Qwen-vl-max (Bai et al., 2023),
Claude 3.5 Sonnet (Anthropic, 2024), GPT-4V

(Yang et al., 2023), and GPT-4o. We include the
prompts used for our experiment in Appendix A.
All experiments were performed on a single A100-
80GB GPU.

4.1 Evaluation metrics

We evaluate the model’s performance on all tasks
using three metrics tailored to the output type. For
multiple-choice questions, performance is mea-
sured by the number of correct choices made by
the models. For the grounding task, we assess the
quality of detected bounding boxes using the IoU
score, and for text recognition, we propose a new
metric, PNLS, to compare text strings. To facilitate
the computation of a total score across all tasks for
comparing the overall performance of models, we
convert the continuous IoU and PNLS metrics to
binary scores using a threshold. In our benchmark,
we set the thresholds to 0.3 for IoU and 0.9 for
PNLS, respectively. The two metrics are explained
as follows:

PNLS For text recognition tasks, we propose Par-
tial Normalized Levenshtein Similarity (PNLS), a
variant of normalized levenshtein similarity (NLS)
(Biten et al., 2019). PNLS adapts the global align-
ment algorithm into a local-global version (Sellers,
1980), which avoids penalizing extra prefix or suf-
fix characters. This makes it more effective for
evaluating text recognition results from language
models, as these models often produce verbose out-
puts to improve user experience.

Compared to the normalized Levenshtein simi-
larity (NLS), PNLS uses the length of the region
aligned with the true text string as the normal-
ization factor. This aligned region is determined
through dynamic programming. The score still
ranges from 0 to 1 and positively correlates with
performance. The motivation behind this design is
to avoid penalizing extra prefixes or suffixes in a
model’s output. AccANLS (Zhang et al., 2024b)
was proposed for the same purpose. However, it
only spares penalties on prefixes and suffixes when
there is an exact match of the true text string in the
model’s output.

The PNLS metric is formally defined as follows:
String T1,m = t1 . . . tm represents the true answer
and S1,n = s1 . . . sn is a model generated string.
We first identify the sub-string of S that has the
minimum edit distance to T . Specifically, we first
construct a scoring matrix F of size (m + 1) →
(n+1), where Fi,j stores the smallest edit distance

6



Text Font Localization Spatial Relation Grounding
Models Size Label Pos. Size Color Obj. Text O-T O-O T-T O-Box T-PNLS T-Box

Total

InternVL2 1B 35 29 32 24 28 25 17 27 19 0 1 0 237
Phi-3-Vision 4B 40 34 42 39 41 42 31 33 42 38 13 2 397
Monkey-Chat 7B 36 22 33 27 26 16 9 18 27 0 0 0 214
Idefics-2 8B 36 23 36 29 31 27 20 21 33 0 0 0 256
InternVL2 8B 42 30 46 44 39 42 27 33 45 15 5 0 368
LLaVA 1.5 13B 30 10 25 20 32 17 16 24 26 33 0 4 243
LLaVA-NEXT 13B 36 27 37 33 38 38 23 31 37 39 2 0 335
LLaVA-NEXT 34B 39 27 42 39 39 39 28 31 46 40 37 5 412
Idefics 80B 0 1 21 20 21 17 20 19 20 0 0 0 139

Qwen-vl-plus - 38 23 32 35 26 23 24 23 27 34 22 3 310
Qwen-vl-max - 39 27 41 36 34 33 26 32 37 24 32 5 366
GPT-4V - 43 33 43 40 37 38 26 26 45 26 48 10 415
GPT-4o - 46 34 43 41 40 42 34 37 40 33 46 21 457
Claude 3.5 Sonnet - 42 31 43 46 38 45 39 36 46 39 47 11 463

Table 1: Empirical results of different models on 11 tasks of MMR Benchmark. The blue columns show PNLS
scores and the red columns show box matching scores. The upper and lower halves list open-source and proprietary
models, respectively. The highest score for each task is highlighted in bold font.

between the i-prefix T1,i and any sub-string Sx,j ,
↑x ↓ {1, . . . , j ↔ 1} that ends at position j. The
scoring matrix can be computed recursively

Fi,j =






0 if i = 0
m if j = 0

min




Fi→1,j→1 + c(ti, sj)
Fi→1,j + 1
Fi,j→1 + 1



 otherwise,

where c is the substitution cost that takes a value of
0 if ti = sj and 1 otherwise. Once F is computed,
the minimum value in the last row is the optimal
edit distance and the end index of the matched sub-
string j→ = arg minj(Fm+1,j). The start index i→

can be found by tracing back the the computation
of Eq.(4.1). Finally, the PNLS is computed as:
m/(m + j→ ↔ i→ + 1).

IoU Scores For object and text grounding tasks,
we use the mean Intersection over Union (IoU)
score to evaluate the model’s accuracy. We also
report the number of valid outputs that follow the
required format, evaluating the instruction follow-
ing ability, and allowing a script to automatically
extract the coordinates and text strings.

4.2 Quantitative results
Table 1 summarizes the performance of eleven
models on all tasks, including counting, PNLS,
and IoU scores, as introduced in Section 4.1. The
text grounding task output both text and bounding
box, thus are evaluated by two metrics.

We observe that GPT-4o (launched on May 13,
2024) and Claude 3.5 Sonnet (June 20, 2024)

demonstrate superior overall performance, as in-
dicated by the total score and the area covered in
the radar chart. They generally outperform GPT-4V
(March 14, 2023), highlighting the recent progress
of proprietary models. However, we find that some
open-source models can occasionally outperform
GPT-4 models despite their smaller size.

Model Size v.s. Data Quality In our experiment,
the performance of most models shows a positive
correlation with model size. For example, LLaVA-
NEXT-34B surpasses LLaVA-NEXT-13B. How-
ever, Phi-3-vision demonstrates impressive perfor-
mance with only 4.2B parameters, surpassing larger
models like Qwen-vl-plus and Qwen-vl-max, and
rivaling LLaVA-NEXT-34B and GPT-4 models in
many tasks. Despite its success, Phi-3-vision has a
similar architecture to LLaVA (Liu et al., 2024b),
suggesting that open-source models suffer from
data-hungry issues. Thus, high-quality data is more
essential than merely scaling up. This finding is
further supported by the significant performance
gap between Idefics-80B and its smaller successor,
Idefics-2-8B.

In contrast to Phi-3-vision’s notable performance
on multiple-choice and text recognition questions,
it performs poorly on text grounding tasks. A pos-
sible explanation is that this task demands high
instruction-following ability for formatting longer
outputs, which might require a larger model size, as
we observed only larger models achieve reasonable
performance in these tasks.
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Question: Where is the carriage 
in the image?

Question: Where is the horse in 
the image?

GPT-4o LLaVA-NEXT-34B Phi-3-vision
Question: Where is the 
book in the image?

Question: Where is 
the man in the image?

(a)

Question: What is the author at the 
bottom right of the image? Where 
is it in the image?

Question: What is the title at the 
top center of the image? Where is 
it in the image?

GPT-4o: Russell J.T. Dyer

LLaVA-NEXT-34B: 
Russell J. T. Dyre
Phi-3-vision: Failed

GPT-4o: Haftarah
LLaVA-NEXT-34B: The title at 
the top center of the image is 
Haftarah. It is located in the 
upper right corner of the 
image.
Phi-3-vision: What is the title 
at the top center of the image?

(b)
Figure 6: Examples generated by different models on the Text (a) and Object (b) Grounding tasks.

Reading ability We use PNLS to evaluate the
text reading ability of the model. Most models per-
form well in font recognition and text recognition
by label but still struggle to match human perfor-
mance. Additionally, when text is specified by its
rough location, PNLS scores decrease, as these
questions are more complex and require spatial un-
derstanding before recognition. The task becomes
even more challenging with text grounding, where
models must output both text and bounding boxes
simultaneously. In these cases, smaller models like
Idefics-2, LLaVA 1.5, and Monkey-Chat fail to
provide valid results. Figure 6 shows examples
of text bounding boxes detected by three models.
We can see that LLaVA-NEXT and Phi-3-vision
struggle to generate outputs in the required format,
and all models, including GPT-4o, are unable to
generate accurate bounding boxes. This indicates
the need for improved visual text understanding in
vision-language models.

Spatial understanding We also evaluate the spa-
tial understanding ability of different models in
localization, pairwise position understanding, and
grounding tasks. Similar to the text grounding re-
sults discussed above, some smaller open-source
models lack grounding ability and cannot provide
valid responses to the questions. However, we find
that LLaVA models and Phi-3-vision outperform
GPT-4o and significantly outperform GPT-4V in
the object grounding task, as measured by bound-
ing box scores and illustrated in Figure 6. The

excellent performance of LLaVA-NEXT models
in these tasks could be attributed to their patch-
wise encoding strategy. However, they are trained
mainly on natural images with minimal experience
in text-rich images (Zhang et al., 2023), result-
ing in poor performance in text grounding. This
highlights the need for annotated text-rich images
datasets.

5 Conclusion

In this paper, we introduce the Multi-Modal Read-
ing (MMR) benchmark, which evaluates the reason-
ing and spatial understanding capabilities of LMMs
in text-rich image understanding. The benchmark
consists of eleven diverse tasks with carefully de-
signed evaluation metrics. The experimental results
showcase the performance of different models, giv-
ing suggestions on which model to choose in real-
world applications. It also underscores the need for
further research and development to bridge the gap
between LMMs and human-level performance in
text-rich image understanding.

6 Limitations

We only evaluated recently released models, and
more models should be evaluated, which we hope
can be handled by the community after the MMR
benchmark is released. The evaluation metrics
used in MMR still have limitations in accurate
evaluation, and we have reformulated the VQA
as multiple choices and provided output template

8



for LMMs to alleviate this issue. The questions
are all proposed by the GPT-4V which may induce
some model bias, while it is still difficult for hu-
man annotators to propose suitable questions with
complex reasoning as they tend to ask extractive
questions.
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A Prompt

This section include all prompt we use for all tasks
and models.

Object Grounding prompt

where is the {object} in the image?
Please write the position as a
bounding box , and output the
[x_min , y_min , x_max , y_max]
coordinates in float numbers in
python list. Output the text only.

Text Grounding prompt

What is the {text label} at the
{area} of the image? Where is
it in the image? Please write
the position as a bounding box ,
and output the [x_min , y_min ,
x_max , y_max] coordinates in float
numbers in a python list. Output
the text and bounding box only.
For example: "Hello world" [x_min ,
y_min , x_max , y_max]

Single Choice prompt

{question} Only print the index of
the correct choice as answer ,
such as 1, 2, 3, or 4.

Text Recognition prompt

{question} Only print the text; do
not include any other descriptions.

The prompt is inserted in the required format for
each model. For example, LLaVA 1.5 requires the
following format:

LLaVA 1.5 template

USER: <image >\n<prompt > ASSISTANT:

For the required input format of other models,
please refer to the respective source code.

B PNLS demo

Figure B.1 provides an example.

Answer: <Book’sTltle>. 
         ||||  | |||   
------TheBook--Title-- 

<latexit sha1_base64="nBoluj80/EzzOubxd+unCxwWNvA=">AAACS3icnVA9SwNBEN2Lxo/4FbW0WQyCVbgTv8qgjaWCUSEbwt5mLlmyt3fszonhyP+zsbHzT9hYKGLhJp7gV+WDgcd7M7OzL0yVtOj7D15paro8Mzs3X1lYXFpeqa6uXdgkMwKaIlGJuQq5BSU1NFGigqvUAI9DBZfh4HjsX16DsTLR5zhMoR3znpaRFByd1KmGlCmIsM5C6EmdxxyNvBlVKGP/Kga6+7mEGdnrIxt1qjW/7k9Af5OgIDVS4LRTvWfdRGQxaBSKW9sK/BTbOTcohYJRhWUWUi4GvActRzWPwbbzSRYjuuWULo0S40ojnahfJ3IeWzuMQ9fp7uzbn95Y/MtrZRgdtnOp0wxBi4+HokxRTOg4WNqVBgSqoSNcGOlupaLPDRfo4q+4EIKfX/5NLnbqwX5972y31jgq4pgjG2STbJOAHJAGOSGnpEkEuSWP5Jm8eHfek/fqvX20lrxiZp18Q6n8Dl0crKY=</latexit>

9>>>>>>>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>>>>>>>;

<latexit sha1_base64="xGLE+UnTYVZQNlMzc3W462rXDHI=">AAAB/nicbVDJSgNBEO2JW4zbqHjy0hgET2FG3I5BLx4jmAWSIfR0KkmTnp6hu0YMQ8Bf8eJBEa9+hzf/xs5y0MQHBY/3qqiqFyZSGPS8bye3tLyyupZfL2xsbm3vuLt7NROnmkOVxzLWjZAZkEJBFQVKaCQaWBRKqIeDm7FffwBtRKzucZhAELGeEl3BGVqp7R60EB4xY1L0FHSohp6VR2236JW8Cegi8WekSGaotN2vVifmaQQKuWTGNH0vwSBjGgWXMCq0UgMJ4wPWg6alikVggmxy/ogeW6VDu7G2pZBO1N8TGYuMGUah7YwY9s28Nxb/85opdq+CTKgkRVB8uqibSooxHWdBO0IDRzm0hHEt7K2U95lmHG1iBRuCP//yIqmdlvyL0vndWbF8PYsjTw7JETkhPrkkZXJLKqRKOMnIM3klb86T8+K8Ox/T1pwzm9knf+B8/gDiH5YY</latexit>

aligned region

<latexit sha1_base64="A9tdJgVH+E/Zp/EBeRzwl12bpZ4=">AAAB9HicbVBNS8NAEN3Ur1q/qh69BIvgqSTiF56KXrwIFewHtKFsNtN26WYTdyfFEvo7vHhQxKs/xpv/xm2bg7Y+GHi8N8PMPD8WXKPjfFu5peWV1bX8emFjc2t7p7i7V9dRohjUWCQi1fSpBsEl1JCjgGasgIa+gIY/uJn4jSEozSP5gKMYvJD2JO9yRtFIXhvhCdO7KABxNe4US07ZmcJeJG5GSiRDtVP8agcRS0KQyATVuuU6MXopVciZgHGhnWiIKRvQHrQMlTQE7aXTo8f2kVECuxspUxLtqfp7IqWh1qPQN50hxb6e9ybif14rwe6ll3IZJwiSzRZ1E2FjZE8SsAOugKEYGUKZ4uZWm/WpogxNTgUTgjv/8iKpn5Td8/LZ/Wmpcp3FkScH5JAcE5dckAq5JVVSI4w8kmfySt6sofVivVsfs9aclc3skz+wPn8ACrCSSg==</latexit>

Model:

<latexit sha1_base64="mQyzXbbAYUPIKYIobu2gYsigMy4=">AAAB9HicbVDJSgNBEK2JW4xb1KOXxiB4CjPihqegF48RskEyhJ5OT9KkZ7G7JhiGfIcXD4p49WO8+Td2kjlo4oOCx3tVVNXzYik02va3lVtZXVvfyG8WtrZ3dveK+wcNHSWK8TqLZKRaHtVcipDXUaDkrVhxGniSN73h3dRvjrjSIgprOI65G9B+KHzBKBrJ7SB/wrSmEhzcTLrFkl22ZyDLxMlICTJUu8WvTi9iScBDZJJq3XbsGN2UKhRM8kmhk2geUzakfd42NKQB1246O3pCTozSI36kTIVIZurviZQGWo8Dz3QGFAd60ZuK/3ntBP1rNxVhnCAP2XyRn0iCEZkmQHpCcYZybAhlSphbCRtQRRmanAomBGfx5WXSOCs7l+WLh/NS5TaLIw9HcAyn4MAVVOAeqlAHBo/wDK/wZo2sF+vd+pi35qxs5hD+wPr8AUTqknA=</latexit>

Truth:

Figure B.1: Example of text similarity score. Only
the 8 pink characters in the model’s output "Answer:
<Book’sTltle>." match the true string ("TheBookTitle"
in blue). The aligned region has length 14. In this case
the similarity is 8/14.
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