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Abstract

Deep neural networks are susceptible to backdoor attacks,
where adversaries manipulate model predictions by insert-
ing malicious samples into the training data. Currently,
there is still a significant challenge in identifying suspicious
training data to unveil potential backdoor samples. In this
paper, we propose a novel method, Prediction Shift Back-
door Detection (PSBD), leveraging an uncertainty-based
approach requiring minimal unlabeled clean validation data.
PSBD is motivated by an intriguing Prediction Shift (PS)
phenomenon, where poisoned models’ predictions on clean
data often shift away from true labels towards certain other
labels with dropout applied during inference, while back-
door samples exhibit less PS. We hypothesize PS results
from the neuron bias effect, making neurons favor features
of certain classes. PSBD identifies backdoor training sam-
ples by computing the Prediction Shift Uncertainty (PSU),
the variance in probability values when dropout layers are
toggled on and off during model inference. Extensive exper-
iments have been conducted to verify the effectiveness and
efficiency of PSBD, which achieves state-of-the-art results
among mainstream detection methods. The code is available
at https://github.com/WL-619/PSBD.

1. Introduction

The proliferation of Deep Neural Networks (DNNs) has her-
alded a new era in artificial intelligence, driving progress
across diverse sectors, including computer vision, au-
tonomous driving and healthcare personalization [24, 31,
36, 41]. Yet, as their application scope broadens, DNNs
have become increasingly vulnerable from a security stand-
point. One of the most notable threats in this arena is the rise
of backdoor attacks [7, 10, 13, 32]. These attacks involve
the surreptitious insertion of altered samples into training
data, enabling attackers to subtly manipulate a DNN’s out-
put, leading to incorrect predictions under certain triggers.
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Figure 1. A simple conceptual diagram of the Prediction Shift Back-
door Detection (PSBD) framework. The introduction of dropout
during the inference stage induces a neuron bias effect in the model,
causing the final feature maps of clean data and backdoor data to
become highly similar, ultimately leading to the occurrence of the
Prediction Shift phenomenon, which serves as a basis for detecting
backdoor training data.

The implications of such vulnerabilities are especially severe
in contexts demanding high security, as they can lead to
catastrophic outcomes [1, 5].

Notwithstanding an increased recognition of these risks,
there are many different type of defense strategies currently,
such as backdoor model reconstruction [2, 20, 30, 33, 49],
backdoor model detection [3, 38, 46, 48], and poison sup-
pression [26]. However, the majority of these methods pri-
marily focus on determining whether trained models contain
backdoors or on mitigating the impact of such vulnerabilities.
In contrast, there is a noticeable shortage of advanced and
efficient approaches that can proactively identify backdoor
training samples at the initial stages. Current research in
identifying backdoor training data often suffers from either
a low true positive rate - indicating a low detection rate of
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backdoor data, or a high false positive rate - indicating a high
error rate in identifying clean data [4, 11, 14, 19, 34], as de-
tailed in Table 1. This issue is largely attributed to the focus
of most existing research on data-level operations without
utilizing the inherent properties of the models themselves.

To address this identified gap, we offer a new perspec-
tive - the model predictive uncertainty and propose a novel
backdoor data detection approach named Prediction Shift
Backdoor Detection (PSBD), which is inspired by an intrigu-
ing Prediction Shift (PS) phenomenon.

The PS phenomenon is observed when the predictions
made by a poisoned model on clean data tend to deviate from
the correct labels, moving towards other certain labels, es-
pecially when dropout is used during inference. Conversely,
the predictions on backdoor data generated by both clas-
sical and advanced attacks remain relatively stable. This
observation of PS led us to hypothesize the existence of a
weights-neuron bias in DNN models, which we called the
“neuron bias” effect, where some certain paths in the network
become predisposed towards the specific class after training,
and the backdoor samples have different paths compared
with clean data. Figure 1 provides a brief overview of the
PSBD framework and the neuron bias effect. Under normal
conditions, the feature maps (the final convolutional layer)
of clean and backdoor data exhibit significant differences.
However, after applying the dropout, the neuron bias effect
is induced within the model, causing the feature maps of
clean and backdoor data to become strikingly similar, ulti-
mately resulting in the occurrence of the PS phenomenon.
We also provided more detailed experimental explanations
for verifying the neuron bias effect in section 4.2.

Driven by these insights, Prediction Shift Uncertainty
(PSU) is designed to measure the strength of PS that com-
putes the variability in prediction confidences when a model
evaluates a sample with both enabled and disabled dropout.
A lower PSU value indicates a higher likelihood of the sam-
ple being malicious. By calculating PSU, the PSBD ap-
proach can effectively segregate backdoor data from clean
data using a small set of label-free clean validation data.

Our approach represents a significant stride in backdoor
data detection. Unlike existing methods, it focuses on the in-
herent uncertainty within the model, analyzing how dropout
influences prediction probabilities of clean and backdoor
samples. In summary, our main contributions are four-fold:
• We reveal the PS phenomenon, showing that poisoned

model predictions on clean data tend to deviate from
ground true labels towards specific other labels when
dropout is applied during inference, while backdoor data
exhibits less PS.

• We present a novel insight into the vulnerability of DNNs
to backdoor attacks, linking it to the model’s inherent
predictive uncertainty. Our analysis delves into the impact
of dropout on PS and introduces the concept of neuron

bias within DNN models.
• We propose the PSBD method, a simple yet powerful

uncertainty-based approach for detecting backdoor train-
ing data, marking a significant advancement in the field.

• We conduct extensive experiments across multiple bench-
mark datasets, rigorously evaluating our method under
diverse attack scenarios and comparing it with a variety of
defenses, demonstrating its effectiveness and robustness.

2. Related Work
In this section, we explore the existing literature on back-
door attacks in neural networks and the defense strategies
developed to counter them.

Backdoor Attacks. Backdoor attacks are particularly dan-
gerous, injecting triggers into a target model that cause it to
misclassify inputs containing these triggers while operating
normally on unaltered samples [6, 13, 28]. Initial approaches
to backdoor attacks, such as BadNets [13] and Blend attacks
[6], involved embedding obvious trigger patterns like square
patches into the input data. These methods evolved into more
covert techniques, like clean-label attacks [44], which subtly
poison samples of the target class using adversarial methods
without obvious label changes, enhancing their stealthiness.
Recent advancements have led to even more refined attacks,
like WaNet [32], which introduces triggers that are specific
to individual samples.

Backdoor Defenses. Researchers have developed various
defenses against backdoor attacks. These include efforts for
backdoor trigger recovery [15, 18, 29, 45, 47], which focus
on identifying and reverse-engineering the attacker’s trigger,
and strategies for backdoor model reconstruction [2, 20, 33],
aimed at purging the backdoor model of its malicious ele-
ments. Methods for model detection [22, 38, 46, 48] are
employed to ascertain whether a model has been tainted
with backdoor samples. Backdoor sample detection evalu-
ates whether a given sample triggers backdoor behavior in
a model. Spectral Signatures (SS) [43] employs deep fea-
ture statistics to differentiate between clean and backdoor
samples, but its robustness weakens with varying poison-
ing rates [16]. STRIP [11] blends potentially backdoored
samples with a small subset of clean samples and then us-
ing the entropy of the predictions for detection. Scale-up
(SCP) [14] identifies and filters malicious testing samples
by analyzing their prediction consistency during pixel-wise
amplification. These methods primarily concentrate on al-
tering input data, uncovering input masks, or distinguishing
the feature representations of backdoor and benign samples.

Nevertheless, these methods consider varying inputs and
often experience low detection rates of backdoor training
data or high error rates in identifying clean training data, as
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both clean and backdoor features can either remain intact
or disappear when inputs are scaled. Our paper highlights
the shortcomings of relying on input data variability and
introduces a novel detection method that leverages model-
level uncertainty, thereby surpassing the performance of
methods based on input uncertainty.

3. Preliminaries
3.1. Backdoor Attacks and Our Objective
Backdoor attacks in machine learning involve embedding a
covert behavior into a neural network during training. This
is typically done by poisoning the training dataset Dtr with a
set of malicious examples Db, such that the poisoned training
dataset becomes Dc∪Db, where Dc represents the clean part
of the training dataset. The objective function for training a
model with a poisoned training dataset can be represented as
minθ L(Dc∪Db;θ), where θ denotes the model parameters
and L is the loss function. The model behaves normally on
standard inputs but produces specific, attacker-chosen target
label yt when a particular trigger is present. Such vulnera-
bilities pose a serious risk, especially in applications where
model integrity is critical. Our objective is to maximize the
detection of backdoor instances in Db while minimizing the
instances in Dc falsely identified as backdoor data.

3.2. Threat Model
In our framework, we consider distinct capabilities and ob-
jectives for the attacker and defender within a black-box
context. These roles are outlined as follows:

Attacker’s Capabilities and Objectives. The attacker has
the ability to poison the training dataset but lacks insight
into the training process itself. The primary objective is to
manipulate the training data so that the model being trained
exhibits erroneous behavior during testing when a specific
trigger is present in the input, while maintaining standard
performance on benign inputs.

Defender’s Capabilities and Objectives. The primary
goal of the defender is to ascertain which training data sam-
ples have been compromised by backdoor poisoning. In this
scenario, the defender has full control over the training pro-
cess. Given a suspicious poisoned dataset, the defender
is allowed to freely use it to train the model, adopting
any model architecture and training strategies. The de-
fender lacks prior information regarding several key aspects:
the existence of backdoor samples within the dataset, the
proportion of these poisoned samples, the nature of the at-
tack (including the trigger pattern and target label), and the
specific class from which the backdoor samples originate.
Additionally, we also assume that the defender possesses a
limited set of extra label-free clean validation data, and it

is also prevalent in many prior works that study backdoor
defenses [14, 27, 28].

3.3. Dropout Layers in Neural Networks

Dropout is a regularization technique that mitigates overfit-
ting in neural networks. It randomly deactivates a subset
of neurons during training, which can be mathematically
described as h′ = h ⊙m, where h is the output vector of
a layer, m is a binary mask vector where each element is
independently drawn from a Bernoulli distribution with prob-
ability p (dubbed dropout rate), and ⊙ denotes element-wise
multiplication. During training, the expected output of a
neuron is scaled by p, as only a fraction of the neurons are
active. In many practical implementations, all neurons are
active during inference, but their outputs are scaled by p to
account for the larger active network, ensuring consistency
between the training and inference phases. In our study,
inference-phase dropout is implemented.

4. Method

In this section, we offer a new perspective on the inherent
predictive uncertainty within the model for the vulnerability
of DNNs to backdoor attacks. We begin with two pilot
studies to explore the predictive uncertainty of the model
on the clean data and backdoor data. Then, we present our
Prediction Shift Backdoor Detection (PSBD) method.

4.1. A Spark of Inspiration: MC-Dropout Predic-
tive Uncertainty

The model uncertainty is a metric that measures the extent
to which the model’s predictions can be trusted, and can be
understood as what a model does not know. One is mainly
interested in the model uncertainty that is propagated onto a
prediction, the so-called predictive uncertainty [12]. Previ-
ous work has indicated that backdoor data contains robust
features and is potentially easier to learn compared to clean
data [26, 46]. Therefore, we expect that the model should
exhibit lower uncertainty towards backdoor data compared
to clean data.
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(b) WaNet

Figure 2. The average MC-Dropout uncertainty of clean training
data, backdoor training data, and clean validation data under poi-
soned models.
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We use a widespread model predictive uncertainty ap-
proximation method - Monte Carlo Dropout (MC-Dropout)
[9] to explore the model predictive uncertainty of the three
types of data - the clean training data, the backdoor training
data, and the clean validation data. MC-Dropout activates
dropout during inference, allowing multiple forward passes.
The model’s final predicted confidence is the average of
these passes, while the standard deviation of the highest
confidence class indicates predictive uncertainty.

When applying MC-Dropout, clean validation data should
show the highest uncertainty, as it’s unseen during training.
Clean training data should follow closely, with a smaller
gap between them than between clean and backdoor training
data. Backdoor data should have the lowest uncertainty, as
it’s easier for the model to learn. If these patterns hold,
backdoor training data can be treated as outliers, enabling
their detection using outlier methods.

Settings. We adopt BadNets and WaNet as examples for
our discussion. We conduct experiments on the CIFAR-10
dataset [23] and ResNet-18 [17], trained for 100 epochs. For
both attacks, we set the poisoning ratio to 10%, i.e. replaced
10% of total training data with malicious backdoor training
data. Without sacrificing generality, the target class yt of
backdoor data is class 0 in our all examples. We randomly
select the clean validation dataset from the original CIFAR-
10 test set, and its size is 5% of the total size of the training
set. We calculate the average MC-Dropout uncertainty of
three types of data with models obtained from all 100 epochs
to compare the difference in their uncertainty.

Results. Figure 2a shows that, over 100 epochs, the aver-
age uncertainty of backdoor training data under BadNets is
significantly lower than that of clean training and validation
data, with this difference stabilizing in later training stages.
This aligns with our expectation that backdoor examples
have smaller uncertainty. However, in Figure 2b, the uncer-
tainty of backdoor data under WaNet sometimes matches or
exceeds that of clean data. Additional results are available in
Appendix A.1. We also tested a variant of the MC-Dropout
method, which showed some improvement in detection but
still failed in certain cases (details in Appendix A.2). These
findings suggest that using uncertainty based on standard
deviation may be insufficient for detecting backdoor data
across different attack scenarios. Additionally, determining
the appropriate dropout rate p is challenging without detailed
knowledge of backdoor attacks.

4.2. The Enlightening Eureka Moment: Prediction
Shift Phenomenon

Contrary to the indications from pilot study, relying solely
on the simple MC-Dropout predictive uncertainty proves
insufficient for distinguishing between clean and backdoor

data. Although frustrating, we can still observe that the
model’s mapping from trigger to target label in backdoor
data is more salient and robust compared to general image
features. Informed by these preliminary findings, we delved
further into the impact of employing dropout during the
model inference phase on the model’s behavior.

Prediction Shift. To delve deeper into how dropout affects
the predictive uncertainty of the model, we examined how
enabling dropout during the model’s forward process alters
the model’s classifications and prediction confidence. We de-
fine Prediction Shift (PS) as the phenomenon where the class
predicted by the model changes before and after dropout
is enabled, for samples x in the dataset D. The shift ratio
σ represents the frequency of PS occurring in all forward
inferences with dropout activated across the dataset D, i.e.,

  \begin {split} \phi _{PS}(\mathbf {x}) &= \mathbb {I}\left (\mathcal {Y}(\mathbf {x};{\boldsymbol \theta })\neq \mathcal {Y}(\mathbf {x};{\boldsymbol \theta ^{'}})\right ),\\ \sigma (\mathcal D) &= \frac {1}{k|\mathcal D|}\sum \limits _{\mathbf {x}\in \mathcal D} \phi _{PS}(\mathbf {x}) \end {split} \label {PS definition} 

 














(1)

where D represents an arbitrary dataset, which could encom-
pass the entire training set or a specific subset, such as one
class of data or a poisoned/clean training set; Y(x;θ) rep-
resents the predicted class of the model θ without dropout
for input x and Y(x;θ

′
) corresponds to the predicted class

of model θ
′

with dropout in forward inference stage; ϕPS(·)
denotes the PS function; k denotes the number of forward
iterations performed with dropout.

Settings. Firstly, the model is trained on the poisoned train-
ing set following the standard training procedure, which
excludes the use of dropout, data augmentation, and data
normalization. After that, we apply dropout without using
data augmentation and data normalization during model in-
ference. This allows us to completely control the model’s
ability to extract data features, thereby influencing the uncer-
tainty of its predictions by adjusting the dropout rate p. We
perform forward inference k = 3 times and record the value
of PS in the three types of data. Specifically, dropout layers
are applied after each residual connection in the residual
basic block, before the activation function, as this can signif-
icantly influence the model’s predictions with the dropout.

Results. In the bottom row of Figure 3a, about 60% of
clean training data that experience Prediction Shift (PS) un-
der the benign model shift to class 3. The x-axis shows the
shifted labels, while the y-axis represents the intensity of
the shift—the proportion of times a sample was predicted
to a particular class during PS. This pattern is also seen
in backdoor training and clean validation data, suggesting
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(a) Benign Model
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(c) WaNet
Figure 3. The above row shows the shift ratio curves for the benign model, BadNets model, and WaNet model, respectively. The below row
represents the prediction shift intensity for samples exhibiting PS phenomenon at the chosen p. The purple vertical dash line corresponds to
the selected p using our adaptive selection strategy.
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Figure 4. The first 64 feature maps out of the 512 extracted by the top layer of the model. The red boxes represent the feature map values are
non-zero and the difference between each activation value in the clean and backdoor feature maps is no greater than 1. The features of clean
and backdoor image become almost identical with dropout, verifying the existence of neuron bias effect.

that PS is a universal characteristic of DNNs. In the top
row of Figure 3a, both clean and backdoor training data
exhibit similar shift ratio trends, supporting the conclusion
from Section 4.1 that the benign model treats backdoor data
as perturbed clean data, classifying them mainly based on
natural image features.

As illustrated in Figure 3b and 3c, in the BadNets and
WaNet scenarios, we observe that the shift ratio curve for
clean data still follows an increasing trend as p increases,
eventually stabilizing. However, when p reaches a certain
special value, the σ for backdoor data approaches 0, while
the σ for clean data reaches a relatively high value (around
0.8). The most important thing is, among the samples expe-
riencing PS, almost all clean data shifts to the target class
yt (class 0 in our experiments). The same phenomenon has
been observed in other attack scenarios on CIFAR-10 as well.
This indicates that training with backdoor samples enhances
the PS phenomenon of clean data while suppresses that of
backdoor data. This is likely due to significant differences

in the internal behavior of the model towards clean data and
backdoor data under appropriate dropout p. Other poisoned
model’s results can be found in the Appendix B.1.

In addition, we continued to observe similar patterns on
the expanded and intricate Tiny ImageNet dataset. However,
the shift classes of the clean training data and the clean
validation data exhibit a predominant inclination towards
a certain class rather than the target class. Nevertheless,
there is still a certain proportion that exhibits a bias towards
the target class. Despite assuming that the defender can
freely choose the model architecture, we also conducted
experiments using the VGG[39] to demonstrate that our
method is not dependent on any specific model architecture.
For all results, please refer to the Appendix B.2 and B.3.

“Neuron Bias” - An Explanation to Prediction Shift. We
posit that the PS phenomenon arises from the neuron bias
effect in the network during training, where neurons be-
come predisposed to features highly representative of cer-
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tain classes. This bias intensifies as the network establishes
strong associations between specific data features and par-
ticular classes, especially in the case of backdoor features
linked to the target class. In the absence of dropout, back-
doored models typically predict the correct class for clean
data, as they possess sufficient features to make accurate
predictions. However, under dropout conditions, many key
distinguishing features in clean data are discarded. Conse-
quently, the model relies more heavily on the neuron bias
established during training, leading it to classify clean data
to the label associated with this bias. In contrast, the model
learns backdoor data patterns more effectively and rapidly, re-
sulting in a more stable and pronounced neuron bias. This en-
hanced bias allows the model to correctly classify backdoor
data even when some features are omitted due to dropout.

To validate our hypothesis, we analyzed the features ex-
tracted by the BadNets model from both clean image and its
corresponding backdoor version, comparing the results with
and without the application of dropout. We presented the
first 64 feature maps out of the 512 extracted by the top layer
of the model. As illustrated in Figure 4a and 4b, without the
dropout, the features of clean and backdoor version exhibit
minimal similarity, which partly explains the model’s distinct
behavior towards these two types of data. However, under
an appropriate dropout rate, Figure 4c and 4d clearly shows
that the features of clean and backdoor version become al-
most identical with dropout. The red boxes in the figure
highlight regions where the feature map values are non-zero
and the difference between each activation value in the cor-
responding feature maps is no greater than 1. This finding
successfully confirms the validity of our neuron bias effect
hypothesis. Detailed results are available in Appendix C.

4.3. From Insight to Innovation: Prediction Shift
Backdoor Detection

Even with dropout enabled, the predicted labels for some
clean data remain unchanged before and after applying
dropout, although their prediction confidence changes sig-
nificantly. To quantify the change in prediction confidence
rather than the change in labels as defined in Equation (1), we
introduce a new and more fine-grained measure of predictive
uncertainty, Prediction Shift Uncertainty (PSU). PSU com-
putes the difference between the predicted class confidence
without dropout and the average predicted class confidence
across k dropout inferences to quantify the intensity of PS:

  \begin {split} \phi _{PSU}(\mathbf {x}) &= {P}_{c}(\mathbf {x};{\boldsymbol \theta })-\frac {1}{k}\sum \limits _{i=1}^{k} {P}_{c}(\mathbf {x};p,{\boldsymbol \theta _{i}^{'}}), \\ c &= \mathop {\arg \max }_{c\in \mathcal C} {P}(\mathbf {x};{\boldsymbol \theta }) \end {split} \label {PSU definition}  












 




(2)

where c represents the class with the highest predicted confi-
dence for data x without dropout during the inference stage;

Pc(x;θ) represents the predicted confidence of class c by the
model without using dropout for input x, and Pc(x; p,θ

′

i)
corresponds to the confidence with dropout at the ith for-
ward pass; θ represents the origin model parameters; θ

′

i

represents the ith dropout model parameters across all k
inferences. Here p is the dropout rate.

Similar to pilot studies, the optimal dropout rate p is a
crucial factor in the dropout-based uncertainty method and
is challenging to determine without knowledge of backdoor
attacks. A reasonable p is selected when the PS of clean data
achieves a relatively strong intensity, and that of backdoor
data remains relatively weak. However, due to a lack of
backdoor knowledge, we cannot directly compute the PS of
backdoor data. Thus, based on the definition of σ provided in
Equation (1), we propose an adaptive selection strategy for p.
Specifically, we identify the p where the σ of clean validation
data approach to a high value (0.8 in our experiments), while
the difference between the σ of the entire training data and
that of the clean validation data reaches its maximum.

Prediction Shift Backdoor Detection. As we mentioned
above, clean data always shift from the origin prediction
class to another specific class, while backdoor data often re-
main static. Consequently, the PSU of clean training data and
clean validation data will be close and high, whereas the PSU
of backdoor data will be small under an appropriate p. For
suspicious data x, it can be determined as malicious based
on a defender-specified threshold T . If PSU(x) < T , it is
classified as a backdoor sample. We set T based on the close
proximity of PSU values between clean training data and
extra clean validation data. In other words, in the absence of
knowledge regarding the backdoor attack, T can be roughly
regarded as the tolerable loss rate for clean training data. In
all our experiments, T is set to the 25th percentile PSU value
of the whole clean validation data. Furthermore, we found
that using data augmentation in model training significantly
outperforms the non-augmented training approach on Tiny
ImageNet. It indicates that the use of data augmentation can
intensify neuron bias, especially when the model has a lack
of generalization ability to recognize the more sophisticated
features. Hence, we incorporate data augmentation during
model training when the model’s generality is lacking. The
specific workflow of the prediction shift backdoor detection
(PSBD) method is given as follows:
• First, we train the model using a standard supervised

learning algorithm on the suspicious training dataset, em-
ploying common data augmentation techniques when the
model lacks generalization ability.

• Next, we select the dropout rate p based on the adaptive
selection strategy. Then, we select a late-stage model to
calculate the PSU values for the suspicious training data
and clean validation data, due to its enhanced data fitting
capability and robust neuron bias paths.
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• Finally, for suspicious data x, we can determine it is
malicious based on defender-specified threshold T . If
PSU(x) < T , we view it as a backdoor sample. T is set
to the 25th percentile value of the PSU of clean validation
data in all our experiments.

5. Experiments
5.1. Experiment Settings
Dataset and DNN Model. We conduct all experiments on
the CIFAR-10 [23], GTSRB [40] and Tiny ImageNet [37]
datasets using the ResNet-18 [17] architecture. Please note
that a defender is free to choose any architecture, as the
sole objective is to detect any potential backdoor data
that may exist within the dataset. We randomly select
5% of the total quantity of whole poisoned training dataset
from the original test sets as our extra clean validation data.
Further details can be found in the Appendix D.1.

Backdoor Attack Settings. We evaluate our PSBD
method against seven representative backdoor attacks,
namely BadNets [13], Blend [6], TrojanNN[28], Label-
Consistent [44], WaNet [32], ISSBA [25] and Adaptive-
Blend [35]. We examined two scenarios with poisoning
ratios of 5% and 10%. The main paper discusses the 10%
poisoning ratio in detail, while the results for the 5% poison-
ing ratio are presented in Appendix E. Without sacrificing
generality, in all our experiments, the target class yt is set
to class 0. Data augmentation during the model training
was employed exclusively for Adaptive-Blend on CIFAR-10,
GTSRB, and all experiments on Tiny ImageNet to achieve
an attack success rate exceeding 85%. More detailed settings
are presented in Appendix D.2. We also verify the robustness
of PSBD against potential adaptive attacks in Appendix F.

Backdoor Detection Baseline. We compare PSBD with
five classic and state-of-the-art backdoor data detection meth-
ods, namely Spectral Signature(SS) [43], Strip [11], Spec-
tre [16], SCAN [42], SCP [14] and CD-L [19]. All six
methods were implemented and evaluated on the CIFAR-10
dataset. For GTSRB and Tiny ImageNet datasets, SCAN
was excluded due to its computationally intensive matrix
eigenvalue computations, which significantly increased pro-
cessing time. We run 10 trials for each experiment of all
methods and report the average results across all cases as the
final result. We found that the variances are relatively small,
so we ignored them. Please refer to the Appendix D.3 for
the implementation details.

Metric. To assess the effectiveness of detection methods,
we employ common classification metrics: True Positive
Rate (TPR) and False Positive Rate (FPR). Our evaluation
prioritizes achieving a high TPR to ensure effective identi-
fication of backdoor samples, while simultaneously main-
taining a low FPR to minimize erroneous deletion of clean
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Figure 5. The PSU values of BadNets and WaNet in CIFAR-10. The
poisoning ratio is 10%. PSBD exhibits strong capability to effectively
differentiate clean data from backdoor data.

samples. Values inside brackets represent standard devia-
tions (SD). Moreover, the results for the area under receiver
operating curve (AUROC) can be found in the Appendix G.

5.2. Experiment Results
Effectiveness and Efficiency of PSBD. As shown in Ta-
ble 1, PSBD demonstrates excellent backdoor detection per-
formance across a wide range of attack scenarios, while
effectively preserving a substantial amount of clean data.
The results also demonstrate that PSBD achieves a substan-
tial improvement in detection performance compared to the
defense baselines. In contrast, all baseline methods fail in
some evaluation attacks.

Specifically, on the CIFAR-10 dataset, the Spectral Sig-
nature method failed to detect backdoor data under all attack
scenarios, while simultaneously misclassifying a substantial
amount of clean data as backdoor data. This suggests that
when the trigger pattern is relatively large or complex, the
spectral signature property may be difficult to capture. The
Spectre method demonstrated relatively effective detection
capabilities across most attack scenarios, but it also has a
high FPR. This is not desirable in practice as it filters out
a significant amount of clean training data, which can lead
to issues like overfitting due to insufficient training data.
Although the SCAN, Strip, SCP, and CD-L methods exhib-
ited relatively acceptable performance across most attack
scenarios, achieving a relatively high TPR and a low FPR,
their effectiveness deteriorated when confronted with attacks
employing confusion strategy such as WaNet and Adaptive-
Blend. This confusion strategy aims to disrupt the model by
retaining an equal or greater proportion of confounding sam-
ples that contain the trigger pattern but are correctly labeled.
On the GTSRB dataset, which contains a larger number of
classes, the Spectral Signature and Spectre methods com-
pletely fail to detect backdoor data. The Strip, SCP, and
CD-L methods exhibit good detection performance only in a
few specific attack scenarios. In contrast, our PSBD method
demonstrates strong detection capabilities across all attack
scenarios, highlighting its robustness and generalizability.

On the more challenging Tiny ImageNet, all baseline
methods failed in most attack scenarios. This failure is
likely due to the increased complexity of image features,
which weakened their ability to capture the mapping be-
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Table 1. The performance (TPR/FPR) on CIFAR-10, GTSRB and Tiny ImageNet. We mark the best result in boldface while the value with underline denotes
the second-best. The failed cases (i.e., TPR < 0.8) are marked in gray. Adaptive-Blend attack has a 1%/1%/2% poisoning ratio on CIFAR-10/GTSRB/Tiny
ImageNet, while other attacks have a 10% poisoning ratio. OOT indicates that the method did not finish within the allocated time limit.

Defenses→ PSBD (Ours) SS Strip Spectre SCAN SCP CD-LAttacks↓
CIFAR-10

Badnet 1.000/0.104 0.389/0.512 1.000/0.113 0.953/0.450 1.000/0.009 1.000/0.205 0.998/0.158
Blend 1.000/0.135 0.438/0.507 0.993/0.118 0.953/0.450 0.991/0.000 0.939/0.244 0.976/0.156

TrojanNN 0.983/0.171 0.302/0.509 0.996/0.112 0.950/0.450 1.000/0.000 0.921/0.227 0.999/0.161
Label-Consistent 0.992/0.130 0.447/0.506 0.994/0.117 0.953/0.450 0.979/0.014 0.889/0.237 0.962/0.159

WaNet 1.000/0.116 0.456/0.505 0.050/0.101 0.951/0.450 0.891/0.034 0.869/0.251 0.863/0.144
ISSBA 1.000/0.113 0.436/0.507 0.774/0.120 0.950/0.450 0.963/0.011 0.939/0.290 0.965/0.157

Adaptive-Blend 0.982/0.184 0.608/0.145 0.014/0.069 0.753/0.144 0.000/0.023 0.721/0.257 0.432/0.167
Average 0.994/0.136 0.439/0.456 0.689/0.107 0.923/0.406 0.832/0.013 0.899/0.244 0.855/0.157

GTSRB

Badnet 0.987/0.202 0.476/0.502 0.999/0.096 0.524/0.497 OOT 1.000/0.344 0.911/0.193
Blend 0.910/0.207 0.476/0.502 0.897/0.093 0.524/0.497 OOT 0.286/0.337 0.462/0.199

TrojanNN 0.952/0.212 0.476/0.502 0.639/0.096 0.524/0.497 OOT 0.113/0.345 0.967/0.194
Label-Consistent 0.944/0.203 0.476/0.502 1.000/0.115 0.524/0.497 OOT 0.998/0.362 0.416/0.175

WaNet 0.996/0.115 0.476/0.502 0.037/0.109 0.524/0.497 OOT 0.129/0.306 0.031/0.182
ISSBA 0.999/0.211 0.476/0.502 0.725/0.092 0.524/0.497 OOT 0.584/0.339 0.705/0.197

Adaptive-Blend 0.899/0.194 0.299/0.392 0.004/0.094 0.750/0.388 OOT 0.071/0.332 0.028/0.158
Average 0.955/0.192 0.451/0.486 0.614/0.099 0.556/0.481 OOT 0.454/0.338 0.503/0.185

Tiny ImageNet

Badnet 0.989/0.088 0.480/0.502 0.841/0.108 0.522/0.497 OOT 0.999/0.271 0.462/0.176
Blend 0.919/0.108 0.478/0.502 0.249/0.086 0.522/0.496 OOT 0.551/0.260 0.874/0.175

TrojanNN 0.961/0.222 0.478/0.502 0.963/0.104 0.522/0.497 OOT 0.972/0.301 0.985/0.150
Label-Consistent 0.839/0.039 0.478/0.502 0.460/0.088 0.522/0.497 OOT 0.741/0.187 0.931/0.203

WaNet 0.959/0.086 0.478/0.502 0.087/0.082 0.522/0.497 OOT 0.446/0.254 0.577/0.151
ISSBA 0.886/0.209 0.478/0.502 0.954/0.097 0.522/0.497 OOT 0.691/0.297 0.978/0.137

Adaptive-Blend 0.949/0.095 0.392/0.502 0.210/0.099 0.621/0.497 OOT 0.651/0.190 0.331/0.176
Average 0.929/0.121 0.466/0.502 0.538/0.095 0.536/0.497 OOT 0.722/0.251 0.734/0.167

tween trigger pattern and target label. Encouragingly, our
PSBD method maintained its effectiveness, ranking in the
top two for all attacks except for TrojanNN (where it still
achieved a TPR of 0.961) and ISSBA. The slight perfor-
mance degradation under ISSBA is likely due to the model’s
insufficient ability to extract features from the data. This
is reflected in the significantly lower clean accuracy of the
model compared to that of the clean model. The clean ac-
curacy of models can be found in the Appendix Table A3.
By employing dropout to diminish prominent image features
and utilizing robust neuron bias paths, PSBD effectively
discerned the mapping from trigger pattern to target label.

The Strong Discriminative Capability of PSBD. PSBD
excels in its critical ability to effectively differentiate be-
tween clean and backdoor training data. By leveraging the
PSU values, we have developed some informative box plots
that clearly and vividly demonstrate the remarkable discrimi-
native power of our approach. As shown in Figure 5, provide
a visual representation of how PSBD separates clean data
from backdoor data. In these plots, it is prominently visible
that backdoor data is characterized by lower PSU values, dis-
tinguishing it from clean training and validation data, which
generally exhibit higher PSU values. This distinction is

crucial for effective backdoor detection, as it highlights the
different behavioral patterns of the model when exposed to
clean versus poisoned data. The lower PSU values in back-
door data indicate the model’s ability to maintain confident
predictions, a direct consequence of the embedded trigger in
these samples with neuron bias effect.

6. Conclusion

In our study, we developed PSBD, a simple and effective
method to detect backdoor samples in the training dataset
by focusing on Prediction Shift phenomenon under dropout
conditions, leading to the concept of neuron bias effect. By
analyzing changes in prediction confidence with and with-
out dropout, PSBD effectively distinguishes between clean
and backdoor data across multiple datasets and attack types.
This research contributes a practical and effective solution
to the challenge of backdoor attacks in DNNs, marking a
notable advancement in the field of neural network security.
Future efforts could explore extending the PSBD method
to a broader range of domains, such as natural language
processing or time-series analysis.
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