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Abstract

Stochastic optimal control, which has the goal of driving the behavior of noisy
systems, is broadly applicable in science, engineering and artificial intelligence.
Our work introduces Stochastic Optimal Control Matching (SOCM), a novel
Iterative Diffusion Optimization (IDO) technique for stochastic optimal control
that stems from the same philosophy as the conditional score matching loss for
diffusion models. That is, the control is learned via a least squares problem by
trying to fit a matching vector field. The training loss, which is closely connected
to the cross-entropy loss, is optimized with respect to both the control function
and a family of reparameterization matrices which appear in the matching vector
field. The optimization with respect to the reparameterization matrices aims at
minimizing the variance of the matching vector field. Experimentally, our algorithm
achieves lower error than all the existing IDO techniques for stochastic optimal
control for three out of four control problems, in some cases by an order of
magnitude. The key idea underlying SOCM is the path-wise reparameterization
trick, a novel technique that may be of independent interest.

1 Introduction

Stochastic optimal control aims to drive the behavior of a noisy system in order to minimize a given
cost. It has myriad applications in science and engineering: examples include the simulation of rare
events in molecular dynamics [37, 36, 85, 41], finance and economics [63, 25], stochastic filtering
and data assimilation [58, 68], nonconvex optimization [19], sampling [9], power systems and energy
markets [8, 66], and robotics [77, 32]. Stochastic optimal has also been impactful in fields such
as mean-field games [17], optimal transport [80, 81], backward stochastic differential equations
(BSDE:s) [14] and large deviations [24]. Recently, it has been the basis of algorithms to sample from
unnormalized densities [84, 79, 9, 71].

For continuous-time problems with low-dimensional state spaces, the standard approach to learn
the optimal control is to solve the Hamilton-Jacobi-Bellman (HJB) partial differential equation
(PDE) by gridding the space and using classical numerical methods. For high-dimensional problems,
a large number of works parameterize the control using a neural network and train it applying a
stochastic optimization algorithm on a loss function. These methods are known as Iferative Diffusion
Optimization (IDO) techniques [59] (see Subsec. 2.2).

It is convenient to draw an analogy between stochastic optimal control and continuous normalizing
flows (CNFs), which are a generative modeling technique where samples are generated by solving
an ordinary differential equation (ODE) for which the vector field has been learned, initialized at a
Gaussian sample. CNFs were introduced by [20] (building on top of Rezende and Mohamed [70]),
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and training them is similar to solving control problems because in both cases one needs to learn
high-dimensional vector fields using neural networks, in continuous time.

The first algorithm developed to train normalizing flows was based on maximizing the likelihood
of the generated samples [20, Sec. 4]. Obtaining the gradient of the maximum likelihood loss with
respect to the vector field parameters requires backpropagating through the computation of the ODE
trajectory, or equivalently, solving the adjoint ODE in parallel to the original ODE. Maximum
likelihood CNFs (ML-CNFs) were superseded by diffusion models [75, 40, 76] and flow-matching,
a.k.a. stochastic interpolant, methods [55, 1, 65, 2], which are currently the preferred algorithms to
train CNFs. Aside from architectural improvements such as the UNet [73], a potential reason for the
success of diffusion and flow matching models is that their functional landscape is convex, unlike for
ML-CNFs. Namely, vector fields are learned by solving least squares regression problems where
the goal is to fit a random matching vector field. Convex functional landscapes in combination with
overparameterized models and moderate gradient variance can yield very stable training dynamics
and help achieve low error.

Returning to stochastic optimal control, one of the best-performing IDO techniques amounts to
choosing the control objective (equation 1) as the training loss (see (12)). As in ML-CNFs, computing
the gradient of this loss requires backpropagating through the computation of the trajectories of the
SDE (2), or equivalently, using an adjoint method. The functional landscape of the loss is highly
non-convex, and the method is prone to unstable training (see green curve in the bottom right plot of
Figure 3). In light of this, a natural idea is to develop the analog of diffusion model losses for the
stochastic optimal control problem, to obtain more stable training and lower error, and this is what
we set out to do in our work. Our contributions are as follows:

* We introduce Stochastic Optimal Control Matching (SOCM), a novel IDO algorithm in which the
control is learned by solving a least-squares regression problem where the goal is to fit a random
matching vector field which depends on a family of reparameterization matrices that are also
optimized.

* We derive a bias-variance decomposition of the SOCM loss (Prop. 2). The bias term is equal to an
existing IDO loss: the cross-entropy loss, which shows that both algorithms have the same land-
scape in expectation. However, SOCM has an extra flexibility in the choice of reparameterization
matrices, which affect only the variance. Hence, we propose optimizing the reparameterization
matrices to reduce the variance of the SOCM objective.

e The key idea that underlies the SOCM algorithm is the path-wise reparameterization trick
(Prop. 1), which is a novel technique for estimating gradients of an expectation of a functional of
a random process with respect to its initial value. It is of independent interest and may be more
generally applicable outside of the settings considered in this paper.

e We perform experiments on four different settings where we have access to the ground-truth
control. For three of these, SOCM obtains a lower L? error with respect to the ground-truth
control than all the existing IDO techniques, with around 10x lower error than competing
methods in some instances.

2 Framework

2.1 Setup and Preliminaries

Let (Q, F, (F¢)t>0, P) be a fixed filtered probability space on which is defined a Brownian motion
B = (By)>0. We consider the control-affine problem

minE[ [ (3 u(Xp 0P +F (X 1)) di+g(X3)], (M
5.t dXE = (b(X, )+ (t)u(XE, ) di+V Ao (£)dB;, X ~ po )

and where X* € R? is the state, u : R? x [0, 7] — R is the feedback control and belongs to the
set of admissible controls U, f : R% x [0, T] — R is the state cost, g : R? — R is the terminal cost,
b: R x [0,7] — R?is the base drift, and o : [0, 7] — R?*? is the invertible diffusion coefficient
and X\ € (0,400) is the noise level. In App. A we formally define the set I/ of admissible controls
and describe the regularity assumptions needed on the control functions. In the remainder of the
section we introduce relevant concepts in stochastic optimal control; we provide the most relevant
proofs in App. B and refer the reader to Oksendal [60, Chap. 11] and Niisken and Richter [59, Sec. 2]
for a similar, more extensive treatment.



Cost functional and value function The cost functional for the control u, point x and time ¢ is
defined as J(u;z,t) = E[ftT (3llus (X7 + fo(X2)) dt + g(X¥)| X" = «]. That is, the cost
functional is the expected value of the control objective restricted to the times [¢t, 7] with the initial
value z at time ¢. The value function or optimal cost-to-go at (x,t) is defined as the minimum value
of the cost functional across all possible controls:

Vi, t) :=inf, ey J(u; x, t). 3)

Hamilton-Jacobi-Bellman equation and optimal control If we define the infinitesimal gener-
ator L := 3 szzl(craT)ij (t)0z, 0z, + Z?zl bi(x,t)0s,, the value function solves the following
Hamilton-Jacobi-Bellman (HJB) partial differential equation:

O+ L)V (2, t) = 51 (@"VV)(@, Ol + f(z,8) =0, V(z,T) = g(x). 4)

The verification theorem [62, Sec. 2.3] states that if a function V' solves the HIB equation above
and has certain regularity conditions, then V' is the value function (3) of the problem (1)-(2). An
implication of the verification theorem is that for every u € U,

V(z,t)+E[3 ft o TVV 4+ ul?(X¥,s)ds | Xi* = x| = J(u, z,t). (5)

In particular, this implies that the unique optimal control is given in terms of the value function as
u*(x,t) = —o(t) " VV (z,t). Equation (5) can be deduced by integrating the HIB equation (4) over
[t, T, and taking the conditional expectation with respect to X}* = x. We include the proof of (5) in
App. B for completeness.

A pair of forward and backward SDEs (FBSDEs) Consider the pair of SDEs
dX; = b(X;,t)dt + Vo (t)dBy, Xo ~ po, (6)
AV, = (= (X0, 1) + 31 Z)2) dt + VA(Zi, dBy), Yo = g(X1). (7

where Y : 2x[0,7T] — Rand Z : Qx [0,T] — R? are progressively measurable ' random processes.
It turns out that Y; and Z; defined as Y; := V(Xy,t) and Z; = o(t) ' VV (X4, t) = —u*(Xy,t)
satisfy (7). We include the proof in App. B for completeness.

An analytic expression for the value function From the forward-backward equations (6)-(7), one
can derive a closed-form expression for the value function V':

V(z,t)=—XAlogE[exp (—A 1ft s)ds —A"1g(Xr))| X; = =], (®)

where X is the solution of the uncontrolled SDE (6). This is a classical result, but we still include its
proof in App. B. Given that u*(x,t) = —o(t) ' VV (z,t), an immediate, yet important, consequence
of (8) is the following path-integral representation of the optimal control:

u*(z,t)=Ao(t) "V, logE[exp (— A 1]; 5)ds—A"1g(X7))| X: = 2] . )

Remark this equation involves the gradient of logarithm of a conditional expectation, which is
reminiscent of the vector fields that are learned when training diffusion models. For example,
the target vector field for variance-exploding score-based diffusion loss [76] can be expressed as

ex —||T— 2 0'2
V. log i (2) = Va log By g, [PV 2000

taken with respect to the initial condition of the process, which requires the development of novel
techniques.

]. Note, however, that in (9) the gradient is

Conditioned diffusions Let C = C([0,T];R?) be the Wiener space of continuous functions from
[0, 7] to R? equipped with the supremum norm, and let (C) be the space of Borel probability
measures over C. For each control v € U, the controlled process in equation (2) induces a probability
measure in P(C), as the law of the paths X}*, which we refer to as P*. We let IP be the probability
measure induced by the uncontrolled process (6), and define the work functional

= [T f(Xs,5)ds + g(Xr). (10)

'Being progressively measurable is a strictly stronger property than the notion of being a process adapted to
the filtration F; of B; (see [50]).



It turns out (Lemma 2 in App. B) that the Radon-Nikodym derivative < dP sansﬁes dP (X ) =

exp (A71(V(Xo,0) — W(X,0))). Also, a straight-forward application of the Girsanov theorem for
SDEs (Cor. 1) shows that

L (X ) =exp (A2 [T (X ) —u(XE ), dB) =25 [ (X3 ) (X )2 dt),
(an

which means that the only control u € I/ such that P* = P* is the optimal control itself.
2.2 Existing approaches and related work

Low-dimensional case: solving the HJB equation For low-dimensional control problems (d < 3),
it is possible to grid the domain and use a numerical PDE solver to find a solution to the HIB
equation (4). The main approaches include finite difference methods [11, 57, 4], which approximate
the derivatives and gradients of the value function using finite differences, finite element methods [47],
which involve restricting the solution to domain-dependent function spaces, and semi-Lagrangian
schemes [21, 13, 12], which trace back characteristics and have better stability than finite difference
methods. See Greif [33] for an overview on these techniques, and Banas et al. [4] for a comparison
between them. Hutzenthaler et al. [44] introduced the multilevel Picard method, which leverages
the Feynman-Kac and the Bismut-Elworthy-Li formulas to beat the curse of dimensionality in some
settings [6, 46, 45, 43].

High dimensional methods leveraging FBSDEs The FBSDE formulation in equations (6)-(7)
has given rise to multiple methods to learn controls. One such approach is least-squares Monte
Carlo (see Pham [63, Chapter 3] and Gobet [28] for an introduction, and Gobet et al. [30], Zhang
et al. [83] for an extensive analysis), where trajectories from the forward process (6) are sampled,
and then regression problems are solved backwards in time to estimate the expected future cost
in the spirit of dynamic programming. A second method that exploits FBSDEs was proposed by
E et al. [22], Han et al. [35]. They parameterize the control using a neural network ug, and use
stochastic gradient algorithms to minimize the loss £(ug, y0) = E[(Yr (yo, ug) — g(X7))?], where
Y7 (yo, ue) is the process in (7) with initial condition yo and control ug. This algorithm can be seen
as a shooting method, where the initial condition and the control are learned to match the terminal
condition. Multiple recent works have combined neural networks with FBSDE Monte Carlo methods
for parabolic and elliptic PDEs [5, 18, 86], control [7, 39], multi-agent games [34, 15, 16]; see [23]
for a more comprehensive review.

Many of the methods referenced above and some additional ones can be seen from a common
perspective using controlled diffusions. As observed in equation (11), the key idea is that learning
the optimal control is equivalent to finding a control w such that the induced probability measure P*
on paths is equal to the probability measure P*" for the optimal control. In the paragraphs below
we cover several loss that fall into this framework. All the losses below can be optimized using
a common algorithmic framework, which we describe in Algorithm 1. For more details, we refer
the reader to Niisken and Richter [59], which introduced this perspective and named such methods
Iterative Diffusion Optimization (IDO) techniques. For simplicity, we introduce the losses for the
setting in which the initial distribution pg is concentrated at a single point x;y;¢; we cover the general
setting in App. B.

The relative entropy loss and the adjoint method The relative entropy loss is defined as the
Kullback-Leibler divergence between P* and P*": Ep. [log 4= TP AF"_]. Upon removing constant terms
and factors, this loss is equivalent to (see Lemma 3 in App. B):

Lagi(u) = E[ [ (Sllu(X@ 02+ F(Xp, 1) dt+g(X)]. (12)

This is exactly the control objective in (1). This fact has been studied extensively [10, 31, 36, 48, 67].
Hence, the relative entropy loss is very natural and widely used; see Onken et al. [61], Zhang and
Chen [84] for examples on multiagent systems and sampling.

Solving optimization problems of the form (12) has a long history that dates back to Pontryagin [64].
Note that £44;(u) depends on u both explicitly, and implicitly through the process X*. To compute

the gradient Vol Adj(ug,, ) of a Monte Carlo approximation L Adj(ug,, ) of Lagj(ug, ) as required
by Algorithm 1, we need to backpropagate through the simulation of the trajectories, which is why
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Algorithm 1 Iterative Diffusion Optimization (IDO) algorithms for stochastic optimal control
Input: State cost f(x,t), terminal cost g(x), diffusion coeff. o(t), base drift b(x,t), noise level A, num-
ber of iterations N, batch size m, number of time steps K, initial control parameters 6, loss
L € {Laqj(12), Lcu(13), Lyar, (16), L5, (17), Liom, (18)}
forn € {0,...,N — 1} do
Simulate m trajectories of the process X controlled by v = ug,, , €.g., using Euler-Maruyama updates
if £ # Laq; then detach the m trajectories from the computational graph, so that gradients do not
backpropagate;

Using the mn trajectories, compute an rn-sample Monte Carlo approximation £ (ug, ) of the loss £(ug,)
Compute the gradients VoL (ug, ) of £(ug, ) W.r.t. 0y,
Obtain 0,1 with via an Adam update on 6,, (or another stochastic algorithm)

end

Output: Learned control ug,,

we do not detach them from the computational graph. One can alternatively compute the gradient

Vol adj(ug,, ) by explicitly solving an ODE, a technique known as the adjoint method. The adjoint
method was introduced by Pontryagin [64], popularized in deep learning by Chen et al. [20], and
further developed for SDEs in Li et al. [54].

The cross-entropy loss The cross-entropy loss is defined as the Kullback Leibler divergence

between P*" and P%, i.e., flipping the order of the two measures: Epur [log S ] For an arbitrary
v € U, this loss is equivalent to the following one (see Prop. 3(i) in App. B):

Lop(u) =E[(-A"Y2 [T (u deBt AT (X t) <Xza >>dt+A*lfoT||uX:, £))? dt)

x exp (— ATIW(XV,0)—A"1/2 fo (X7P,t),dBy)—

FRDICDIE
(13)

The cross-entropy loss has a rich literature [38, 49, 74, 85] and has been recently used in applications
such as molecular dynamics [41]. Furthermore, we note that the cross-entropy loss can be significantly
simplified and written in terms of the unnormalized L? error of the control u with respect to the
optimal control u*:

Lcg(u [fo [k (X t) — (X2, )| dt x exp (— ATIWV(XY,0)] . (14)

This characterization, which is proven in Prop. 3(ii) in App. B, is relevant for us because a similar
one can be written for the loss that we propose (see Prop. 2).

Variance and log-variance losses For an arbitrary v € U, the variance and the log-variance losses

are defined as Ly, (u) = Varp. (C}%‘: ) and EN{(,’fr (u) = Varpe (log 45~ ) whenever Ep. dP: |
~+o00 and Epv | log %\ < 400, respectively. Define
VR = AT f (X ), (X 1)) de
fflfo (X, t)dt = X712 [ (X7, 1), dBy) (15)
1 .7
+ 2 [y (XY, 0% dt.
Then, [ﬁv&rv and E{?frv are equivalent, respectively, to the following losses (see Lemma 4):
Lvar, (u) = Var(exp (Y7 = X™1g(X7))), (16)
L35, (w) = Var (Y7 = A~1g(X7)), (17

The variance and log-variance losses were introduced by Niisken and Richter [59]. Unlike for the
cross-entropy loss, the choice of the control v does lead to different losses. When using Lva,, or

El\?agr“ in Algorithm 1, the variance is computed across the m trajectories in each batch.

Moment loss For an arbitrary v € U, the moment loss is defined as

Latom, (4, 90) = E[(Y7"" +yo — A g(X$))?, (18)



where }773‘ " is defined in (15). Note the similarity with the log-variance loss (17); the optimal value
of yo for a fixed u is y§ = E[A"'g(X%) — Y;""], and plugging this into (18) yields exactly the
log-variance loss. The moment loss was introduced by Hartmann et al. [39, Section III.B], and it is a
generalization of the FBSDE method pioneered by E et al. [22], Han et al. [35] and referenced earlier
in this subsection, which corresponds to setting v = 0.

3 Stochastic Optimal Control Matching

In this section we present our loss, Stochastic Optimal Control Matching (SOCM). The corresponding
method, which we describe in Algorithm 2, falls into the class of IDO techniques described in
Subsec. 2.2. The general idea is to leverage the analytic expression of u* in (9) to write a least squares
loss for u, and the main challenge is to reexpress the gradient of a conditional expectation with
respect to the initial condition of the process. We do that using a novel technique which introduces
certain arbitrary matrix-valued functions M, that we also optimize.

Theorem 1 (SOCM loss). For each t € [0,T), let My : [t,T] — R¥*? be an arbitrary matrix-
valued differentiable function such that M;(t) = Id. Let v € U be an arbitrary control. Let
Lsoom : L2(R? x [0, T); RY) x L2(]0, T]?; R¥*9) — R be the loss function defined as

Lsoon(u, M) == B[ [ u(Xt,t) = w(t,v, X*, B, My)[|* dt x a(v, X", B)],  (19)

where XV is the process controlled by v (i.e., dX? = (b(X?,t) + o(t)v(XP, 1)) dt + VAo (t) dB;
and X§ ~ po), and

w(t,v, XV, B, M) = o(t)T (= [/ My(s)V,f(XY,5)ds — My(T)Vg(X4)
+ JT (M (s)Vab(XY, 5) — D.My(s) (0~ 1) T (s)o(X7,5) ds
+ A2 [T(My(s)V,b(XY, 8) — My (5)) (0 1) T (s)dBy),
(v, X", B) = exp ( — 1f0 (XP,t)ds — A71g(X2)
— A2 [T (XP,1),dBy) = A [ lo(XP, 0] dt).

)
(
(20)

Lsocwm has a unique optimum (u*, M*), where u* is the optimal control.

We refer to M = (M), clo,) s the family of reparametrization matrices, to the random vector field

w as the matching vector field, and to « as the importance weight. We present a proof sketch of
Thm. 1; the full proofs for all the results in this section are in App. C.

Proof sketch of Thm. 1 Let X be the uncontrolled process (6). Consider the loss
L(u) =E[% fOT |u(Xe,t) — u* (Xt H dt exp (— A7t fo (Xe,t)dt — A 1g(X7))]
—E[$ fy (|[u(X:1) H — 2(u(Xy, 1), u (Xe, 1)) + [Ju” (X, 1)[|°) @1
xexp(— A"t fo (Xp, t)dt — A 1g(X7))].

Clearly, the only optimum of this loss is the optimal control u*. Using the analytic expression of u*
in (9), the cross-term can be rewritten as (see Lemma 5 in App. C):

[Tf u( Xy, t), u* (X, 1)) dt exp ( — lfo (Xy,t) A‘lg(XT))}
=AE[L [T (uf Xt, ,o(t) TV, ]E[exp( AT F(Xs) ds — Al g(Xr)) | X = 2] )(22)
X exp( -1 fo ds) dt]
It remains to evaluate the conditional expectation V,E[exp( — A~ [ f(X,,s)ds —

At g(XT)) |Xt = x], which we do by a “reparameterization trick” that shifts the dependence
on the initial value x into the stochastic processes—here we introduce a free variable M;—and then
applying Girsanov theorem. We coin this the path-wise reparameterization trick:

Proposition 1 (Path-wise reparameterization trick for stochastic optimal control). For eacht € [0,T],
let My : [t, T] — R4 be an arbitrary continuously differentiable function matrix-valued function



—

N

such that M;(t) = Id. We have that
VoE[exp (= A1 [T f(X,,8)ds — AL g(X7)) | X = 2]
=E[(— A" Mi(s)Vaf (X, 5)ds — A~ M, (1) Vg(X7)
A2 [T (My(s) Y, b( ,8) — 0sMy(s))(01) T (s)dBy)
x exp (— 1ft s)ds — Al g(X7)) | X = .

(23)

We prove a more general form of this result (Prop. 4) in Subsec. C.2 and also provide an intuitive
derivation in Subsec. C.3. In the proof of Prop. 4, the reparameterization matrices M; arise as the
gradients of a perturbation to the process X;. Similar ideas can potentially be applied to derive losses
for generative modeling. If we plug (23) into the right-hand side of (22), and then this back into (21),
and we complete the square, we obtain that for some constant K independent of u,

Llu) =E[L [T Ju(Xe,t) + o(t) ([T Mi(s)Vaf (X, 8)ds + My(T)Vg(Xr)
—Al/zf (M, (s)V, b(XS,s)fath(s))(J* )T (s)dB,)||* dt
X exp( -1 fO (X4,t) A_lg(XT))} + K.

If we perform a change of process from X to X" applylng the Girsanov theorem (Cor. 1 in App. C),
we obtain the loss Lsoom (u, M). O

The following result clarifies the role of reparameterization matrices, connecting the SOCM and
cross-entropy losses.
Proposition 2 (Bias-variance decomposition of the SOCM loss). The SOCM loss decomposes into a
bias term that only depends on u and a variance term that only depends on M :

Lsoom (u, M) = CondVar(w; M) +E[2 [F|Ju(Xp, t)—u (X2 1) ||* dt e VX 0],
24)
(

Unnormalized expected Unnormalized bias of u
conditional variance of w

where

CondVar(w; M)=E[1 fo |lw(t,v, X", B, My;)— [w(t’“’éﬁ:i:%ﬁ)’ggl‘)}é;’f)‘Xiu’t] Hth a(v, X", B)].

u* (X7,t)

(25)
Remark that the bias term in equation (24) is equal to the characterization of the cross-entropy loss
in (14). In other words, the landscape of Lsocm (u, M) with respect to u is the landscape of the
cross-entropy loss Lcg(u). Thus, the SOCM loss can be seen as some form of variance reduction
method for the cross-entropy loss, and performs substantially better experimentally (Sec. 4). Yet,
the expressions of the SOCM loss and the cross-entropy loss are very different; the former is a least
squares loss and is expressed in terms of the gradients of the costs.

Algorithm 2 Stochastic Optimal Control Matching (SOCM)

Input: State cost f(z,t), terminal cost g(x), diffusion coeff. o(¢), base drift b(z, t), noise level A, number
of iterations N, batch size m, number of time steps K, initial control parameters 6, initial matrix
parameters wo, loss Lsocm in (19)

forne {0,...,N —1}do

Simulate m trajectories of the process X controlled by v = ug,,, €.g., using Euler-Maruyama updates
Detach the m trajectories from the computational graph, so that gradients do not backpropagate

Using the m trajectories, compute an m-sample Monte-Carlo approximation Lsoom (ue,, , M., ) of the
loss Lsocm (ugn, Mwn) in (19)
Compute the gradients V (g,.) Lsocm (us,, , Me,,,) of Lsocn (u,, , M, ) at (0n, wy)
Obtain 05,11, wn+1 With via an Adam update on 6,,, wx,, resp.
end
Output: Learned control ue

For good training performance, it is critical that the gradients have high signal-to-noise ratio.
Looking at the SOCM loss, a good proxy for low gradient variance is to have low variance for
* fOT |u(Xy,t) — w(t,v, XV, B, M)H2 dt x a(v, XV, B), and this holds when both o(v, X?, B)
and w(t,v, XV, B, M) have low variance. Next, we present strategies to lower the variance of these
two objects.



Minimizing the variance of the importance weight o We want to use a vector field v such that
Var[a(v, XV, B)] is as low as possible. As shown by the following lemma, which is well-known in
the literature, setting v to be the optimal control u* actually achieves variance zero when we condition
on the starting point of the controlled process X . The proof of this result can be found in Hartmann
et al. [38], but we include it in Subsec. C.5 for completeness.

Lemma 1. When we set v = u*, the conditional variance Var[a(v, XV, B)| XY = winit] is zero for
any Tiniy € R<,

Of course, we do not have access to the optimal control «*, but it is still a good idea to set v
as the closest vector field to u* that we have access to, which is typically the currently learned
control. In some instances, one may benefit from using a warm-started control parameterized as
uws(x,t) + up(x, t), where the warm-start uyg is a reasonably good control obtained via a different
strategy (see App. E).

Minimizing the variance of the matching vector field w We are interested in finding the family
M = (Mt)te[o,T] that minimizes the variance of w(t,v, XV, B, M;) conditioned on ¢ and X;.
Note that this is exactly the term CondVar(w; M) in the right-hand side of equation (24). Since
CondVar(w; M) does not depend on the specific v, the optimal M does not depend on v either. And
since the second term in the right-hand side of equation (24) does not depend on M = (My), (o 77-

minimizing CondVar(w; M) is equivalent to minimizing £(u) with respect to M.

Parameterizing the matrices )/; vs solving for the optimal matrices In practice, we parameterize
the matrices (M), ¢ 7 using a function M., with two arguments (¢, 5). To enforce that M., (¢,t) =

Id, we set M, (t,s) = e 7= DTd 4 (1 — e~V My (t, s), where w = (v, @), and M : Rx R —
R?*4 is an unconstrained neural network. Alternatively, Thm. 4 in App. D shows that the optimal
family M* = (M} )icjo,r) can be characterized as the solution of a linear equation in infinite

dimensions (a Fredholm equation of the first kind). The discretized linear system has d? K equations
and variables, K being the number of discretization time points. However, since the optimal M *
does not depend on v (see Remark 1), this is a computation that must be done only once and that may
be affordable in some settings. We did not test this approach experimentally.

4 Experiments

We consider four experimental settings that we adapt from Niisken and Richter [59]: QUADRATIC
ORNSTEIN UHLENBECK (EASY), QUADRATIC ORNSTEIN UHLENBECK (HARD), LINEAR ORN-
STEIN UHLENBECK and DOUBLE WELL. We describe them in detail in App. F. For all of them,
we have access to the ground-truth optimal control, which means that we are able to estimate the
L? error incurred by the learned control w. In Figure 2 we plot the control L? error for each
IDO algorithm described in Subsec. 2.2, and for the SOCM algorithm (Algorithm 2), for the
QUADRATIC OU (EASY) and (HARD) settings. We also include two ablations of SOCM: (i) a
version of SOCM where the reparameterization matrices M, are set fixed to the identity I, (ii)
SOCM-Adjoint, where we estimate the conditional expectation in equation (23) using the adjoint
method for SDEs instead of the path-wise reparameterization trick (see Subsec. C.4). Code can be
found at https://github.com/facebookresearch/SO0C-matching.

At the end of training, SOCM obtains the lowest L? error, improving over all existing methods by a
factor of around ten. The two SOCM ablations come in second and third by a substantial difference,
which underlines the importance of the path-wise reparameterization trick. The best among existing
methods is the adjoint method (the relative entropy loss). In Figure 2 (bottom) we show the squared
norm of the gradient of each loss with respect to the parameters 6 of the control: algorithms with
small noise variance have low error values.

In Figure 3, we plot the control L? error for LINEAR ORNSTEIN UHLENBECK and DOUBLE WELL.
For LINEAR OU, the error is around five times smaller for SOCM than for any existing method. For
DOUBLE WELL, the SOCM algorithm achieves the third smallest error, slightly behind the variance
loss and the adjoint method, but the latter shows instabilities. As we show in Figure 9 in App. F,
these instabilities are inherent to the adjoint method and they do not disappear for small learning rates.
Both in Figure 2 and Figure 3, we observe that learning the reparameterization matrices is critical to
obtain gradient estimates with high signal-to-noise ratio. DOUBLE WELL is a particularly interesting
and challenging setting because its solution is highly multimodal: g has 1024 modes. Multimodality



is a feature observed in realistic settings, and is hard to handle because it involves learning the control
correctly in each mode.

The costs f and g and the base drift b for QUADRATIC OU (HARD) are five times those of QUADRATIC
OU (EASY). Consequently, the factor «(v, XV, B) initially has a much larger variance for the SOCM
methods, and for cross-entropy. As training progresses, ug,, gets closer to u*, and consequently the
variance of a(v, X¥, B) decreases, which in turn makes learning easier. This explains the initial slow
decrease in the control error, followed by a fast drop that places SOCM well below existing algorithms.
In App. E, we showcase a control warm-start strategy that can help and speed up convergence.

We also present experimental results on two-mode Gaussian mixture sampling in increasing dimen-
sion, using the Path Integral Sampler [84]. We take Gaussians with means that are 2 units apart,
and identity variance. Figure 1 shows control objective estimates obtained after running the Adjoint,
SOCM, and Cross-entropy algorithms for 40000 iterations, at dimensions d = 2, 8, 16, 32, 64, and
error bars show standard errors. By Theorem 4 of [84], we know that the optimal value of the control
objective is zero; Figure 1 shows the suboptimality gaps incurred by each algorithm. Cross-entropy,

010 Control Objective estimate vs Dimension Figure 1: This plot shows the
- o control objective values for
— cressentopy - different algorithms (Adjoint,
SOCM, and Cross-entropy)
across multiple dimensions,
with error bars indicating the
standard deviations. The y-axis
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0.00 value 2.915 4+ 0.008 at d = 64.
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which uses the same importance weight as SOCM, performs worse than the other two losses for
all dimensions, and its results are particularly poor for dimension 64, because the variance of « is
too large for learning to happen. In this case, we see that SOCM has better variance reduction than
cross-entropy, despite both using importance weighted objectives for training. We observe that the
values for SOCM are slightly below that of Adjoint for most dimensions, which confirms that our
method is better for this range of dimensions. If we keep increasing the dimension, SOCM also fails
due to higher variance of «: for n = 128, the control objective estimates for the Adjoint, SOCM, and
Cross-Entropy losses are 0.146 4 0.001, 7.49 £ 0.01, and 12.61 + 0.02, respectively.

5 Conclusion

Our work introduces Stochastic Optimal Control Matching, a novel Iterative Diffusion Optimization
technique for stochastic optimal control that stems from the same philosophy as the conditional
score matching loss for diffusion models. That is, the control is learned via a least-squares problem
by trying to fit a matching vector field. The training loss is optimized with respect to both the
control function and a family of reparameterization matrices which appear in the matching vector
field. Optimizing the reparameterization matrices reduces the variance of the matching vector field.
Experimentally, our algorithm achieves lower error than all existing IDO techniques in four settings.

One of the key ideas for deriving the SOCM algorithm is the path-wise reparameterization trick, a
novel technique to obtain low-variance estimates of the gradient of the conditional expectation of a
functional of a random process with respect to its initial value. An interesting future direction is to
use the path-wise reparameterization trick to decrease the variance of the matching vector field for
diffusion models. The main roadblock when we try to apply SOCM to more challenging problems is
that the variance of the factor «(v, XV, B) explodes when f and/or g are large, or when the dimension
d is high. The large variance of « is due to the mismatch between the probability measures induced
by the learned control and the optimal control, and it decreases as the learned control approaches the
optimal control.

The research presented is foundational, but it may serve as the basis of algorithms that improve the
quality of generative models.
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Figure 2: Plots of the L? error incurred by the learned control (left), and the norm squared of the
gradient with respect to the parameters 6 of the control (right), for the QUADRATIC ORNSTEIN
UHLENBECK (EASY) (fop) and (HARD) (bottom) settings and for each IDO loss. Both plots show
exponential moving averages.
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Figure 3: Plots of the L? error of the learned control for the LINEAR ORNSTEIN UHLENBECK and
DOUBLE WELL settings.
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A Technical assumptions

Throughout our work, we make the same assumptions as [59], which are needed for all the objects
considered to be well-defined. Namely, we assume that:

(1) The setU of admissible controls is given by
U={ueC'R?x[0,T];R?)|IC >0, V(x,s) € R x [0,T], b(x,s) < C(1+ |z|)}.

(i) The coefficients b and o are continuously differentiable, o has bounded first-order spatial
derivatives, and (c0 " )(z, s) is positive definite for all (z,s) € R? x [0, T. Furthermore,
there exist constants C, ¢y, ¢o > 0 such that

Ib(x, )| < C(1+ ||z, (linear growth)
allél? <€ (oo ") (x,5)¢ < call€]l?,  (ellipticity)
for all (z,s) € R? x [0,7] and ¢ € R

B Proofs of Sec. 2

Proof of (5) By Itd’s lemma, we have that
V(X% T) - V(X 1) ft (8 V(XY s) + (b(XY, s)+ o(X¥, s)u(X¥,s), VV (XY, s))
+ b} Zi,j:l(ggT)ij (ng S)a%a%V(Xg’ 5)) ds + S?v

16



where S}' = ﬁj;T VV (XY, s)To(XY, s)dBs. Note that by (4),
OV (XY, s) + (b(X¥, )+ o(X¥, s)u(XY, s), VV (XY, s))
+ 30007 )ii (XY, 8)00,00, V(XY 5)
— Ll TVV)(XE, )P — F(XE,5) + (0(XE s)u(XE,5), VV (X, 5))
= 3ll(eTVV)(XE, 5) +u(XE, s)[1” = 5llu(XE, 8)|* - FXY,s),
and this implies that

g(X3) = VXt = [ GIeTVV)(XE, 5) +u(XE,8)|? = Hlu(XE,8)]? = F(XE ) ds + S
(26)

Since E[S} | X} = x] = 0, rearranging (26) and taking the conditional expectation with respect to
X} yields the final result.

Proof of (6)-(7) By It6’s lemma, we have that
dV(Xs, s) = (0,V(Xs, s) + (b(Xs, 5), VV(Xs, 5))

+ 330 1 (007)ij(Xs, 8)00,00,V(Xs, 5)) ds + VAVV (XY, 5)To(X2, 5) dB,
(27)

Note that by (4),
05V (X, 8) + (0(Xs, 8), VV (X, 8)) + 5 Z” 1(UUT)2J( )arzar,v( ,8)
=3l TVV)(X, 8)[1? = f(Xs, 5).

Plugging this into (27) concludes the proof.

Proof of (8) Since Y, = V(X,,s)and Z, = o ' (s)VV(X,, 5) = —u*(Xs, s) satisfy (7), we have
that

9(Xr) = Yr =Y = [/ (J(Xo8) = $lu"(Xe, 9)l2) ds = VA [/ (u" (X, ), dBy).
Hence, recalling the definition of the work functional in (10), we have that
WX ) = Yi+ 3 [ Il (X, 8) ds = VA [T (u (X, ), dBy). (28)
By Novikov’s theorem (Thm. 2), we have that
Elexp(—AT"W(X,1))|X4]
= e_le‘E[eXp ()\_1/2 j;T(u*(XS, s),dBs) — )‘—;1 ftT [lu* (X5, s)||? ds) ’Xt} = e_’\flyf,

which concludes the proof of (8).

Theorem 2 (Novikov’s theorem). Let 04 be a locally-Hy process which is adapted to the natural
filtration of the Brownian motion (B )>¢. Define

Z(t) = exp ( [y 0, dBs — 3 [ [165]1% ds). (29)
If for each t > 0,
Elexp ([ [165]%ds)] < +o0,
then for each t > 0,
E[Z(t)] = 1. (30)
Moreover, the process Z(t) is a positive martingale, i.e. if(]:t)tzo is the filtration associated to the

Brownian motion (By),~, then fort > s, E[Z,|F] = Z,.
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Theorem 3 (Girsanov theorem). Let W = (Wy), (o 1) be a standard Wiener process, and let P be

its induced probability measure over C([0, T]; R?), known as the Wiener measure. Let Z(t) be as
defined in (29) and suppose that the assumptions of Theorem 2 hold. Let (0, F) be the o-algebra
associated to Br. For any F' € F, define the measure

Q(F) =Ep[Z(T)1F] .

Q is a probability measure because of (30). Under the probability measure Q, the stochastic process
{W(t)}o<t<r defined as

W (t) =W(t) — [y 0, ds

is a standard Wiener process That is, foranyn > 0 and any 0 =ty < t1 < - -+ < t,, the increments
{W (tip1) — W (t;) 1=y are independent and Q-Gaussian distributed with mean zero and covariance

(tit1 — t;)I, which means that for any o € RY, the moment generating function of W (t; 1) — W (t;)
with respect to Q is as follows:

Eqlexp((c, W (tis1) = W(t:)))]
= Ep [exp (<oz7 W(tiy1) — foti“ Osds — W (t;) + fotl 0 d5>)Z(T)] = exp (M)
Corollary 1 (Girsanov theorem for SDEs). If the two SDEs

dXt = bl(Xt,t) dt + U(Xt,t) dBty XO = Tinit
dYy = (bi(Yy, t) + ba(Ys, b)) dt + o(Yy, t) dBy, Yy = Zinit

admit unique strong solutions on [0, T, then for any bounded continuous functional ® on C([0,T1]),
we have that

E[@(X)] =E[®(Y)exp (— [y o(Yi1) 1b2<Yt7t)dBt—%foT||a(n,t>—1b2(m,t)||2dt)]
=E[@(Y)exp (— fy o(Ye,t) 'ba(Ye,t)dBy + L [ [lo(Ye, )" ba(Ye, 1)1 dt) ],

where By = By + fo (Ys, ) 1bo(Ys, 5) ds. More generally, by and by can be random processes
that are adapted to filtration of B.

Lemma 2. For an arbitrary v € U, let P” and P be respectively the laws of the SDEs
dX}P = (b(XP,t) + o(t)v(Xy, 1)) dt + VAo (t)dB,  X§ ~ po,
dX, = b(X;,t)dt + VAo(t)dB;,,  Xo ~ po.

We have that

LX) = exp (= A7V [T (X7, 0),dBY) + 25 [ lo(X7, 1) dt) (31)
=exp (- VQL) u(XP,t),dBy) — A5 [ lo(XP, b2 dt),
4B (X) = exp (A2 [T (0(Xy, 1), dBy) — 25 lj6|h;)g,)n2dﬂ (32)

where Bf := By + \71/2 f v(X?, s)ds. For the optimal control u*, we have that
e (X)) =exp (A1 (= V(XET,0) + W(X™,0))), (33)
7 (X) = exp (A~ (V (X0, 0) — W(X,0))), (34)
where the functional W is defined in (10).

Proof. The proof of (31)-(32) follows directly from Cor. 1. To prove (34), we use that by (28),
W(X,0) = V(Xo,0) + L fo |u*(Xs, s)||? ds — \Ffo “(Xs, s),dBs), (35)
which implies that

7 (X) = exp (A2 [ (s (X, 1), dBy) — 255 7 [ (X0, )12 dt)
= exp (A7 (V(Xo,0) — W(X, O)))
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To prove (33), we use that since dX*" = b(X®",t)dt + VAo (t)dB}* , equation (35) holds if we
replace X and B by X*" and B*", which reads

W(XH,0) = V(XY ,0)+ 3 [T |us (X2, 8)|>ds — VA [T (u* (X2, 5),dBY).
Hence,

(X" = exp (= AV2 [Tt (X 8),dBET) + 2 [ [Jut (X, 61 dt)

=exp (A1 (= V(XE,0) + WX, )))-

d]P’u

Lemma 3. The following expression holds:
Ep. [log ffw] = AE[fy (3lu(Xp, )7 + £(Xp,0) dt + g(Xg) — V(X§,0)].  (36)
Proof. To prove (36), we write
log 22 (X*) = log (£ (X*) £ (X)) = log T (X") + log 42 (X")
= A (VXS 0) = fy F(XE 1)t - ol T>>
—ATV2 [Fu(X 1), dBy) o u(xy 6] dt .

2

Since Ep [ log %] = —Epu[log C%L |, and Ep. [fo u(X,t),dB;)] = 0, the result follows.
O

Proposition 3. (i) The following two expressions hold for arbitrary controls u, v in the class U of
admissible controls:

Lop(u) = Ep.- [log dpv } =E[(- A2 fo (X7,t),dBy) — A7 fo (X7, 1), (XY, 1)) dt
(37

+ A0 (TP, )2 dE+ AH(V(XE, 0) — W(XY,0)))

x exp (A"H(V(X{,0) — W(X7, 0))
A2 [T o(Xp,4),dBy) — 25 [T [o(X2, )12 dt)],

~ -1 T % * *
Lop(u) =2-E[ [; lu (X2, 1) —u(XP,t)]? dt]. (38)
When py is concentrated at a single point Tipnt, the terms V (Tinit, 0) are constant and can be removed

without modifying the landscape. In other words, Lcg and Loy are equal up to constant terms and
constant factors.

(ii) When pg is a generic probability measure, ECE and Lcg have different landscapes, and Log(u) =

Ep.- [log % exp (—ATIV(XY,0))]. u* is still the only minimizer of the loss Lcg, and for some
constant K, we have that

Lop(u,0) = 2B [ Jur(XP 1) —u(X 6)|2dtexp (- A7V(X,0)] + K. (39)

Proof. We begin with the proof of (i), and prove (37) first. Note that by the Girsanov theorem
(Thm. 3),

Ep.- [log K%f (X¥")] = —Epu- [log jg: (X*)] = —Epu- [log (X)) 4 log -2 d 8 "
= —Ep [(log L= (X7) + log -Z (Xv))dﬂ"“ (Xv)4 (X”)]
Note that by equations (32) and (34),
log 4 (X ) = A™V/2 [T u(XP, 1), dBy) = 25 [ [u(Xy, 1)) dt,
= A2 [T (X7, ), dBy) + A~ 1f0 (X7, 8),0(Xp, 6) dt = 2= [ (X7, )] dt,
log 25 (X7) = A7H (= V(X{,0) + W(X",0)).

dpv

(41)
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where By := B, + A\~'/? [T u(X?, 5) ds. Also,

dﬂ”“ (X?) = exp (/\‘1 (V(X§,0) — W(X"?,0))),

(42)
d]P'u (XU) - exp( —1/2 fo X;}7 ) dBt 2 fo ||U Xf7 )Hth)
If we plug (41) and (42) into the right-hand side of (40), we obtain
Ep.- [log Zor (X)) = —Epu- [(log Z(X?) + log 722 (X 7)) L (X7) 2 (X )]
= —E[(AV2 [ (w(XP, £),dBy) + A1 [ (X7, 1), 0(XP, 1)) dt
=2 [ (X )2 dt+ A (—V(Xm 0) + W(X", )))
x exp (A1 (V(XE.0) = W(X®,0) — A7V [T (u(X}, 1), dBy) - v )],

which concludes the proof.

To show (38), we use that by Cor. 1,

L (X ) =exp (A2 [ (X ) =X ), dB) = A [ [lut (X, ) —u(X, 4)|2 dt).

Hence,

Ep.- [log 2] = —Epu- [log £%] = 3 B[ [T [lur (X3, #) — u(Xp", )2 dt).

Next, we prove (ii). The first instance of V' (X, 0) in (37) can be removed without modifying the
landscape of the loss. Hence, we are left with

Len(u) = E[(= A7V [T (X, 6),dBY) — A~ [T (u(XP, 1), 0(XP, 1)) dt (43)
+%1f0 [u(Xy,8)]2dt — A~W(X",0))
x exp (A1 (V(XE,0)=W(X",0)) = A~Y2 [T (o(XP, ), dBs) — 25~ [T [lo(X7, 8)[|2 dt)]

And this can be expressed as

Lop(u) = E[g(u; X3) exp (AT'V(Xg,0))],

where

g(u;x) = E[( = A7V2 [T u(Xp,t),dBY) — A7 [T (u(XP, 1), v(X}, 1)) dt

+ 25 [y (X7 6)] dt = AT WX, 0))

x exp (— ATIW(XY,0)— A~ 1/2f (v(XP,t),dBy)— 2~ fo [v(XP, )] dt)| Xy = =].

If we consider g(u; ) as a loss function for w, note that it is equivalent to the loss Lo (u) equation
in (43) for the choice py = d,, i.e., pp concentrated at =. Since the optimal control «* is independent
of the starting distribution py, we deduce that u* is the unique minimizer of g(u; x), for all z € R<.
In consequence, u* is the unique minimizer of Log(u) = E[g(u; X§)].

To prove (39), note that up to a constant term, the only difference between Lcg(u) and Leg(u) is
the expectation is reweighted importance weight exp ( — A™'V(X{,0)).

Lemma 4. (i) We can rewrite
Lvar, (u) = Var(exp (Y7 = A g(X7) + AV (X5,0))),
LY, (u) = Var(V3" — A"Lg(X7) + A7'V(XE,0)).

When pq is concentrated at Tinit, the terms V (Zinit, 0) are constants and can be removed without

modifying the landscape. In other words, EVarv and Zl\frv are equal to Ly, and El\‘;fru up to a
constant term and a constant factor, respectively.
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(ii) When pq is general, £~Varv and Lvay, have a different landscape, and the optimum of Ly, may
be different from u*. A related loss that does preserve the optimum is:

Lvar, (u) = E[Varg, (2 (X7)|X8) exp(-A~'V (X, 0))]
= E[Var(exp(Y"" — A\~ 1g(X%))|X9)].

In practice, this is implemented by sampling the m trajectories in one batch starting at the same point
X’U

(iii) Also, EVar and EVagr have a different landscape and the optimum of EVM may be different

Sfrom w*. In particular, .Cl\(,)frv( ) = Varps (log W(X”) exp(—A"1V(XY,0))). A loss that does
preserve the optimum u* is

L. (u) = E[Varp. (log 2o (X )| Xg) exp(—A~ 1V (X, 0))]
=E[Var (Y — A1 g(X2)|XY)].

Proof. Using (34) and (31), we have that

227 (X7) = exp (AL (V(XE,0) - W(X",0))),

AL (XV) =exp (— >\1/2f0 u(XP,t),dBy) + 2~

1

fo |u(XP,1)[? dt)
=exp(— 1/2f0 w(Xy,t),dBy) — 1f0 w(XP,t),v(XP, 1)) dt
+ A0 [ Xy, 1))12 dt).
Hence,

log - (X*) = log L= (X*) + log 42 (X*) = V3" — A1 g(X$) + A 'V(X§,0).

Since [l\/arv (u) = Varpe (%) and ﬁ{‘;frv (u) = Varp. (log %), this concludes the proof of (i).
To prove (ii), note that for general pg, V' (X{,0) is no longer a constant, but it is if we condition on
X{. The proof of (iii) is analogous. L]

C Proofs of Sec. 3

C.1 Proof of Thm. 1 and Prop. 2

We prove Thm. 1 and Prop. 2 at the same time. Recall that by (9), the optimal control is of the form
u*(x,t) = —o(t) " VV (z,t). Consider the loss

L(u) = E[L [T |u(Xe,t) + o) TV (X, 0)||* dt exp (= A1 [ £( X, ) dt — A Lg(X7))].

Clearly, the unique optimum of £ is —o(t) T VV. We can rewrite L as
Llu) =E[& [ (|lu(Xst) H2 + 2(u( Xy, ), (OTVV(Xi, 1) + o(t) TVV (Xe, )| ) ded4)
xexp(—A7t fo (Xp,t)dt — A1 g(X7))] .

Hence, we can express £ as a sum of three terms: one involving ||u(X,t)||2, another involv-
ing (u(Xy,t),0(t) "V (Xy,t)), and a third one, which is constant with respect to u, involving
|[VV (X4, t)||. The following lemma provides an alternative expression for the cross term:

Lemma 5. The following equality holds:
[ fo Xt7 ) ( )TVV(Xt’t)> dt C€Xp ( -t fo Xta dt - A" g(XT))]
= AE[L [ (u Xt, ), ()Tv E[exp (— 1ft (Xs,5)ds — A71g(X7)) | Xy = 2] 145)
X exp ( -1 fo ds) dt]
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Proof. Recall the definition of W(X, t) in (35), which means that
W(X,0) = W(X, ) + [y f(Xs,s)ds. (46)

Let {F; }+cjo,7) be the filtration generated by the Brownian motion B. Then, equation (9) implies

that

2o ()T VLE[exp (A" W(x.0) | 7]
E[exp (-A-1W(X.1)) | 7]

o(t)TVV (X, t) = — (47)

We proceed as follows:
[ fO Xt7 ) (t>TVV(Xta t)> de exXp ( - )‘_1W(X7 0))]

0 o795 (1) )
= )\E[ fO < Xt? ) ]E[exp (7)\71W(X,t))|]:t:| >

x Elexp (= AW(X, 1)) |F] exp (= A7 [ F(Xs, 5) ds) dt]
= AE[L [ (w(X,1),0(t) TV E[exp (= AW(X, 1)) |[Fe] Y exp (— A~ fo s) ds) dt]
Q _NE[E [T (w(X, 1), 0(t) TVLE[exp (— AIW(X, 1)) | X, = xDeXp (At fo (X, 5)ds) dt].

Here, (i) holds by equation (47), the law of total expectation and equation (46), and (ii) holds by the
Markov property of the solution of an SDE. O

The following proposition which we prove in Subsec. C.2, provides an alternative expression for

VoE[exp (= A7! j; s)ds — A~'g(X7))|X; = z]. The technique, which is novel and we
denote by Girsanov reparamaterlzanon trick, is of independent interest and may be applied in other
settings, as we discuss in Sec. 5.

Proposition 1 (Path-wise reparameterization trick for stochastic optimal control). For eacht € [0,T],

let My : [t, T] — R4 be an arbitrary continuously differentiable function matrix-valued function
such that M;(t) = Id. We have that

V.E[exp (— 1ft s)ds — A"lg(X7)) | X, = ]

(= At [ ML (6)0 (a5 s — ATV (Xr)
A2 [T s >v b(Xs,swaMds))(a*)T(s)st)
x exp ( — 1ft s)ds — A1 g(X7))| Xy = .

(23)

Plugging (23) into the right-hand side of (45), we obtain that
[ fo w(Xy, t),o(t )TVV(Xt, t)) dt exp (— 1f0 (Xy,t)dt — A7t (XT))]

=E[% [ (u(Xe.t),0(t)T(f Mi(s)Vaf(Xs,s)ds + M(T)Vg(Xr)
-zl < ( )Va b(Xs,s) - 55Mt(8))(071)T(s)st)>dt
xexp(—A7! fo (Xy,t)dt — A g(X7))].

If we plug this into the right-hand side of (44) and complete the squared norm, we get that
5 _ 2 - 2
L(u) =E[L [T (|Ju(Xe, t)—d(t, X, B, My)||" —||ao(t, X, B, M|

w* (X, 1)) dtexp (=AW(X, 0))]

where w is defined as:
W(t, X, B, M) = o(t)T(— [, My(s)Vaf(Xs,5)ds — My(T)Vg(Xr)

F A2 [T(My(5)Vib( X, 5) — OsMi(s)) (0~ 1) T (s)dBy).
We also define ®(u; X, B) as

®(u; X, B) = & [ (|[u(Xe,t) — @(t, X, B, My)||*) dt
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Now, by the Girsanov theorem (Thm. 3), we have that for an arbitrary control v € U,

E[®(u; X, B) exp ( — A™'W(X,0))]

:E[(I)(U;XU,BU)GXP (= A'W(Xv,0) - A1/2 fOT (v(X7,t),dBYy) + ’\—71 fOT lo(XP,t)[2 dt)]
=E[®(u; X", B") exp ( — A™W(X?,0) = A7V2 [T (X7, 1),dBy) — 25~ [T [lo(Xy,6)]>dt)],

where B} = By + \71/? f v(X?,s)ds. Reexpressing BY in terms of B, we can rewrite
®(u; XV, BY) and w(t, XV, BY, M;) as follows:
d(u; XV, BY) = Tfo Ju(XP,t) — @(t, X, BY, My)|| dt,
w(t,X",B",M;) =c(t)" (- ft M(s)Vof(X?,s)ds — M (T)Vg(X¥)
F A2 [F (M (5)Vab(XY ) = 0:Mi(s)) (0 1) T (X )dB,
Jrft (My(5)Vib(XY,8) — 0sMy(s)) (e~ 1) T (XY ,$)v(XY, s)ds).
Putting everything together, we obtain that
E(u) = ESQCM(U,M) - K,
where L(u, M) is the loss defined in (19) (note that w(t, v, XV, B, My) := w(t, XV, BY, My)), and

K =E[& [T(|lat, X, B, M)|* = |Ju*(Xe, 6)]|*) dt exp (= A7 W(X,0))]

To complete the proof of equation (24), remark that lj(u) can be rewritten as

=E[L fO [|u(Xe, t) — u(Xe, t || dt exp( ATIW(X,0))]
E[4 [y [Ju(x “(Xe )| dt B (X) exp(~A~1V (X0, 0))]
=E[L [ u(X 1) —wr (X7, 0)|7 dt exp(-=A1V (X", 0))].

It only remains to reexpress K. Note that by Prop. 1, we have that

E[(t,X,B,M:) exp (—2"'W(X,0)) |7 ]

u*(Xt,t) = E[exp (*A’1W(X,O))\]:t]
_ [w(t X,B,M;)Ex (X)\ft] exp(-A"'V(X0,0) _ [w(t X,B,M;) 4 (X)|]-‘t]
e[S O] ew-A Vo0 e[ (017]

=E[w(t, X", B*", My)| X} = Xi]
Hence, using the Girsanov theorem (Thm. 3) several times, we have that
=E[£ [y o X, B M2 — [E[w, X, B, M) X2 ]| dt exp(—A"V (XY, 0))]
(48)
=E[L [ @, X", BY", M) — E[a(t, X**, B*, My)| X" ||| dt exp(~A"V(Xg",0))]

T ~ t) ex !
=E[£ [y @t X, B, M;) — EEEEDM opld MHECONXT |12 4t exp(—A~W(X,0))]

T v Elw(t,v,X",B,M;)a(v,X",B
= B[ Jo [lut,0, X", B, M,) - B e

,B)],

which concludes the proof, noticing that K = Var(w; M).

Remark 1 (The optimal M, is the same for all v). Looking at equation (48), we observe that
Var(w; M) does not depend on the base control v. Since minimizing Lsocm(u, M) with respect to
M is equivalent to minimizing Var(w; M), we deduce that the optimal M does not depend on the
vector field v.
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C.2 Proof of the path-wise reparameterization trick (Prop. 1)

We prove a more general statement (Prop. 4), and show that Prop. 1 is a particular case of it.

Proposition 4 (Path-wise reparameterization trick). Let (2, F,P) be a probability space, and
B :Q x [0,T] — R? be a Brownian motion. Let X : Q x [0,T] — R? be the uncontrolled process
given by (6), and let 1 : Q x R? x [0, T] — R? be an arbitrary random process such that:

s For all z € RY, the process (-, z,-) : Q x [0,T] — R? is adapted to the filtration
(Fs)seo,) of the Brownian motion B.

s Forallw € Q, Y(w,-,-) : R? x [0, 7] — R? is a twice-continuously differentiable function
such that {(w, 2,0) = z for all z € R%, and ¢(w,0,5) = 0 forall s € [0,T).

Let F : C([0,T);R?) — R be a Fréchet-differentiable functional. We use the notation X +1)(z,-) =
(Xs(w) + ¥(w, 2,5))sej0,1) to denote the shifted process, and we will omit the dependency of ¢ on
w in the proof. Then,

V.E[exp (- F(X))|Xo = 2] (49)
=E[(=V.F(X+3(2,)la=0+ A2 [ (V210(0, 8) Vab( X, 8) = V2050(0,8)) (071) T (5)d B,)

x exp (— F(X))|Xo = ]

Proof of Prop. 1. Given a family of functions (M} )e[o, 1) satisfying the conditions in Prop. 1, we can
define a family (1¢);e(0,7) of functions t, : R? x [t,T] — R% as (2, s) = My(s) " z. Note that

Pi(2,t) = z forall z € R? and 1/4(0, s) = 0 for all s € [t, T], and that V,v;(2, s) = M;(s). Hence,
1)y can be seen as a random process which is constant with respect to w € €2, and which fulfills the
conditions in Prop. 4 up to a trivial time change of variable from [¢, T to [0, T7].

We also define the family (F})icpo,7) of functionals F, : C([t,T};R?) — R as Fy(X) =
At ftT f(Xs,s)ds + A"1g(X7). We have that

Vo EF (X442, )

=V.(A! ftT F(Xs + (2, 8),8)ds + A7 g(Xr + ¢ (2,T)))

EN LT V(2 )V (Xa (2, 8), 8) ds+ A7 Vot (2, T) Vg (Xp 4+ (2, T))

AT M)V F (X1 (2, 8), 8) ds+ A" My(T) V(X +3i(2,T)),
where equality (i) holds by the Leibniz rule. Using that ;(0, s) = 0, we obtain that:

V(X 4 0(2,))] g = A7) Vae(0,8)V (X, 5) ds + A1V.05(T, 0)Vg(Xr),

Up to a trivial time change of variable from [t, T] to [0, T], Prop. 1 follows from plugging these
choices into equation (49).

Remark 2. We can use matrices My (s) that depend on the process X up to time s, since the resulting
processes (-, z, -) are adapted to the filtration of the Brownian motion B. More specifically, if we
let My : R% x [t,T] — RY*? be an arbitrary continuously differentiable function matrix-valued
function such that My (z,t) = Id for all z € R%, and we define the exponential moving average of X
as the process X V) given by

xM = vfg e V(=) X, ds,
we have that

v v (v) v v v v
LM, (XS, 5) = (VM (XS ), S50y 4 9 ML (XS, 8) = MV M (XS, 5), Xo— X )40, My(X ), ),
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and we can write
ViE[exp (- 1ft s)ds — A\"1g(X7))|X; = ]
=E[(- A7 [ M, X(“ .f (o 5)ds 1 "M(X7, T)Vg(Xr)
A2 RO <X<“’ $)Vab(Xe,s) = fM(X2”, ) (07T (5)dBy)
xexp( 1ft s)ds — A" tg(X7) }Xt—x}

Plugging this into the proof of Thm. 1, we would obtain a variant of SOCM (Alg. 2) where the
matrix-valued neural network M, takes inputs (t, s, x) instead of (t, s). Since the optimization class
is larger, from the bias-variance in Prop. 2 we deduce that this variant would yield a lower variance
of the vector field w, and likely an algorithm with lower error. This is at the expense of an increased

number of function evaluations (NFE) of M,,; one would need K(K27+1)m NFE per batch instead of

only M which may be too expensive if the architecture of M, is large. A way to speed up the

computatzon per batch is to parameterize M, using cubic splines.

O
Proof of Prop. 4. Recall that

dX, = b(X,,s)ds + vAo(s)dBs, Xo ~ po,

is the SDE for the uncontrolled process. For arbitrary z, 2 € R?, we consider the following SDEs
conditioned on the initial points:

dX(erz) b(X§m+z) ds + \/>0'( dBS, XéerZ) =zx+z, (50)
dx =bp(x{" s)ds +Vo(s)dB,, X\ =a. (51)

Suppose that 1 : R? x [0, T] — R? satisfies the properties in the statement of Prop. 4. If X(*) is a
solution of

ax® = (b(f(y) + (2, 5),5) — 0s1)(2,5)) ds + VAo (s) dB;, )N(é:”) =z,

then X(@+2) = X@ 4 (2, ) is a solution of (50). This is because X" = X + ¢ (z,0) =
X(()w) +z=2a+ 2z and
AXT) = aX ™ + 0,4h(2, s) ds
= (b()N(gx) +1h(2,8),8) — Dstb(2, 8)) ds + VAo (s) B, + Ds1p(2, s) ds
= b(XS(LH_Z)7 s)ds + Vo (s) dBs,

Note that we may rewrite (51) as

dXs(w) — (b(Xs(w) —+ w(Z, 8),5) - 35¢(275))d3
N (b(ng), S) B b(XS(ac) + w(% 8), S) 4 351/)(2, s)) ds + \AG’(S) dBs, Xt(x) ~ Do-

Hence, since 9)(z, s) is a random process adapted to the filtration of B, we can apply the Girsanov

theorem for SDEs (Corollary 1) on X @) and X*), and we have that for any bounded continuous
functional ®,

E[®(X )]
= E[®(X@)exp (fy A0 () (B(X +0(2,8),5) = B(XL", 5) = 0,00(2,5)) dB
— LTI 20(s) L (B(XE + (2, 8), 8) — B(XS, 8) — D(2, )| ds) .
(52)
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We can write
E[exp (— F(X))|Xo =2+ 2] L E[exp (- F(X@+))] € E[exp (- F(X@ + y(z,)))]
D E[exp (~ F(X® + (2, )
xexp ([ AT 20(s) T (XS + (2, 5), 8) — b(XE,5) — Do4b(2,5)) dB
=3 Jy IV 20(s) T B(XE + (2, 5),5) — BXL, 5) — 05t6(z, 5)) | ds) ]
CE[exp (— F(X+1(z,))+ fy A7V20(s) 7 (0(Xa+1(2, 5), 5)—b(Xe, ) —Outh (2, 5)) A B

~3lo ||>\ Y20(5)7H(b(Xs + (2, 8),8) = b(Xs, 5) — Ot(2,9))|* ds) | Xo = 2]
(53)

Equality (i) holds by the definition of X (®+2), equality (ii) holds by the fact X{" T = X{") 4+y(z, 5),

equality (iii) holds by equation (52), and equality (iv) holds by the definition of X S(x). We conclude
the proof by differentiating the right-hand side of (53) with respect to z. Namely,

V.E[exp (= F(X))|Xo =2] = V.E[exp (- F(X))|Xo =z + 2] |z:0
QE[(—~ V(X +19(2,)) + A2 [T (7.0, 5)Vab(Xs, 8) — V. 050(0,8)) (0~ 1) T (5)dBy)
x exp (— F(X))|Xo = ]

In equality (i) we used (53), and that:
* by the Leibniz rule,
Ve Jo ()71 (B(Xs + (2, 8), 8) — b(Xs, 8) — Dstp(z,9)) > ds|,_,
= Jy Vello(s) 7 (b(Xs + (2, 5), ) = b(Xs, ) = Dth(z, 9)) 7] ds = 0.
* and by the Leibniz rule for stochastic integrals (see [42]),
V.(fy o Xo+9(2,9),8) = b(X,, 8) — 0s(2,5)) dBy) | __
= [y (V20(0,5)Vab(Xe, 5) = V.0,4(0,8)) (071 (s) B

C.3 Informal derivation of the path-wise reparameterization trick

In this subsection, we provide an informal, intuitive derivation of the path-wise reparameteriza-
tion trick as stated in Prop. 4. For simplicity, we particularize the functional F' to FI(X) =

-1 fo f(Xs,8)ds + A"tg(Xr). Consider the Euler-Maruyama discretization of the uncontrolled
process X defined in (6), with K + 1 time steps (let 6 = T/ K be the step size). This is a family of
random variables X = (X}),_. defined as

Xo ~ po, Xi1 = Xi + 0b(Xy, k6) + VAo (kd)ey, ex ~ N(0,I).
Note that we can approximate
E[exp (- 1f0 (Xs,8)ds — A" 1g(X7))| Xo = ]
~E[exp (— A0 f( Xk, 5) — A1 g(Xk))| Xo = 2],
and that this is an equality in the limit K — oo, as the interpolation of the Euler-Maruyama

discretization X () converges to the process X (®), Now, remark that for k € {0,..., K — 1},
X1 Xp ~ N(Xy + 6b(X, kd),6M (00 ) (kd)). Hence,

Elexp (— A1 sy f(Xk,s) — A 1g(Xk))| Xo = 2]
= O [y exp (= AU 15 f(@ns ) = A g(@k)

— 55 iy o™ (k0) (@1 — =g, kD)) |2
—mxllo” (0)($1—x—6b(x,0))||2)d331...d@K7
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where C' = \/(2775)\)K HkK:_Ol det((coT)(k6)). Now, let ¢ : RY x [0,T] — R? be an arbitrary

twice differentiable function such that v(z, 0) = z for all z € R%, and 1(0, s) = 0 for all s € [0, 7.
We can write

V.E[exp (= A1 e F(Xn,8) — A1 g(Xk))|Xo = 7]
= V.E[exp (= A6y f(Xk,8) — A 1g(Xk)) [ Xo = 2 + 2] ]a=0
= CVL([fgayc oxp (= A716 S F(Ery s) — A g(dk)
— ok S o (k) (T 41 — &1 — 0b(dk, k6) ) |2
— 535 lo71(0) (21 — (z+2) = 6b(z+2,0))||?) d&1 - - - Ak ) | =0
= OV ( [y D (= AT 00 Fldn + (2, k0), 8) = AL g(dx + (2, K9))
— S Mo (0) (Eh41 + (2, (k + 1)8) =2 — (2, k6) — 8b(&x+10(2, k6), kd))||2
—axx lo7H0) (@1 4+ (2, 6) — (2+4(2,0)) —b(z+1(2,0),0))[|?) di1 - - - dix )| s=o,

(54
In the last equality, we used that for k € {1,..., K}, the variables &y, are integrated over R<, which
means that adding an offset ¢(z, k) does not change the value of the integral. We also used that

¥(z,0) = z. Now, for fixed values of & = (&1,...,Z k), and letting ¢ = x, we define
Gi(2) = AV fn + (2, k6),8) + A g(Zx + (2, K6))
+atx Do 107 (k6) (Exy1 +0(2, (k + 1)8) =&k —1(2, kd) —0b(Ex+1(2, kd), ko)) |2

Using that ¢(0, s) = 0 for all s € [0, T, we have that:
Ga(0) = X100y fdns ) + AT 9(0x) +gx Doy 107" (k) (@ — i — b(k, k)|,

VGi(2)lm0 = A1 X150 VO (0, kO)V f(@r, ) + AT V(0, K6)Vg(dx)
5 SNV (0, (B + 1)8) — V(0 k6) — Ve (0, k8) Vb (i, kS))
X ((071) "o 1) (k) (Zh 41— &k —b(x, kS))
And we can express the right-hand side of (54) in terms of Gz (0) and VG3(2)|.=0:
vz (C_l ff(Rd)K €xp ( - Gi(z)) dyl T dyK)
=-C! ff(Rd)K VG5 (2)|z=0 exp ( — G3(0)) dys - - - dyx

We define ¢, = \/%U’l(k(s)(:%kﬂ — %y —0b(Zg, kd)), and then, we are able to write
i‘k—i—l = Ii’k + 51)((2]6, ké) + Vv 5/\0(k5)€k, io =T (55)

G2(0) = A1 10 f @k 8) + A g(ik) +3 05 llenll?,
VGi(2)|-=0 = A0 V(0 KOV f (i, 5) + A V(0 K6)Vg(ik) 56)
VI TN (0.V.0(0, k6) 4+ O(8) = Vb (0, k) Vb(@g, k8)) (0~ 1) T (k6)e.

Then, taking the limit K — oo (i.e. § — 0), we recognize (55) as Euler-Maruyama discretiza-
tion of the uncontrolled process X in equation (6) conditioned on Xy = =z, and the last term

in (56) as the Euler-Maruyama discretization of the stochastic integral A\~'/2 fOT(88V2¢(O, s) —
Vi (0,5)VbH(XS™, ) (0~ 1) T (s) dB,. Thus,
lim g o0 Vo E[exp (= A1 0y f( Xk, s) — A 1g(Xk))]
=E[(— A [ Vi(0,8)V,f(Xs, 5)ds — A1V (0, T)Vg(Xr)
F A2 [T(V(0,5)Vab(Xs, ) — 0sV(0, ) (0= ) T (s) dB)
xexp(— A7t fOT f(Xs,s)ds — A 1g(X7)) |X0 =z,

which concludes the derivation.
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C.4 SOCM-Adjoint: replacing the path-wise reparameterization trick with the adjoint
method

Proposition 5. Let Lsoom—adqj @ L2(R? x [0, T]; R?) — R be the loss function defined as
T 2
ESOCM—Adj(U) = E[% fO Hu(Xf, t) + U(t)Ta(t, XU)H dt x a(v, XY, B)] ,

where X is the process controlled by v (i.e., dX; = (b(X¢,t) + o(t)v(Xy, t)) dt + \/XO’(Xt, t)dB;
and Xo ~ po), a(v, XV, B) is the importance weight defined in (20), and a(t, X?) is the solution of
the ODE

doll) — v, b(XP,t)a(t) — V. f(XP,1),

a(T) = Vg(X7),
LsocM—adj has a unique optimum, which is the optimal control u*.

Proof. The proof follows the same structure as that of Thm. 1. Instead of plugging the path-wise
reparameterization trick (Prop. 1) in the right-hand side of (22), we make use of Lemma 6 to evaluate

VeE[exp (—A7! fo (Xy,t)dt —A"'g(Xr))|Xo = z]. Particular cases of the result in Lemma 6
have been used in previous works such as [54, 51]. We present a more general form that covers
state costs f, as well as stochastic integrals. We also present a simpler proof of the result based on
Lagrange multipliers. O

Lemma 6 (Adjoint method for SDEs). [54, 51] Let X : Q2 x [0, T — R< be the uncontrolled process
defined in (6), with initial condition X = x. We define the random process a : 2 x [0, T] — R4
such that for all w € Q, using the short-hand a(t) := a(w, t),

dai(w) = (= Vab( Xy (w), t)ar(w) — Vi f(Xe(w), 1)) dt — Voh(Xi(w), t) dBy,

ar(w) = Veg9(Xr(w)),
we have that

VLE[ [y (X > dt+foT Xi(w), > dBy) + g(Xr(w))| Xo(w) = 2] = E[ag(w)],
V. E[exp (- fo dt—fo ) > dBy) — g9(Xr(w))) | Xo(w) = 2]
= —E[ao(w exp( fo t)dt — fo (w), 1), dBy) — g(X7(w)))| Xo(w) = z].

Proof. We will use an approach based on Lagrange multipliers. Define a process a : Q2 x [0, T] — R?
such that for any w € €, a( ) is differentiable. For a given w € (2, we can write

o I Bt + fy (b ) t), dBy) + g(Xr(w))
= fo dt+f0 (w), 1), dBy) + g(Xr(w))

7-[0 at dXt( ) *b(Xt(W),t) dt*O’(t) dBt)>
By Lemma 7, we have that

Jo (@ (w), dXi () = (a7 (W), Xr(w)) — {ao(w), Xo(w)) — fy (Xe(w), %t (w)) dt.
Hence,
(fOT Xp(w), t)dt + [ (h( ),t), dBy) + g(Xr(w)))
Vo (fy F(Xi(w), 1) dt+f0 ) t), dBt>+g(XT( )
— (ar(w), Xr(w)) + <o( W) + [ ({an(w), b(X (@), 1)) + (% (w), X, (w))) dt

+ Jy {a(w), o(t)dBy))
= [V X @)V f (Xe(@), 8) dE + [ Vo X (@) Vah(Xe(w), £) dBy + Vo X (W) Vag(Xr(w))
— Ve Xr(w)ar(w) + Vi Xo(w)ag(w)
+ Jo (VaXe(@)Vab(Xo(w), Dar(w) + Vo X (w0) % (w)) dt
= Jy VaXe(@)(Vaf (Xe(@), £) + Vab(Xe(w), thay(w) + % (w)) dt
+ Vo X7(w) (Vag(Xr(w)) — ar(w)) + ap(w +f0 VXt (w)Vh(X(w),t) dBy.
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In the last line we used that V, X (w) = V,z = L If choose a such that

day(w) = (= Vab(Xi(w), t)ay(w) — Vo f(Xi(w), t)) dt — Voh(Xe(w), ) dBy,
aT(w) = vwg(XT(w))v

then we obtain that

Ve Sy f ) dt+ [ (h(Xo(w), 1), dBy) + g(X1(w))) = ag(w),
and by the Leibniz rule,
V.E[f, F(X ) £)dt + [y ) ), dBy) + g(Xr(w))]
=E[V (fo dt+fo Xi(w), ), dBt) + g(Xr(w)))] = E[ag(w)],
and
v E[exp( fo t)dt — fo (@), 1), dBy) — (X7 (w)))]
-E[V (fo t)dt + fo ) ) dB;) + g(Xr(w)))
X eXp( fo dt—fo ) t), dBt> _Q(XT(W)))}
= —E[ao(w)exp (- fo t)dt — fo (w), 1), dBy) — g(Xr(w)))]-

Lemma 7 (Stochastic integration by parts, [60]). Let

dXt = Q¢ dt + bt dVth7
dY; = fydt + g, dW2.

where ay, by, fi, g¢ are continuous square integrable processes adapted to a filtration (—Ft)te[o )
and W', W2 are Brownian motions adapted to the same filtration. Then,

X,Y; — XoYo = [y Xs dYs + [y Yo dX, + [g(dX,, dY)
= [7 X dY, + [y YodX, + [3 (b AW, g, dW2).

Remark 3 (Related work to the path-wise reparameterization trick: sensitivity analysis). As shown
above, the adjoint method for SDEs is an alternative to the path-wise reparameterization trick. Prior
to [54], an array of works developed methods to compute derivatives of functionals of stochastic pro-
cesses with respect to generic parameters o that appear either in the drift or diffusion coefficients [52].
This area is known as sensitivity analysis, and has been developed largely with financial applications
in mind (more specifically, to compute the "Greeks"). In low dimensions, dynamic programming [3]
or finite differences [26, 53] work well, but they scale poorly to high dimensions. In high dimensions,
several approaches have been proposed (see the section 1 of [29] for a comprehensive although dated
overview):

e The path-wise method (which we refer to as adjoint method) involves taking the gradient
Vo E[f(X})] inside of the expectation as B[V o, f (Xy)] and was first described by [82].

o The likelihood method or score method [27, 69] conmsists in rewriting V E[f(X7)] as
E[f(Xr)H), where H is a random variable which is equal to V,logp(a, X1), p(c,-) be-
ing the density of the law of X1 with respect to the Lebesgue measure. [82] provide explicit
weights H, under the restrictions that o appears only in the drift of the SDE (and not in the
diffusion coefficient) and that the diffusion coefficient is elliptic, using the Girsanov theorem. [29]
provide an expression for H in the case where H also appears in the diffusion coefficient, using
Malliavin calculus.

The estimator of the path-wise reparameterization trick is formally similar to the likelihood method
estimator, but it is different in that « is the initial condition of the process, and does not appear either
in the drift nor the diffusion coefficient.
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C.5 Proof of Lemma 1

Proof. Since the equality (28) holds almost surely for the pair (X, B), it must also hold almost surely
for (X?, BY), which satisfy the same SDE. That is

W(X?,0) = V(X8,0) + & [ [ur (X2, s)|]2ds — VX [ (u*(X?,s),dBY),
Thus, we obtain that
a(v, X¥, B) = exp (= ATIW(X,0) — A2 [T X;’, ), dBY) + 2 [ lu(Xp,0)]? dt)
:exp(*/\ilv(Xg» 771‘0 Hu |2d8+>\ 1/2f < *(X:,S),dB:>

— T v v v
— ATV [T o(XP ), dBY) + 25 [ (X7, 612 dt),

and this is equal to exp ( - V(X{, 0)) when v = u*. Slnce we condition on X§j = init, We have

obtained that the random variable takes constant value exp ( — V(Zinit, 0)) almost surely, which
means that its variance is zero.

D Optimal reparameterization matrices

Theorem 4 (Optimal reparameterization matrices). Let v be an arbitrary control in U. Define the
integral operator Ty : Lz([t T); Ry — L2([t, T); R¥*9) as

(T2 (M)]( ft M (s")E[x(s', X?, B)x(s, X", B)T x a(v, X", B)] ds’,
where
X(t, X", B) == [V, f(X2,5)ds + Vg(X2) + (0, 1) T () <sz>
— [T Vab(XY,8) (o7 ) T ()u(XP, ) ds — [ Vab(XY,5)(07) T (s) dB,.

If we define Ny(s) = —E[(Vg(X%) + j;T Vo f(X5,s')ds')x(t, X", B)" x a(v, X", B)|, the
optimal M* = (M} )ej0.1) is of the form M (s) = I + [ M;(s') ds’, where M} is the unique
solution of the following Fredholm equation of the first kind:

T(M;) = N
The proof of (25) shows that minimizing Var(w; M) is equivalent to minimizing
E[% [T |Jw(t, v, X, B, My)||* dt a(v, X7, B)]. (57)

To optimize with respect to M, it is convenient to reexpress it in terms of M = (Mt)te[OA,T] as
My(s) = I+ [;” My(s') ds’. By Fubini’s theorem, we have that

S M)V f(X2,s)ds = [ (I + [ My(s')ds') Vo f(XY, 5) ds
:ft V(X2 s ds+ft M, (s fs V. f(X5,s)ds' ds,

— T (M5 V(XD ) — () (0~ (5)0(X2, 5) ds
= J} Mi(s (a 1> ()0(X2,8)ds — [ V(5) [T Vb(X 0 8) (03) T (5)u(XY, 8) ds'ds,

— A2 [T (M (5) V(XD 8) = Mi(s))(0™") T (s) dB,
= AV2( [T N (s) (o) T (s)u(X2, 8)ds — [7 My(s) [ Vib(X2,8')(05Y) T (') dBy ds).
Hence, we can rewrite (57) as
GOV =E[+ [y o7 (f, Vaf( fX:,s>ds+Vg<X%>
+ [ My(s (f V. f(XY,s')ds' + Vg(X3) + (o *)T() (XY, 5)
— IV b(XE, ) (o) T (s)u(xv yds'— [T V,b(X2, ¢) (05") T (s') dBy ) ds) ||* dt
x a(v, X", B)]
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The first variation (;5]\94( ) of G at M is defined as the family Q = (Qt)tejo,r) of matrix-valued
functions such that for any collection of matrix-valued functions P = (Pt)tE[O,T]’

V(M + €P)| g = lim,_,q YAFLIZVAD) = [ [T (Ps), Qu(s)) r ds dt,
where M + eP := (M, + €Pt)ieqo,1)- Now, note that

OV(M +€P)|o = DE[F fy lo®)T (J;" Vaf (X, 5) ds + Vg(X7)
+ [T (M (s) + ePi(s)) ([T Vo f(X2,8') ds' + Vg(X2) + (o —1)T(s)v(Xg,s)
— [TVLb(XE, ) (o) T () o(XY, s) ds' — [T V,b(XY, ') (051) T (s') dBy) ds)]||” dt
a(v ,X”,B)]|6:0
E[2 J) (o®)o®)T (f, Vaf(Xl,s)ds+Vg(X3)
+ J, My(s (f Vo f(XY,8")ds' + Vg(X7) + (071) T (s)u(XY, 5)
—f Vb(XY,s) (o _,1)T(s')v( s)ds’ —f Vb(X%, s ) (o, )T(s’)st/)ds),
S P () Vaf (X0, ') ds’ +V9(XT) (0T (s)u(XY,s)
ffs Vmb (X2,¢ )(Js_,l) (s (XY, s) ds’—fs Vb(XY, s )(0; )T(s’)dBS/)ds> dt

a(v, X", B)].
(58)

If we define
X(5, X", B) i= [T Vo f(XY,s')ds' + Vg(X$) + (0~ ) (s)v(XY,s)
— [ Vab(X2, ) (o )T (s)(XE,5) s’ — [ Vab(X2, 5')(05) T (s') B,

we can rewrite (58) as

BV (M +€P)|c—o=E [+ [ (a(t)o(t) ([, Vaf (X2, s)ds+Va(X2)+ [, My(s)x(s, X", B) ds),
(59)

ftT Py(s)x(s, X", B)ds)ds x (v, X", B)]
Now let us reexpress equation (59) as:
[ fo <00 (Vg (X% +ft ( f(XY,s) +Mt(s)x(s,X“,B)) ds),
f Pi(s)x(s, X", B)ds)dt x a(v, X", B)]

LE [ fo fo <Pt x(s, X", B),
o () (Va(X2) + [ (Vo f (X0, 8") +My(s')x(s', XV, B))ds') ) dt ds x a(v, X*, B)]
2E[+ fo I <oo ) (Vg(x3) +L (Vaf (X0, ) + M(s')x(s', X¥, B)) ds') (X", 5, B) .
(5))pdtds x a(v, X° B)}
= [ e koo ]E[(Vg (X2)+ [ (Vo f (X5, )+ Mi(s)x (XY, s, B)) ds') (X", s, B) T a(v, XV, B)],

Py(s))  dtds.
(60)

Here, equality (i) holds by Lemma 8 with the choices a(t,s) = Pi(s)x(X", s, B), v(t) =
o (t)(Vg(X¥) + ftT (Vo f (XY, s) + My(s)x(X?, s, B)) ds. Equality (ii) follows from the fact

that for any matrix A and vectors b, ¢, (Ab,c) = cT Ab = Tr(c' Ab) = Tr(Abc") = (B,cb")p,

where (-, -) p denotes the Frobenius inner product.

The first-order necessary condition for optimality states that at the optimal M*, the first variation

% (M*) is zero. In other words, 9. V(M + €P)|c—o is zero for any P. Hence, the right-hand side
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of (60) must be zero for any P, which implies that almost everywhere with respect to ¢ € [0, 7],
s € [s,T),

E[(Va(X3)+ [ (Vo f(X8, 8')+ M, (s)x(X?, s, B)) ds') x(X", 5, B) T a(v, XV, B)] = 0.
To derive this, we also used that o (¢) is invertible by assumption.
Define the integral operator 7; : L2([t, T]; R*9) — L2([t, T]; R%*?) as
. T
[T (My)](s) = ft Mt(s’)E[X(X”,S’,B)X(X“,s,B)T X oz(v,X”,B)] ds’
If we define Ny(s) = —E[(Vg(X%) + ftT Vo f(X5,s)ds ) x(X",s,B)" x a(v, X", B)], the
problem that we need to solve to find the optimal M is
Te(My) = Ny.

This is a Fredholm equation of the first kind.

Lemma 8. If o, : [0,7] x [0,T] — RY, v : [0,7] — R%, § : [0,T] — R4 are arbitrary
integrable functions, we have that

By (L atts) ds,y() de = J 5 (alt,s),7(0)) deds,

Proof. We have that:

JE ST (ot s),v(@))y dsdt 2 [T [T (a(t, T — s),4(t)) ds dt
(lzl)fo fo <a (T —t,T—s),y(T —1t))ds dt(@fonT@z T—t,T—s),y(T —t))dtds
QT T (T —t,8),7(T —t))ydtds 2 [ [*{a(t, s),7(t)) dt ds

Here, in equalities (i), (ii), (iv) and (v) we make changes of variables of the form ¢t — T — ¢,
s+ T —s,s — T — s Inequality (iii) we use Fubini’s theorem. O

E Control warm-starting

We introduce the Gaussian warm-start, a control warm-start strategy that we adapt from [56], and that
we use in our experiments in Figure 7. Their work tackles generalized Schrodinger bridge problems,
which are different from the control setting in that the final distribution is known and there is no
terminal cost. The following proposition, that provides an analytic expression of the control needed
for the density of the process to be Gaussian at all times, is the foundation of our method.

Proposition 6. Given Z ~ N (0, I) define the random process Y as
Y, =pu(t) +T(t)Z,  where u(t) € R, T'(t) = VI (t) € R¥*4, (61)
Define the control u : R¢ x [0, T] — R as

ulz,t) = ()" (Bpu(t) + (BT (1)T ()~ + T XIEEN W0y (4 () — b(z, ))(62)

Then, if Ty = 0(0), the controlled process X" defined in equation (2) has the same marginals as Y .
That is, for all t € [0,T], Law(Y;) = Law(X}).

Proof. Following [56], we have that
01Xy = Oy + 0L (8)Z = Oypa(t) + (DT (1)) T(8) ™M (X — palt),

(
Viogpi(a) = —S(0) e —p)),  S(t) = TONE) .

Now, p; satisfies the continuity equation equation

Ope = =V - ((Beps(t) + (BL(O)T () (2 — (1)) (63)
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Let D(t) = $0(t)o(t)". We want to reexpress (63) as a Fokker-Planck equation of the form
(

(@ p) + 3 S0 0:05(Dij ()pr) ==V - (v(x, )pe)+ 30y 0 3 (D (1))

= V- (v(x,t)p;) + V- (D(t)Vp;) =
= -V - ((v(z,t)—D(t)V log pi(x))py).
Hence, we need that

=V (v(z,t)pe) + V- (D(t)V log pi(z)p:)

v(x,t) = D(H)Vlog pr = dyu(t) + (BT (E)T(H) " (x — u(t)),
— ui(2) = Bou(t) + (AL ()T () (@ — p(t) + “Z2 DV log py ()
= Ouu(t) + (BT ()T () (& — plt)) - Mzm-%x — u(t)).
If we let T'(t) = D(t)V/Z then 33(t) = (D ()1 (1) = t(t) and &,1(t) = 9,7 ()vE + L. Thatis,

v(a, 1) = Op(t) + (AT (1) + S EO (o — (1)) — wL< — ()

T -1
= 0uplt) + (AL ()T () (o = (1)) + 5 (0 — p(t) = CHGEI— (= u(®))
For v to be finite at ¢+ = 0, we need that (oo ")(0)X(0)~! = I, which holds, for example, if
I'(0) = 0(0). Also, to match the form of (2), we need that
v(z,t) = b(x,t) + o(t)u(x, t),

= u(a,t) = o(t) " (B + (A0 () D)~ + 0TSO ) (o ) — b(a, 1))
O

The warm-start control is computed as the solution of a Restricted Gaussian Stochastic Optimal
Control problem, where we constrain the space of controls to those that induce Gaussian paths as
described in Prop. 6. In practice, we learn a linear spline p = (u(b))fzo, where ;(®) € R%, and a
linear spline I' = (I®)B_ | where I'® € R%*4. These linear splines take the role of 11(¢) and (t)
in (61). Given splines p and I", we obtain the warm-start control using (62); for a given ¢t € [0,7T), if
weletb_ = |Bt/T|, by =b_ + 1, A =T/B, we have that

fi(t) = (t—b—A)u(b+>z(b+ﬁ—t)#(b*)7 u(t) = “(b”Z#(b*)’ (64)
~ _ (b4) _ (b_) == (b)) _pb_)
[(t) = U=t O AT - jp(r) = Dl (65)

(1) = o(t) 1 (Qep(t) + (BT (1T (1)~ + L2 AOEED ) (o~ 1it)) — b(a, 1)) (66)
Algorithm 3 provides a method to learn the splines p, I'. It is a stochastic optimization algorithms
in which the spline parameters are updated by sampling Y; in (61) at different times, computing the
control cost relying on (66), and taking its gradient.

Algorithm 3 Restricted Gaussian Stochastic Optimal Control

Input: State cost f(z,t), terminal cost g(z), diffusion coeff. o (t), base drift b(x, t), noise level A, number of

iterations [V, batch size m, number of time steps K, number of spline knots /3, initial mean spline knots

o = (,uEJ >)b 0, initial noise spline knots 'y = (Féb))fzo.

1 forn=0:(N—-1)}do

2 Sample m i.i.d. variables (Z;)_, ~ N(0,I) and m times (¢;)_, ~ Unif([0,T7]).

3 forj =0: K do

4 Set t; = j7T'/K, and compute [in(t;), O¢fi,, (t5), Tn(t;), 01, (t;) according to (64), (65) using fin,
5 for i = 1: m do compute Y;; = fi(t;) + \/t?f(tj)Zi and 4, (Y35, t;) using (66);

6 end

7 | Compute Lrasoc(in, I'n) = 15 S0ty (3 22550 (l1a(Yi, t)I1” + f(Yijs 1)) + 9(Yix))

8 Compute the gradient of Lrasoc (pn, ['n) with respect to the spline parameters (ptn, I'y).

9 Obtain fr41, ['ny1 with via an Adam update on g, I'y, resp. (or another stochastic algorithm)
10 end

Output: Learned splines pn, I' v, control @
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Once we have access to the restricted control 4, we can warm-start the control in Algorithms 1 and
2 by introducing u as an offset. That is, we parameterize the control as wy = uy + Ug.

F Experimental details and additional plots

F.1 Experimental details
The control L? error curves show the following quantity:
E, o [l (X0 1) = w(Xp, ) [Pe VXS OB, pun [T VOG0

That is, we sample trajectories using the optimal control, and compute the error using a Monte Carlo
estimate. In all our experiments, the distribution X(’)‘* is a delta, which means that we do not need to
compute V(X 5‘* ,0). We keep an exponential moving average (EMA) estimate of the control L? error,
which we show in the plots. To compute it, we sample ten batches of optimally controlled trajectories
every 10 training iterations, and we update the quantity with the average of the ten batches, using
EMA coefficient 0.02. All other quantities shown in the plots are also smoothed out using EMA with
coefficient 0.01, except for control objective values, which are computed as the average of 65536
samples, every 5000 training steps.

For all losses and all settings, we train the control using Adam with learning rate 1 x 10~%. For SOCM,
we train the reparametrization matrices using Adam with learning rate 1 x 10~2. We use batch size
m = 128 unless otherwise specified. When used, we run the warm-start algorithm (Algorithm 3)
with B = 20 knots, K = 200 time steps, and batch size m = 512, and we use Adam with learning
rate 3 x 10~% for N = 60000 iterations.

QUADRATIC ORNSTEIN-UHLENBECK The choices for the functions of the control problem are:

b(xz,t) = Az, f(x,t) = x| Pz, g(z) = xTQx, o(t) = og.

where (Q is a positive definite matrix. Control problems of this form are better known as linear
quadratic regulator (LQR) and they admit a closed form solution [78, Thm. 6.5.1]. The optimal
control is given by:

ui(r) = —20, Fiz,
where F; is the solution of the Ricatti equation
dF,
th + ATF, + F,A—2F, 0000 F, + P =0

with the final condition Fr = ). Within the QUADRATIC OU class, we consider two settings:

* Easy: Wesetd = 20, A =02, P =021,Q =01l,00 =1, A =1,T = 1,
Zinit = 0.5N(0,I). We do not use warm-start for any algorithm. We take K = 50 time
discretization steps, and we use random seed O.

e Hard: Wesetd =20, A=1,P=1,Q=051,00=1,A=1,T =1, zinit = 0.5N(0, I).
We use the Gaussian warm-start (App. E). We take batch size m = 64 and K = 150 time
discretization steps, and we use random seed O.

LINEAR ORNSTEIN-UHLENBECK The functions of the control problem are chosen as follows:
The optimal control for this class of problems is given by [59, Sec. A.4]:

* T(r—
uf(x) = —og et T8,

We use exactly the same functions as [59]: we sample (&;;), ., j<a ONCE at the beginning of the
simulation, and set: T

d=10, A=-I+ (fij)lgi,jgda y=1, oo=1+ (gij)lgi,jgd’
T=1, A=1, xui=05N(0,1).

We take K = 100 time discretization steps, and we use random seed 0.
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DOUBLE WELL We also use exactly the same functions as [59], which are the following:

d
b(a,t) = -VU(z), W(x)=> sz} 1) [fl2)=0, g(z)=> vz} -1 oo=I,
i i=1

=1

where d = 10, and k; = 5, v; = 3foré € {1,2,3} and k; = 1, v; = 1 fori € {4,...,10}. We set
T =1, A =1and zj,;; = 0. We take K = 200 time discretization steps, and we use random seed 0.
The Double Well problem is actually highly non-trivial, and is multimodal. The only reason we can
produce a "ground truth" control to compare to in this setting is that we use significant knowledge
of the problem; we analytically reduce it to 1D problems by decoupling each dimension and apply
numerical methods to solve the Hamilton-Jacobi-Bellman equation for these 1D problems. It is not a
problem where we actually have the ground truth control in closed form.

PATH INTEGRAL SAMPLER ON MIXTURE OF GAUSSIANS We set

ba,t) =0, fla,)=0,  g(x)=log(u’(x)/n(x)) = —L2L — L1og(2r) - log (),

where T' = 1, and p is the density of a mixture of two Gaussians with means +e;, where e; =
(1,0,...,0), and variance Id. Note that we take y to be normalized, i.e. [ p(z)dz = 1, or
equivalently, log Z = log ( J u(z) da:) = 0. In Figure 1, we use the following Monte Carlo estimator
of the control objective at the control u:

SU(X) = [y Blle(X D)2 + F(X 1) dt + g(X3) + [(u(XE,),dBy).

Note that this estimator is unbiased because E[ [(u(X}*,t), dB;)] = 0. This is known as the Sticking
the Landing estimator, as it has zero variance when u is the optimal control [72]. The fact that

E[—S%(X)] < log Z = 0 with equality when u = u* is stated as [84, Thm. 4].

F.2 Model architectures

As a general guideline, the control function can be thought of as the analog of the score function in
diffusion models; hence, a natural choice for the architecture can be U-Nets or diffusion transformers
if the control task is on images, audio or video. Other domains may require different architectures. In
the experiments we report, we used the architecture implemented in the class FullyConnectedUNet
within the file SOC_matching/models.py. It is a simplified version of the U-Net architecture where
both the down-sampling and up-sampling layers are fully connected with ReL.U activations, and the
horizontal layers are linear transformations. We use three down-sampling and up-sampling steps,
with widths 256, 128 and 64 (hence, the first down-sampling step is actually an up-sampling, because
the data dimensions in our experiments range from 10 to 20).

The reparameterization matrices have an unusual trait, which is that their input dimension is small
(two) while their output dimension is large (d2). Hence, the kind of functions that they need to
learn are low dimensional and hence easy. In our case, we used the architecture implemented in
the class SigmoidMLP within the file SOC_matching/models.py, which is essentially a three layer
multilayer perceptron with ReLU activations and output dimension d?, whose output is averaged with
the identity matrix using sigmoid weights, in order to enforce that M (¢) be the identity matrix.

F.3 Additional tables and plots

Table 1 shows the average times per iteration for each algorithm. Each algorithm was run using a
16GB V100 GPU.

SOCM | SOCM M =1 | SOCM adj. | Adj. | Crossentropy | Log-variance | Moment | Variance

0.222 0.090 0.099 0.169 0.086 0.117 0.087 0.086

Table 1: Time per iteration (exponential moving average) for various algorithms in seconds per
iteration, for the QUADRATIC OU (EASY) experiments (Figure 2).

Figure 4 shows the control objective (1) for the four settings. The error bars for the control objective
plots show the confidence intervals for £ one standard deviation, computed via a Monte Carlo
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estimate using 65536 trajectories per data point. They show the standard error of the mean. As
expected, SOCM also obtains the lowest values for the control objective, up to the estimation error.

Figure 5 shows the normalized standard deviation of the importance weight for the learned control u:
\/Var[oz(u, X, B)]/E[a(u, X", B)]. By Lemma 1, when X{ = @ip;; for an arbitrary xi,ix (which
is the case for all our experiments), this quantity is zero for the optimal control u*. Hence, the
normalized standard deviation of « is an alternative metric to measure the optimality of the learned
control.

Figure 6 shows an exponential moving average of the norm squared of the gradient for LINEAR
OU and DOUBLE WELL. For LINEAR OU, the minimum gradient norm is achieved by the adjoint
method, while for DOUBLE WELL it is achieved by the cross entropy loss. The training instabilities
of the adjoint method become apparent as well. Interestingly, in both settings the algorithms with
smallest gradients are not SOCM, which is the algorithm with smallest error as shown in Figure 3.
Understanding this phenomenon is outside of the scope of this paper.

Figure 7 shows plots of the control L2 error, the norm squared of the gradient, and the control
objective for the QUADRATIC OU (HARD) setting, using a warm-start strategy detailed in App. E.
Figure 7 shows that SOCM is once again the algorithm that achieves the lowest error and the smallest
gradients. Remark that the warm-start control is a reasonable approximation of the optimal control,
as the initial control L? error is much lower than in the other figures.

Figure 8 shows the value of the training loss for SOCM and its two ablations: SOCM with constant
M; = I, and SOCM-Adjoint. For all such algorithms, the training loss is the sum of the L? error of
the learned control u, and the expected conditional variance of the matching vector field w. Thus, the
difference between the training loss plots and the L? error plots is the expected conditional variance
of w. We observe that the expected conditional variance in the QUADRATIC OU setting is orders of
magnitude smaller for SOCM than for its two ablations. For LINEAR OU, SOCM and SOCM-adjoint
have similar expected conditional variance, and a possible explanation is that the LINEAR OU setting
is very simple. In the DOUBLE WELL setting, the SOCM-adjoint training loss curve has spikes that
are probably caused by instabilities of the adjoint method. These spikes can be attributed mostly to
the expected conditional variance term, since the corresponding L? error curve in Figure 3 does not
present them.

Figure 9 shows that the instabilities of the adjoint method are inherent to the loss, because they also
appear at small learning rates: 3 X 10_(5 is smaller than the learning rates typically used for Adam,
which hover from 1 x 107% to 1 x 1073,
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Figure 4: Plots of the control objective for the four settings.
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Figure 8: Plots of the training loss for SOCM and its two ablations: SOCM with constant M; = 1,
and SOCM-Adjoint.
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Figure 9: Plots of the control L? error and the norm squared of the gradient for the adjoint method on
DOUBLE WELL, for two different values of the Adam learning rate. The instabilities of the adjoint
method persist for small learning rates, signaling an inherent issue with the loss.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: In the abstract and introduction we state that we introduce SOCM, a novel
algorithm to solve stochastic optimal control problems, and we claim that it outperforms all
existing algorithms in three out of four settings. All of these claims are supported by our
paper.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Yes, in the second-to-last paragraph of Sec. 5 we discuss the main limitation
of SOCM (our algorithm), which is that the variance of the importance weight « is too large
in certain settings. Regarding the computational efficiency of our algorithm, Table 1 shows
a comparison between our algorithm and existing ones.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

40



3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: All the theoretical results stated in the paper are numbered and have a corre-
sponding detailed proof in the appendices. In the main text, we indicate the precise location
of the proofs. We provide a proof sketch for Theorem 1 in the main paper, and a full proof
in the appendix.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide a description of experimental details in Subsec. F.1, and of model
architectures in Subsec. F.2. We also provide a link to the GitHub repository that contains
the code for this paper.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We also provide a link to the GitHub repository that contains the code for this
paper.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide a description of experimental details in Subsec. F.1, and of model
architectures in Subsec. F.2.

Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Most of the plots in the paper do not contain error bars, because the lines show
exponential moving averages, which means that the error is already smoothed out and very
small. The error bars for the control objective plots do show the confidence intervals for £+
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one standard deviation, computed via a Monte Carlo estimate using 65536 trajectories per
data point. They show the standard error of the mean. We state this in Subsec. F.3.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We explain the type and amount of GPUs we use in Subsec. F.3.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We reviewed the NeurIPS Code of Ethics and our research conforms to it. We
made sure to preserve our anonymity.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
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11.

12.

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:

Justification: The research presented is foundational, and the code released does not have
direct societal impact. Yet, it may serve as the basis to develop algorithms that improve the
quality of generative models. We state this in Sec. 5.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer:
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We did not use existing assets.

Guidelines:
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13.

14.

15.

» The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We present code implementing our algorithm. The code folder contains a
README which explains how to reproduce the experiments. We describe our algorithm
throughout the paper, and provide details in App. F.

Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer:
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

45



Answer:

Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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