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Abstract—This paper introduces FAIRDP, a novel training
mechanism designed to provide group fairness certification for
the trained model’s decisions, along with a differential privacy
(DP) guarantee to protect training data. The key idea of FAIRDP
is to train models for distinct individual groups independently,
add noise to each group’s gradient for data privacy protection,
and progressively integrate knowledge from group models to
formulate a comprehensive model that balances privacy, utility,
and fairness in downstream tasks. By doing so, FAIRDP ensures
equal contribution from each group while gaining control over
the amount of DP-preserving noise added to each group’s
contribution. To provide fairness certification, FAIRDP leverages
the DP-preserving noise to statistically quantify and bound
fairness metrics. An extensive theoretical and empirical analysis
using benchmark datasets validates the efficacy of FAIRDP and
improved trade-offs between model utility, privacy, and fairness
compared with existing methods. Our empirical results indicate
that FAIRDP can improve fairness metrics by more than 65%
on average while attaining marginal utility drop (less than 4%
on average) under a rigorous DP-preservation across benchmark
datasets compared with existing baselines.

Index Terms—differential privacy, fairness, machine learning

I. INTRODUCTION

Machine learning (ML) systems are being increasingly
adopted in decision processes that have a significant impact
on people’s lives, such as in healthcare, finance, and criminal
justice [Angwin et al., 2022, Giovanola and Tiribelli, 2023].
This adoption also sparked concerns regarding how much
information these systems disclose about individuals’ data and
how they handle bias and discrimination [Mehrabi et al., 2021,
Pagano et al., 2023, Wan et al., 2023].

Differential privacy (DP) is an algorithmic property that
allows the assessment and bounding of the leakage of sensitive
individuals’ information during computations. In the context
of ML, it enables algorithms to learn from data while ensuring
they do not retain sensitive information about any specific
individual in the training data. However, directly applying a
DP mechanism without careful calibration may aggravate the
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bias of the trained model’s decision to a specific group of
data compared to the non-DP ones, which results in unfairness
for different groups of individuals [Bagdasaryan et al., 2019,
Fioretto et al., 2022, Xu et al., 2021a] and incurs societal
impacts for such individuals, particularly in areas including
finance, criminal justice, or job-hiring [Tran et al., 2021d].

Balancing DP and group fairness while maintaining high
model utility in ML systems has been the subject of much
discussion in recent years. [Cummings et al., 2019] showed
the existence of a trade-off between DP and equal opportunity,
a fairness criterion that requires a classifier to have equal
true positive rates for different groups. Different studies also
reported that when models are trained on data with long-tailed
distributions, it is challenging to develop a private learning
algorithm that has high accuracy for minority groups [Sanyal
et al.,, 2022]. These findings have led to the question of
whether fair models can be created while preserving sensitive
information and have spurred the development of various
approaches [Jagielski et al., 2018, Mozannar et al., 2020, Tran
et al., 2021a,c, 2023].

While these works have contributed to a deeper under-
standing of the trade-offs between DP, group fairness, and
model utility, as well as the importance of addressing these
issues in a unified manner, they all share a common limitation:
the inability to provide formal guarantees for DP and group
fairness simultaneously while maintaining high model’s utility.
The lack of a formal guarantee for these two critical aspects is
essential and cannot be overstated. In many critical application
contexts, such as those regulated by policy and laws [Act,
2009, Pardau, 2018, Team, 2017], these guarantees are often
required, and failure to provide them can prevent adoption
or deployment. For instance, the Fair Credit Reporting Act
[Act, 2009] is a federal law that enforces to ensure the
fairness and privacy of the information in consumer credit
bureau files, which raises a concern in the finance industry
around deploying and maintaining more advanced models into
production [Das et al., 2021]. Conversely, a loose theoretical
guarantee for fairness and privacy produces a random guess



model, which is useless in practice.

This paper aims to address this gap by proposing a novel
training mechanism that significantly improves group fairness
with certificates while preserving DP without significantly
degrading model utility. The key challenges in developing such
a mechanism are: (1) Designing appropriate DP algorithms
that can limit the impact of privacy-preserving noise on the
model bias; and (2) Balancing the trade-offs between model
utility, privacy, and fairness, while simultaneously providing
useful fairness certificates.

Contributions. The paper makes two main contributions
to address these challenges. First, it introduces FAIRDP, a
novel DP training mechanism with certified fairness. FAIRDP
remedies the disparate effects of DP-preserving noise on
model fairness through group-wise clipping terms, enabling
us to derive and tighten certified fairness bounds under DP
protection. Throughout the training process, the mechanism
progressively integrates knowledge from each group model,
significantly improving the trade-off between model utility,
privacy, and fairness with upper-bounded utility losses. Sec-
ond, an extensive theoretical and empirical analysis shows
that FAIRDP provides a better balance between privacy and
fairness than existing baselines while maintaining high model
utility, including both DP-preserving mechanisms with or
without fairness constraints.

II. BACKGROUND

We consider datasets D = {(z;, a;,y;)}1~, whose samples
are drawn from an unknown distribution. Therein, x; € X C
R? is a sensitive feature vector, a; € A = [K] is a (set
of) protected group attribute(s), and y; € Y = {0,1} is
a binary class label, similar to previous work [Celis et al.,
2021, Jin et al., 2022]. For example, consider a classifier for
predicting whether individuals may qualify for a loan. The data
features z; may describe the individuals’ education, current
job, and zip code. The protected attribute a; may describe
the individual’s gender or race, and the label y; indicates
whether the individual would successfully repay a loan or
not. We also use Dy = {(z;,a; = k,y;)}; %, to denote
a non-overlapping partition over dataset D which contains
exclusively the individuals belonging to a protected group k
and N Dy = 0.

To generalize for multiple protected group attributes, con-
sidering the scenario of K protected attributes, A C A; x

- X Ak and in each A;,i € [K] there are K, cate-
gories. To apply FAIRDP, users can divide the dataset D

into K = [[;-, K, disjoint datasets categorized by the
combination between the protected attributes. In a particular
dataset D; = {z;,d;,y;};L,,i € [K], each data point

(xj,d;,y;) will have the protected attribute as @; € A and
D,ND; = @,Vi,j € [K]. For example, consider a dataset
D with the protected attributes are gender with two categories
(male and female) and race with five categories (Black, White,
Asian, Hispanic, and Other); dataset D can be divided into
groups with the combined attributes such as Black male, Black

Fig. 1. Bayesian network of hg () = uw (ve(x)).

female, Hispanic male, Hispanic female, and so on. Then,

users can apply FAIRDP with the new separation of groups.
We study models hg : X — [0, 1] parameterized by 6 € R"

and the learning task optimizes the empirical loss function

LD)=min > L(ho(wi),1), (1

(zi,ai,y:)€ED

where ¢ : ) x Y — R, is a differentiable loss function.

We use hy and hy, to denote, respectively, the models mini-
mizing the empirical loss £(D) over the entire dataset and that
minimizing £(Dy) using data from the corresponding group
k. Without loss of generality, consider hy as a combination of
a feature extractor vy and a scoring function u,,, where ¢ and
w are their corresponding parameters. Specifically, vy takes x
as input and outputs an embedding vector &, i.e., & = vg(x).
Then, the scoring function w,,, which is a linear layer, takes
the embedding ¢ and outputs the score z for the prediction
on z, denoted as follows: z = u,(§) = (w,§), where (-, ")
is the inner product between two vectors. In general, we can
write the combination between u,, and vy in hg as follows:
ho(x) = wyw(vg(x)), where 6 = {¢, w}.

This model setting is general for many structures of modern
ML models in classification tasks (e.g., Neural Network, CNN,
LSTM, Transformer). Finally, let ¢, w; be the weights of
the feature extractor and scoring function of the group k’s
model (Gk = {(bk,wk})

Biased Model. It is worth noting that the model hy only
observes the non-protected attributes = as input, which is
similar to many practical settings where the protected attribute
is hidden due to privacy and/or fairness concerns [Chen et al.,
2019, Onesimu et al., 2022]. Nevertheless, x is still correlated
with the protected attributes a, resulting in a potentially
biased model affected by the protected attributes a through
feature x, which leads to unfair predictions as discussed and
observed in real-world applications [Corbett-Davies and Goel,
2018, Datta et al., 2014, Hajian and Domingo-Ferrer, 2012].
Therefore, it is practical to assume that ¢ is independent of
the protected attribute a and the random event e that depends
on group fairness metrics (considered below), given the non-
protected attribute x. Under this assumption, the predicting
process can be mapped by a Bayesian network illustrated in
Fig. 1

Group Fairness and Guarantees. This paper considers a
class of statistical group fairness metrics as follows:

Definition 1. The group fairness of a mechanism M is
quantified by

F= max [Pr(j=lla=u.e) = Pr(j = lla=v,0), @
u,ve



where 1 is prediction and e is a random event.

The fairness notion in Eq. (2) captures several well-known
group fairness metrics, including demographic parity [Mehrabi
et al., 2021] (when e = (), equality of opportunity [Hardt
et al., 2016b] (when e is the event “y = 1”), and equality
of odd [Hardt et al., 2016b] (when e = y). When F =
0, the mechanism M are said to satisfy perfect fairness
[Williamson and Menon, 2019]. However, perfect fairness
cannot be achieved with DP preservation [Cummings et al.,
2019]. Therefore, we focus on achieving approximated fair-
ness, which allows the fairness metrics to be within a “mean-
ingful range.” In addition, if a mechanism satisfies & < 7 for
7 € [0,1], then we say it achieves certification of T-fairness.
Intuitively, as 7 decreases, the model’s decision becomes more
independent of the protected attribute with respect to different
fairness metrics reflected through the random event e.

Differential Privacy [Dwork et al., 2014]. Differential
privacy (DP) is a strong privacy concept ensuring that the
likelihood of any outcome does not change significantly when
a record is added or removed from a dataset. An adjacent
dataset (D') of D is created by adding or removing a record
from D, denoted as D ~ D’.

Definition 2 (DP). A mechanism M :D— R with domain D
and range R satisfies (e,0)-DP, if, for any two adjacent inputs
D ~ D' eD, and any subset of outputs R C R.:

PrM(D) € R] < ¢ Pr{M(D') € R] + 6.

The parameter ¢ > 0 describes the privacy loss of the
algorithm, with smaller values denoting stronger privacy, and
the parameter 6 € [0,1) is the probability of violating e-DP.

DPSGD [Abadi and et al., 2016]. DPSGD is a well-known
DP-preserving algorithm to train ML models. The algorithm
of DPSGD is illustrated in Algorithm 3 (Appx. A). At each
updating step ¢, DPSGD samples a batch of data using Poisson
sampling with a sampling probability g. Then, the l3-norm
of the gradient derived from each data point in the batch is
clipped by a predefined upper-bound C' (Line 6). The DP-
preserving Gaussian noise with a scale o, i.e., (0, 02021),
is added to the sum of clipped gradients Agy from all data
points, achieving (ge, g6)-DP at each step. DPSGD calculates
the privacy loss after T steps using a Moment Accountant to
track the moment of privacy loss distribution and bound the
privacy budget accumulation, given ¢, d, and o.

III. RELATED WORKS

Differential privacy has been extensively used in various
deep learning applications [McMahan et al., 2018, Papernot
et al., 2018, Phan et al., 2020, 2016, 2017a,b, 2019]. Mean-
while, numerous efforts have been made to ensure various
notions of group fairness through the use of in-processing
constraints [Feldman et al., 2015], mutual information [Gupta
et al.,, 2021], and adversarial training [Jin et al., 2022, Jo-
vanovi¢ et al., 2022, Xu et al., 2020]. A topic of much
recent discussion is the implication that DP models may
inadvertently introduce or exacerbate biases and unfairness
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Fig. 2. A schematic overview of FAIRDP.

effects on the outputs of a model. For example, empirical
and theoretical studies have shown that DPSGD can magnify
the difference in accuracy observed across various groups, re-
sulting in larger negative impacts for underrepresented groups
[Alghamdi, 2023, Bagdasaryan et al., 2019, Islam et al., 2023,
Tran et al., 2021a]. These findings have led to the question of
whether it is possible to create fair models while preserving
sensitive information. They have spurred the development of
various approaches and frameworks such as those presented
by [Islam et al., 2023, Jagielski et al., 2018, Mozannar et al.,
2020, Rafi et al., 2024, Tran et al., 2021a,c].

Despite the advancements made by these efforts, there is
limited work addressing the gap in ensuring group fairness.
In particular, current methods have not been able to bound
the effect of the private models on the model utility in various
protected groups. For instance, [Mangold et al., 2023] provides
a guarantee that DP mechanisms have bounded disparate
impact compared to the non-DP algorithms. However, it is
not sufficient to establish a unified understanding of the
correlation between differential privacy and group fairness.
Similarly, [Makhlouf et al., 2024] studies the impact of local
differential privacy on fairness but is unable to establish a
unified understanding of the correlation between differential
privacy and group fairness.

To bridge this gap, this paper introduces FAIRDP, a novel
approach to establish a connection between DP preservation
and certified group fairness, thereby addressing this crucial
challenge. Unlike previous works, FAIRDP leverages the DP-
preserving Gaussian noise added into the gradients of the
training process to theoretically provide an upper and a lower
bound for the probability that a data point is positively
predicted. Then, it introduces a Monte Carlo sampling process
under a rigorous DP preservation to approximate the bounds
at the inference time, resulting in a tight bound on the group
fairness of the model’s decisions at the inference time.

IV. CERTIFIED FAIRNESS WITH DP (FAIRDP)

This section introduces FAIRDP, a novel training mecha-
nism satisfying three key objectives: (1) Privacy: the model
satisfies (e, §)-DP; (2) Fuairness: the decisions of released mod-
els are unbiased towards any protected group, with theoretical



Algorithm 1 FAIRDP Training

Algorithm 2 DP-MC

1: Input: Dataset D, sampling rate g, noise scale o, norm bounds C' and
M, number of steps 7', learning rate 7, loss function £.

2: Initialize 8 = {¢°, wO}.

3:fortc[1:T —1] do

4:  Clip weights: w!~! := w*~ ! min(1, M/||w?~1|2)

5 0i7! = ... = 9571 = 9*=1 # model propagation

6 forke{l,...,K}do

7: Sample B from Dy with sampling probability q.

8: Compute gradlent Forz; € B, gt =V ot- 1@( i)
9 Clip gradient: 91 = 91 min(1, Mo f”2)

10: Compute total gradient: Ay = Z ieBy, gt

11: Add noise: Ay, = Ay, + N(0,C%021)

12: Update: 0%, = 0!~' \BtlAk

13: end for

14: 0" = (0% +--- 4 0%,) /K # aggregation of groups’ models
15: end for

16:

17: /* DP-MC for Fairness Certification */

18: for k € {1,...,K} do

19: Sample By, from D), with sampling probability q.
20:  {0f ;}iL, < DP-MC(Bg,nr,0,C, M, N)

21: end for K

22: 07 = 3750 1 0% ;Y5 € [N]

23: Return 67

T-fairness certification; and (3) Utility: the models achieve
high utility for downstream ML tasks. Achieving these goals
is challenging due to the intricate disparate impact incurred by
DP-preserving noise and the degradation in the model utility
when prioritizing fairness and privacy, particularly without a
carefully calibrated noise injection.

To overcome these challenges, FAIRDP relies on two key
components, including (1) fairness-aware DP training and (2)
Monte Carlo approximation for fairness certification, with
a schematic illustration of our training process in Fig. 2
and its pseudo-code in Algorithm 1. We specifically describe
the proposed method and provide the privacy and fairness
guarantee in the following sections.

A. Fairness-aware DP Training

From the training step ¢ = 1 to the step 7' — 1 (Lines 4-
14), FAIRDP overcomes a fundamental problem in sampling
batches in DPSGD [Abadi and et al., 2016], which might
create a disproportionate number of data points from different
groups in the sampled batch, causing disparate contributions
from each protected group to the DP-preserving model hg. To
address this problem, FAIRDP ensures that every group will
contribute to the learning process at any updating steps and
upper-bounds the contribution from each group in expectation
under privacy protection. This approach remedies the bias of
the model’s decision toward a group.

To do so, FAIRDP leverages DPSGD to train a set of group-
specific models {hg, }5_,, where each ¢ is independently
learned to minimize the loss L£(Dj) of the group k under
DP (Lines 8-12). Gradient clipping bounds the lo-norm of
the average gradient in each group by C (Line 9); as a
result, upper-bounding the contribution from each group in
expectation. Also, FAIRDP clips the /s-norm of the weights of
the scoring function w!=! € =1 by M to narrow the decision

1: Input: Set of clipped gradient {g;|i € B}},Vk; learning rate n; noise
scale o; norm bounds C'; number of model N; updated ¢T Vk.

2: for k € [K] do

3:  Update ¢T with the associated DP-preserving gradients.

4:  Assemble Qj = {VwT 14(x;) min ( Hg “2)} for z; € BF

5 Partition Q, to N micro-batches {G, ]} "_, such that U "G, =

QkandeJﬂij/—!ZV];ﬁj

6: forje{l,...,N} do

7: Ak = 2ieq; Vor-14(zi) min (1’ Hgflb)
3: Ay = Ak +N(O, Q2021)

9: Wi =W~ a2k,

10: ng = [¢£7w£j]

11: end for

12: end for

. _ 1 yK .
13: 07 = % 21 0% ;, V5 € [N]
14: Return {9JT}§V:1

boundary in a bounded space (Line 4), which is essential to
derive and tighten the fairness certification.

Given the set of group-specific models {hg, }1< , at each
training step, FAIRDP aggregates groups’ contributions en-
abling knowledge distillation from every group to better
generalize the model hy (Line 13). Finally, the aggregated
model parameters §¢ are propagated as the parameters for
every group model in the next training round (Line 5). These
aggregation and propagation steps ensure that the general
model parameters ' are close to the parameters of every
group, simultaneously reducing bias towards any specific
group and distilling knowledge from every group to improve
the model’s utility.

B. DP Monte Carlo & Ensemble Inference

To provide fairness certification at the inference time, we
innovate FAIRDP by executing a DP-preserving Monte Carlo
(DP-MC) sampling process at the last step ¢ = 1" (Lines 16-20)
by Algorithm 2. The DP-MC samples the DP-preserving noise,
which is injected into the gradients of the scoring function to
incorporate the randomness of DP-preserving noise into the
prediction at inference time. To avoid extra privacy costs and
obfuscating the correlation between DP and fairness, i.e., the
impact of DP on fairness and vice versa', our DP-MC process
produces a set of N (general) models {h(,T}7e by partition-
ing the batch B! of each group k into N “dlS]omt micro-
batches {B{ j}je[N] For all micro-batches j € [N] the DP-
MC process updates the weights wy, ; of the scoring function
with DP-preserving gradients Akv] derived from the micro-
batch BT Then, we generate the set of N (general) models
{h@T}Je by aggregating these weights {wy. ; }re[k],je[n]
ina group- Wlse approach, as follows:

wj :szka

At the inference time, the prediction on a testing data
point « will be the ensemble from the scores of the N

vj € [N] 0] ={¢"wj}. 3

! Adding multiple noise to the same gradient will incur privacy accumulation
[Dwork et al., 2014]; and adding separate noise to the DP-preserving gradient
as smoothing will separate the impact of DP-preserving noise toward the
model’s decision, obfuscating the correlation between DP and fairness.



models {heT }jen)- Each model will output a score z; for
z, and if the average score is greater than or equal to O, i.e.,
% > 0, then x will be positively predicted, i.e., § = 1;
otherwise, § = 0.

C. DP Guarantee and Fairness Certification

We provide the guarantee of DP and 7-fairness certification
for the training process of FAIRDP (Algorithm 1) in the
following theorems.

DP Guarantee. Similar to DPSGD, the DP-guarantee of
FAIRDP is achieved by combining the gradient clipping step
and the DP-preserving noise-injecting step. Furthermore, the
model propagation and aggregation (Lines 5 and 13) and
the weight clipping (Line 4) do not engage with dataset D;
therefore, they are DP-preserving under the post-processing
property of DP [Dwork et al., 2014]. Furthermore, the DP-
MC separates the gradients at the last epoch to N disjoint
sub-batches, which follow the parallel composition theorem
[McSherry, 2009] and do not incur extra privacy risks. Finally,
leveraging the Moment Accountant, we can compute the
privacy budget € accumulated throughout 7" steps.

Theorem 1. Algorithm 1 satisfies (¢,8)-DP where € is cal-
culated by the Moment Accountant [Abadi and et al., 2016]
given the sampling probability q, T steps, and the noise scale
o.

Proof. Considering one updating step ¢ for an updating pro-
cess of a particular group k, define the gradient extracting
function f(By) as follows:

= 3 i1

1€EBy,

f(By) = [ Z V 4(x;) min (1, Hé]i),

1€ B
C N

Z Vwl(z;) min (1
i€G,
where {G;}1, is the disjoint partition of By,.

For the intermediate step ¢ € [1,7 — 1], by clipping the
gradient, the I sensitivity of the total gradient f(By) is upper
bounded by C. Similarly, for the last step ¢ = T, for any
pairs of neighboring datasets D and D’, denote By and By
as the batches sampled from D and D’, respectively. In the
worst-case, By, and By, only different at one array of gradient
9o = [Vel(z,),Vwl(z,)] appears only in one and only
one Gj,j € [N] since G; NG; = @,Vi,j € [N]. Thus,
clipping the gradient also ensures the ls sensitivity of the
total gradient f(By) is upper-bound by C' for the last step.
Therefore, we achieve (ge,qd)-DP in one updating step by
adding Gaussian noise scaled by C to f(Bj) by the argument
of Gaussian mechanism [Dwork et al., 2014]. The model
parameter fusing ! = % does not introduce any
extra privacy risk at each updating step ¢ following the post-
processing property in DP [Dwork et al., 2014]. We use the
moment accountant [Abadi and et al., 2016] to calculate the

P ),ifte[r,T—r] (4)

privacy loss for each dataset Dy, after 7' updating steps given
the sampling probability g, the broken probability §, and the
noise scale o. Finally, since the datasets { Dy }X_, are disjoint
(Do N Dy = @,Ya # b € [1, K]), by the parallel composition
theorem [McSherry, 2009], we achieve (¢, d)-DP for the whole
dataset D where € is calculated by the moment accountant. [

Fairness Certification. To derive a fairness certification,
we leverage the DP-preserving noise injected to the parameter
of the scoring function z = wu,(-) to bound the probability
Pr(g = 1|z) in a range [Pjp, Py], where Py, and P, are
lower and upper bounds respectively. We focus on the scoring
function w,, because it is the decision boundary directly
producing the prediction for a data point. Based on that, we
can derive 7-fairness certification given the Bayesian network
in Fig. 1, as follows:

T < Pup — P 6)

The full derivation of Eq. 6 is in the proof of Theorem 2. At
step ¢, given a DP-preserving feature extractor vg: yielding
the deterministic process { = vyt (x), the (DP-preserving)
Gaussian noise added to the gradients w.r.t. the parameter
w transforms the score z into a Gaussian distributed random
variable given embedding £ of an input x. Specifically, after
injecting Gaussian noise into the gradient (Line 11), the model
updating and the aggregating steps (Lines 12 and 13) are linear
transformations of the Gaussian noise. Therefore 6* follows a
multivariate Gaussian distribution N (w?~! — n/r 081) where
my is the batch size of By, o2 = n? e 2o Zk L 12, and
pt= % SOR L ub with g is the total chpped gradrent W.LL.
w'~1 incurred from By, of group k. Also, since z = (w?, &)
is a linear combination of Gaussian random variables of w?,
the score z becomes a random variable: z ~ N ((w!™! —
nt, €); 1€1303)-

Note that the weight and gradient clipping do not affect
the fact that z is Gaussian distributed given &. It is because
FAIRDP performs the clipping before injecting the Gaussian
noise into the gradients. As a result, the probability Pr(y =
1|z) = Pr(z > 0|€) is an integral f0+oo Pr(z|€)dz over the
randomness of the DP-preserving noise added to w, which
can be computed by a closed-form formula of cumulative
distribution function of Gaussian distribution, as follows:

(! =t &)
3+ 5o oo )’

t—1

Pr(z>0[¢) = (7N

where erf(-) is the error function.

By the monotonicity of the error function?, the property of
the inner product®, and the fact that the error function is an

2The error function is an increasing function, i.e. if 1 < x2,Vx1,22 € R,
then erf(z1) < erf(x2).
3For vector a, b, we have —|al|2[bll2 < (a,b) < [lal|2[|b]|2.



odd function ¢, we quantify Py, and P, as follows:

1_1, Jw' ™" = npt|l2
P = - —_— 8
=75 5¢ ( o2 ), ()
1 1 T P
Py ==+ ferf(—) 9
ub 2 2 0'0\/5 ( )

Since the analysis is for a general step ¢, we can derive
the fairness certification at the last updating step 7. However,
it is infeasible to compute the integral fOJrOC Pr(z|€)dz over
the random variable of DP-preserving noise for testing data
points since the model’s parameters are given at inference
time. Therefore, we innovate the DP-MC to approximate this
integral at the inference time and incorporate the randomness
of the DP-preserving noise through the ensemble prediction
process. Nevertheless, the ensemble prediction significantly
incurs the error in approximating the integral at the rate of
0(\/%) as discussed in [Gelman et al., 1995].

Finally, it is worth noting that FAIRDP clips the weights
w'~! and gradients it ie., [|[w'™l||s < M and [|ut|2 < O,
we derive T-fairness certification in the following theorem:

Theorem 2. FAIRDP satisfies 7- fairness certification, with
MK +nC
T < erf (i

K(To\/ﬁ

where oy = "UC Zk L
k:

)+ o2, (10)

Proof. Recall the considered general fairness metrics:

F = max [Pr(§=1la=u,e) — Pr(j=1la =v,e)]
u,v€E[K]
Without loss of generality, assuming that Pr(j = lla =
u,e) > Pr(j = 1lla = v,e). In the case Pr(§ = lla =

u,e) < Pr(§ = 1la = v,e), we just need to switch the roles
of w and v. Let oy, ~ N(0,02C?I) be the DP-preserving noise
added to wy, for group k.

The high-level idea to derive a fairness certification is
leveraging the DP-preserving noise added to the parameter
of the decision-making function u,, to bound the probability
Pr(g = 1|x) by the range [Py, P,y). Thus, Based on the
Bayesian network in Fig. 1 which , we can derive 7-fairness
certification, as follows:

7= max [Pr(j=1lla=u,e) — Pr(j=1la =wv,e)]

u,vE[K]

[ [ Prta = 1) Pricta = ey
a /T Pr(g =1lz)Pr(zla = v, e)dx}

< max [Pub/Pr(a:|a=u, e)dx
u,veE[K] -

- By / Pr(zla = v, e)dm}
= Pu — P

Wz eR:erf(—z) = —erf(x)

To find P,;, and Py, we notice that at an updating step t,
given a DP-preserving updated feature extractor vg: yielding
the deterministic process { = wg:(x), the Gaussian DP-
preserving noise added to the gradients w.r.t the parameter
w transforms z into a Gaussian distributed random variable
given embedding ¢ of the input z. Let us denote yuf as the
clipped gradient of wy at the updating step t. Indeed, DP-
preserving noise injected into clipped gradients Agj trans-
forms the clipped gradients of the scoring function p, into a
random variable following a multivariate Gaussian distribution
N (ph;02C?T). As a result, the parameter of the scoring
function of group k at step ¢ becomes a random variable with
the following distribution N (w!~1 — o 152 C’QI) where
t—1

mk M k> m3
my, = |By| is the batch size of group k, and wj " =w

Furthermore, noticing that w’ of the (general) model is up-
dated by a linear combination of the K multivariate Gaussian
random variables {w}, } ¢ (). Therefore, the weight w' follows
a multivariate Gaussian distribution, as follows:

K+ 2 2~2 K
t t—1 n Mk,TIUC 1
R CaES Db Zﬁﬁl)'

— LK 2 _ 202
= % 2p—1 M and of = Zk 1 mk
for simpler notation. Since z = (w',¢) is a 11near combination

of the Gaussian random variable, z is a Gaussian distributed
random variable, as follows:

2~ N (' =t ) €]1307 )

Moreover, under the deterministic process { = vg (x),
Pr(g = 1]z) = Pr(g = 1/€). As a result, given a data
point z, it will be positively predicted with the probability
Pr(y = 1|z) = Pr(z > 0[{) = 1 — Pr(z < 0|¢), where the
probability Pr(z < 0|§) is an integral fi)oo Pr(z|§)dz over
the randomness of the DP-preserving noise added to w, which
a closed-form formula of cumulative distribution function of
Gaussian distribution can compute:

Denoting pf

—(w'! *Wﬂt,@)
[€ll200v2

where erf(:) is the error function. It is worth noting that
the error function is an odd function [Andrews, 1998, Yang,

Pr(z < 0|§) = 1+;e (

2016], i.e., erf(—xz) = —erf(x) Thus, we have:
Pr(g=1z)=Pr(z>0[§)=1—-Pr(z<0]§) 11
1 1 t—1 t
_1. ,erf(w)
2 2 I€ll200v2
Since (w'™" = np, &) = [w' ™" = nulla[|¢]l2 cos @, with @

being the angle between vectors (w!~! —nu) and &, Pr(j =
1]z) can be computed by:

1 1 lw=
Pr(yg=1lx :f—i—ferf(
(y | ) 2 2 O'O\/§
From Eq. (12), cos(p) € [—1, 1], based on the monotonicity
of the error function and the fact that it is an odd function,
we have that:

1.t
ni Hzcowp) (12)



1 1 t—1 t
- — ferf<—”w e ”2> < Pr(j = 1|z)
2 2 O'O\/i
X 11 [w* ™" = nutll2)1€]l2
Pr(g=1lz) < f—i—ferf( )
22 1€ll200v2

Therefore, we have that:

11 Jw'=! — npt]l
Py = - — ferf<—) 13
=75~ 3 oo/ (13)
1 1 t—1 _ t
Py ==+ ferf<w) (14)
2 2 o0V2

Now, we can leverage Eq. (13) and Eq. (14) to indicate that:

X 11 w' =t — nut[l2
Pr(g=1la = e) € By [+ Sore (10 —mlay)
T'(y |a 6) — x|a, 2 + 2€r \/50'0
f(\lwt‘1 — nutllz)

V20

1 t—1 t
P’r(g = 1|a = k7€) Z Em|a,e |:§ - 2erf(w):|
0

rf(HwH —th|2>
V20

1

As a result, we have:

F = max [Pr(j=1lla=u,e) — Pr(j=1la =v,e)]
u,vE[K]

Y (I3
B V20

By the monotonicity of the error function, we have

K P w2 +nllutll2
F<erf|] ——= | <erf
- V20 N V20

Furthermore, by the clipping process in Lines 6 and 11 of
Algorithm 1, we have

[w' =2 <=M

K
i < L5 ekl
ez < 5 > -
k=1

K _

< i Z ZieBk l19ill2
k K~ my
K
<y 2ien, € _ C
- K M K

k=1

Therefore, along with the MC approximation error, we have
the worst-case fairness certification on the true data dis-
tribution of different groups and the DP-preserving noise
distribution, as follows:

(MK +nC)
KogV2
which concludes the proof. O

fﬁerf( )JrO(N*l/Q)

Remark 1. Theorem 2 provides an upper bound on the T-
fairness certification, revealing a novel insight into the trade-
off among privacy, fairness, and utility. The upper bound of

T-fairness certification decreases as the DP-preserving noise
scale o increases. As a result, stronger privacy (larger o) en-
hances fairness certification due to the increased randomness
influencing the model’s decisions. Our theoretical observation
is consistent with previous studies [Pannekoek and Spigler,
2021, Xu et al., 2019].

D. Tightening Fairness Certification

While an important result, larger batch sizes, and lower
learning rates can result in a looser 7-fairness in Theorem
2. Furthermore, the bound in Theorem 2 is guaranteed in
the worst-case scenario when the model is completely biased
to a specific group (i.e., the model consistently predicting
positive for a group and negative for other groups), which
might not be tight for a given data domain. To overcome
this issue, we derive an empirical fairness certification that
substantially tightens the 7-fairness certification, enabling a
better understanding of the privacy, fairness, and utility trade-
offs. Specifically, noticing that the probability that a data
point from a group k is positively predicted, conditioned on a
random event e, can be quantified as follows:

Pr(g=1lk,e) = / Pr(g = 1|z)Pr(z|k, e)dx.

By leveraging Eq. (7), this probability can be quantified by

t—1_ 't
the expectation E, p (4 k.¢) [% +3erf (Wﬂ , taken

over by the data distribution of group k. Assuming that the
training data and the testing data at the inference time for
any group k are from the same distribution (i.e., marginal or
no distribution shift), which is practical by the stability of DP
mechanisms [Kulynych et al., 2022], one can approximate this
expectation using the training data and provide a bound within
a confidence interval, as follows:

- 11 (w' ™" = np, vge (x))
Ere= -+ erf( ),
2 an,e ;RP va (:C)Hzo’o\/i

S

where Dy, . is the subset of Dy, satisfying the random event
e, and ny . is the size of Dy, .. For instance, Dy . = Dj, for
demographic parity, Dy, . is the set of data point in Dy, with
the positive label for equality of opportunity, and Dj, . is the
set of data point in Dj, with the positive label when computing
true positive rate or the negative label when computing false
positive rate for equality of odd.

Finally, the empirical 7-fairness certification can be com-
puted by max, ,¢[x) [I@Zbe - I@i}ie], where IAEZ?e, IAEifie are com-
puted using a tail-bound (e.g., Hoeffding inequality [Hoeffd-
ing, 1994]) from the IAEU’S, IEU,E with a confidence interval «.

Proposition 3. A model hyr optimized by Algorithm 1
satisfies empjrical ATemp-fairness certification with Tepm), =
max, ye(r] [ELY, —EP J-+O(N ~1/2) with a broken probability
(1-a).

The proof of Proposition 3 is provided in Appx. B. In our
experiments, we use the Hoeffding inequality with a = 0.95.
Remark 2. The Proposition 3 can be used as a signal for the
service provider to monitor the training process. Specifically,
the service provider can train the model with FAIRDP until



the empirical fairness certification is larger than a targeted
threshold. Then, the service provider can halt the training
process. In case the service providers publish the model
with the fairness certification, they can leverage the Laplace
mechanism [Dwork et al., 2014] to add Laplace noise Lap(=)
to ]Ek’e with extra privacy budget €' to provide protection for
releasing the fairness certification.

V. CONVERGENCE ANALYSIS AND UTILITY LOSS BOUND

This section focuses on deriving a utility loss bound in terms
of convergence analysis for FAIRDP to provide guidelines
on applying the mechanism to downstream tasks. The key
observation is that, given a fixed noise scale ¢ and a careful
decay of the learning rate 7, FAIRDP will converge to the
global minima for a convex and [-Lipschitz empirical loss
function £(D) with the rate of O(log T'/+/T). To derive such
guarantees, we consider the two following assumptions:

Assumption 4. £(D, ) is a convex function with respect to
0, ie, ¥0,0" : L(D,0) — L(D,8) < (VoL(D,0),0 — ).

Assumption 5. £(D, 0) is a 8-Lipschitz function with respect
to 0, i.e, V0,0" . |L(D,0) — L(D,0")] < 5|16 — 62

These two assumptions are generally considered in previ-
ous works for private stochastic gradient descent [Bassily
et al., 2014, 2019, Feldman et al., 2020]. Moreover, they
are practically common for many ML models such as Linear
Regression, Logistic Regression, and simple neural networks
[Pilanci and Ergen, 2020].

Given these assumptions, we bound the expected empirical
risk of a model hyr trained by FAIRDP as follows:

Theorem 6. Let 7 be the output of Algorithm 1. If C' is cho-
sen such that C > (3, L satisfies the considered assumptions,

(*) then the
V(B2 +Ko2C2r)
excessive risk E[L(D,07)] — L(D,6*) is bounded by:

and the learning rate n(t) = O

E[L(D,67)] — L(D,6*) < o(f%b;m)

where 6* = argming L(D, 0), r is the number of parameters
in 0, and the expectation is over the randomness of FAIRDP.

15)

Proof. Considering an updating step ¢ 4+ 1 of FAIRDP

Vi€ [K]: 0 =0 — gL, where gf = gt + ocCN(0,1,)
K K

1 Nt _ Nt
O = 20 =0 RSl oCN(0. 1)
K~ K VK

i=1
Denote G; = Y, gt + VEKoCN(0,1,) and G = Y1 | t,
then ENN(OJT)(C;Q) = (. Furthermore, if C' is chosen such
that C' > 3, then E(G}) = V: L(D, 0') where the randomness
is over the sampling process. Moreover, we can upper bound
the following expectation:

E(|G¢|3) = E(|G; + VKaCN (0, 1.)||3)
=E(|G¢|I3) + 2E((G, VKoCN(0,1,)))
+ Ko*C*E(|N(0, 1) 13)
<m?B? + Ko?C?%r = G* (16)
Then, we can leverage the result from Theorem 2 from [Shamir
and Zhang, 2013] which declares as follows:

Theorem 7 (Theorem 2 of [Shamir and Zhang, 2013]). For
a convex function L£(0), let 0 € O such that |0]2 < Q, 6* =
argming £(0), and 6° is an arbitrary point in ©. Consider
a stochastic gradient descent with B(G;) = V4L and the
learning rate n, = Gi\/i Then for any T > 1, the following is
true

QG log(T)

VT

Using the chosen form of 7, the bound in Eq. (16) with
Theorem 7, we can derive the guarantee in Theorem 6 which
concludes the proof. O

E(L(D,6%)) = L(D,6") < O( ) a7

Theorem 6 provides guidance on choosing the hyper-
parameters C' to optimize the convergence rate of FAIRDP.
A larger value of the gradient clipping C' will preserve the
direction of the clean gradients but also increase the variance,
which requires more updating steps to reach convergence. In
addition, for simple ML models whose Lipschitz constant 3
can be calculated or approximated, the practitioners can choose
C = [ to maintain the gradient’s direction under the clipping
process while avoiding excessive DP-preserving noise.

Practitioners can leverage our results to better balance the
trade-offs among privacy, fairness, and utility by adaptively
adjusting the training process of FAIRDP. For example, ap-
plying optimizers like Adam [Kingma and Ba, 2014] at the
onset of training may enhance model utility and convergence
rate under the same DP protection. As the model nears
convergence, practitioners can transition to SGD to secure
fairness certification, enabling us to overcome tight constraints
on the weights of the last layer. Also, practitioners can adjust
the hyper-parameter M to achieve better fairness, such that the
smaller M, the fairer the model is. However, small M could
degrade model utility since it constrains the decision boundary
in smaller parameter space.

To our knowledge, FAIRDP is the first mechanism that
achieves 7-fairness certification while preserving DP, without
undue sacrificing model utility, as demonstrated in experi-
mental results below. Theorem 2 and Proposition 3 provide
an insightful understanding of the interplay between privacy
and fairness. A stronger privacy guarantee (larger noise scale
o) tends to result in better fairness certification (smaller 7).
In addition, another application of Proposition 3 is to train
a model achieving desirable privacy and fairness guarantees
(e,7), which can be predefined by practitioners, by training
the model until privacy and empirical fairness estimate aligns
with the predetermined thresholds and halting the training if
one of the guarantees is breached.



VI. EXPERIMENTAL RESULTS

We conducted a comprehensive evaluation of FAIRDP and
baseline methods on various benchmark datasets, primarily
focusing on two aspects: (1) Assessing the accuracy and
tightness of the fairness certification by comparing it with
empirical results obtained from multiple statistical fairness
metrics; (2) Examining the trade-off between model utility,
privacy, and fairness; and (3) Exploring the contribution of
each component of FAIRDP to the overall utility and fairness
of the models through extensive ablation studies.

Datasets, Metrics, and Model Configurations. The evalu-
ation uses three datasets: the Adult dataset [Dua and Graff,
2017], the Default of Credit Card Clients (Default-CCC)
dataset [Yeh and Lien, 2009], and the UTK-Face Dataset
(UTK) [Zhang et al., 2017]. Details of the datasets are in
Table I. These are the benchmark datasets to evaluate the
fairness-aware ML algorithm [Han et al.,, 2023, Jin et al.,
2022, Tran et al., 2022]. Data preprocessing steps are strictly
followed as outlined in previous works such as [Han et al.,
2023, Iofinova et al., 2021, Ruoss et al., 2020, Tran et al.,
2021b]. Since the datasets are extremely imbalanced (i.e., the
number of positive data is much smaller than the number
of negative data), we evaluate the model’s utility by using
area under the ROC curve (ROC-AUC) and Accuracy as in
previous studies. A higher ROC-AUC (Accuracy) indicates
better utility. We use demographic parity [Dwork et al., 2012],
equality of opportunity, and equality of odds [Hardt et al.,
2016a] as primary fairness metrics since they are the standard
metrics for fairness measurement. The lower values of these
fairness metrics indicate fairer decisions. The experiments use
privacy budgets in the range of [0.5,2.0] and § = le~® for
different datasets. Although DP is celebrated for using small
values of €, most current deployments report e larger than 1,
with many of them using € > 5 [Des].

In Adult and Default-CCC datasets, a multi-layer perceptron
(MLP) is employed with ReL U activation on hidden layers and
sigmoid activation on the last layer for binary classification
tasks. For the UTK dataset, a simple Convolution Neural
Network (CNN) is employed since it is an image-based
dataset as considered in [Tran et al., 2022]. Adam optimizer
[Kingma and Ba, 2014] is employed during the complete
training process. For FAIRDP, we set the weight clipping
hyper-parameter M € [0.1, 1.0] and initialize the learning rate
n = 0.007 for the first half of the training process, and then
reduce it to 7 = 0.005 for the rest of the process. Statistical
tests used are two-tailed t-tests.

Baselines. We consider a variety of DP-preserving mecha-
nisms, fairness training algorithms, and combinations of these
as baselines, resulting in six baselines, including a non-DP
mechanism, three existing mechanisms that either preserve DP
or promote fairness, one existing mechanism that achieves both
fairness and privacy, and one adapted mechanism that achieves
both DP and fairness.

Established Baselines. We consider DP-SGD [Abadi and
et al., 2016], DPSGDF [Xu et al., 2021b], FairSmooth [Jin

TABLE I
EVALUATION DATASETS.

Dataset Default-CCC Adult UTK
# data 30,000 48,842 23,795
# features 89 41 48 x 48 x 1
# positive 6,636 11,687 8,608
protected attribute Gender Gender Race

et al., 2022], and DP-IS-SGD [Kulynych et al., 2022] as
baselines. DP-SGD is a well-established DP mechanism with
many applications in DP research. DPSGDF is designed to
alleviate the disparate impact of DPSGD by focusing on
accuracy parity. FairSmooth is a state-of-the-art mechanism
that assures group fairness by transforming the model hy into
a smooth classifier as hg = E, [h(o41)] where v ~ N(0,57)
in the inference process, where & is the standard deviation of
the Gaussian noise. DP-IS-SGD established the connection
between DP and distributional generalization and reduced
the accuracy disparity through important sampling during the
training process. In addition, we also consider a combination
of the baselines, DPSGD-Smooth, by applying FairSmooth
to models trained by DPSGD. Since it is the only baseline
offering both DP and fairness guarantees, we employ it for
comparison against FAIRDP. We also acknowledge a previous
work DP-FERMI [Lowy et al., 2023]; however, we do not con-
sider it as a baseline in this study since the implementation of
DP-FERMI has not been finalized per indicated by the authors.

A. Utility, Privacy, and Fairness Trade-offs

Fig. 3 and Fig. 4 show the results of each algorithm w.r.t.
model’s utility, fairness, and privacy. In these figures, the
points indicate the average results of an experiment of FAIRDP
and baselines with the corresponding privacy budget. The
smaller and darker points indicate experiments with lower
privacy budgets and vice-versa. In Fig. 3 and Fig. 4, points
positioned closer to the bottom-right corner denote superior
balance among model utilty (higher accuracy/precision), pri-
vacy (strict DP protection), and fairness (lower empirical
values of fairness metrics).

Comparing with Baselines. In general, FAIRDP signifi-
cantly attains fairer decisions while maintaining high utility
across datasets and fairness metrics with different privacy bud-
gets compared with the clean model and the best baseline DP-
IS-SGD.

Specifically, in the Adult dataset, under rigorous privacy
protection (¢ = 0.5), FAIRDP gains 75% improvement in
demographic parity while attaining a modest decrease in ROC-
AUC and Accuracy compared to the clean model (3% in ROC-
AUC, 4.3% in Accuracy on average) average across different
privacy budgets (¢ € [0.5,2]). Specifically, at ¢ = 0.5, the
demographic parity reduce from 0.079 in the clean model to
0.014 of FAIRDP with p-value = 3.15¢°. Fig. 8 (Appx. C) il-
lustrates the comparison between FAIRDP and the clean model
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Fig. 3. Trade-off among model utility (Accuracy), DP-preservation, and fairness.

in terms of fairness gains compared to utility drops, which
shows that FAIRDP achieves more than 60% improvement
in terms of fairness while attaining marginal drop of utility
(i.e., less than 5%) across different privacy budgets. Similar
results between FAIRDP and the clean model are observed
for other datasets and other fairness metrics with different
privacy budgets.

Fig. 5 illustrates the comparison between FAIRDP and the
best baseline (DP-IS-SGD) in terms of fairness gains and
utility drops. At € = 0.5, FAIRDP achieves a significant gain
across fairness metrics (over 45.83%) compared with DP-IS-
SGD while attaining marginal utility drop (less than 2.64%)
for the Adult dataset. Furthermore, FAIRDP attains 50.5%
gain on average in terms of demographic parity for the Adult
dataset across different privacy budgets. In addition, under
looser DP protection (i.e., ¢ = 2.0) where FAIRDP is less
fair, FAIRDP still achieves a significant fairness gain (34%)
compared with DP-IS-SGD while maintaining marginal drop
of utility (less than 1.8%) on average across fairness and utility
metrics. Similar results are observed in other datasets and other
fairness metrics. In fact, the fairness gains in FAIRDP go up
to 78.41% and 74.08% on average across fairness metrics
in the Default-CCC and UTK-Face datasets given ¢ = 0.5
correspondingly.

These results highlight the effectiveness of FAIRDP in
addressing the trade-off among privacy, fairness, and utility for
different ML tasks. The promising results of FAIRDP can be
attributed to its unique approach of controlling the contribu-

tion of each group to the learning process, the DP-preserving
noise injected into each group, enforcing a constraint on the
decision boundary, and aggregating the knowledge learned
from every group at each training step. FAIRDP fundamentally
differs from the baselines, leading to its superior performance.
Another noteworthy observation is that treating fairness as
a constraint, as in the case of DPSGDF, does not consistently
improve the trade-offs among model utility, privacy, and
fairness. In the Adult dataset, DPSGDF is less fair than the
clean model in terms of demographic parity (0.1 compared
with 0.079 in demographic parity with p = 3.84e77, i.e., 25%
increase). This can be attributed to the fact that handling all
groups simultaneously within the noisy SGD process can hide
the information from minor groups, leading to a degradation
in fairness. Also, the fairness constraints, employed as penalty
functions, have an impact on the optimization of the model,
leading to a deterioration in its performance for ML tasks.
These issues can be mitigated by separating the DP-
preserving training process from the methods developed to
attain fairness during inference, as in the case of DPSGD-
Smooth. These methods achieve better 7-fairness with rel-
atively competitive model utility under equivalent DP pro-
tection. However, this approach does not effectively balance
the trade-offs among model utility, privacy, and fairness as
effectively as FAIRDP does. These insights highlight the
need to explore novel approaches to seamlessly integrate
DP-preserving and fairness rather than treating them as
independent (constrained) components. FAIRDP represents a
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Fig. 4. Trade-off among model utility (ROC-AUC), DP-preservation, and fairness.

pioneering step in this direction.

Privacy and Fairness Correlation. Our observation from
the results is that privacy enhances fairness. Specifically, the
lower the value of the privacy budget e (stronger privacy pro-
tection), the lower the fairness metric (Fig. 3) and the higher
the fairness gain (Fig. 5). For instance, in the Adult dataset,
the demographic parity gains 44% (i.e., reducing from 0.025
to 0.014) when the privacy budget decreases from e = 2.0 to
e = 0.5. Similar behavior is observed for other datasets and
other fairness metrics. This observation verifies the validity
of Remark 1 and our fairness certification. These insights
highlight the contribution of FAIRDP in understanding the
correlation between fairness and privacy.

B. Fairness Certification under Data Distribution Shift

Tightness of Fairness Certification. Fig. 6 and 9 (Appx. C)
show the empirical fairness results and the certification Teyp.
It is worth noting that we inject the Laplace noise with ¢/ = 0.1
into the empirical fairness certification in our experiments.
Although we make an assumption that the training data and
the testing data are from the same distribution, we create a
shift in the two distributions quantified by -, which measures
the total variation between the joint probability Pr(a,y) in
the training and testing datasets. To create the distribution
shift, we modify the joint probability Pr(a,y) as described
in [An et al., 2022]. In general, the empirical results confirm
the validity of our 7,,,-fairness certification across different
datasets and privacy budgets since the empirical value of
the fairness metrics (y = 0) is lower than the certification.

Furthermore, in most instances for the Adult and UTK-
Face datasets, our 7,,,-fairness certifications are substantially
lower than the empirical fairness values of the clean model.
For instance, for demographic parity in the UTK-Face dataset,
our empirical certifications are significantly smaller than the
empirical fairness results of the clean model (p = 2.14e~°)
while maintaining a small gap with the empirical fairness
results of FAIRDP. Moreover, across the different values of ~,
we can observe that our 7,,,-fairness certification still holds
under some magnitude distribution shift, which highlights
the robustness of the certification in real-world scenarios.
That shows the correctness and tightness of our 7c,,,-fairness
certification across datasets and DP budgets, strengthening the
advantages of FAIRDP in theoretical guarantees and empirical
results compared with the baselines. Note that 7.,,, can be
marginally larger than the empirical fairness results of the
clean model for some instances. It is because our certification
is tailored to DP preservation in FAIRDP instead of the (non-
DP-preserving) clean model.

DP-MC Approximation Error. Table II shows the error
of the DP-MC approximation when N = 10. In general, the
Monte Carlo error is small across the datasets compared to the
Temp-fairness certification. Specifically, in the Adult dataset,
the error is 4.37e~®, which is 0.1% of the Temp-fairness
certification for demographic parity across different privacy
budgets. Similar results are observed for other datasets and
fairness metrics, which highlights the practicality of FAIRDP
when collaborating the 7-fairness certification with the DP-
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Fig. 6. Tightness of empirical fairness certification on demographic parity
w.r.t different privacy budgets for the Adult dataset. The results for other
fairness metrics and datasets are in Fig. 9, Appx. C

MC approximation, strengthening the advantages of FAIRDP
in theoretical guarantees.

C. Ablation Study

Imbalanced Protected Group. Practitioners can tune
FAIRDP to find an appropriate setting that balances the level
of DP protection with the desired level of fairness and model
utility. Fig. 7 and Figs. 10-11 (Appx. C) illustrate the effect

TABLE II
MONTE CARLO APPROXIMATION ERROR OF FAIRNESS CERTIFICATION
WITH N = 10 ACROSS DIFFERENT DATASETS.

Dataset Demographic Equality of Equality of
Parity Opportunity ~ Odds
Adult 4.37¢7° 3.16e* 3.7¢7*
Default-CCC ~ 1.1e™* 4.8¢™* 6.2¢~*
UTK 1.36e 4 3.7¢e74 6.1e7*
ADULT ADULT
2
5 0.015 0.015 A
o
9 : >
‘S 0.010 0.010
© o
5 y
£ 0.005 0.005 1
[
e L @
0.775 0.780 0.785 0.780 0.785 0.790 0.795
ROC-AUC Accuracy
e £=05 s £=15 — p=1.0 — p=15
* =10 » £=20 — p=125

Fig. 7. Model utility, privacy, and demographic parity for various p values
on the Adult dataset. The results for other fairness metrics and datasets are
in Figs. 10-11, Appx. C

of the ratio p between the size of the datasets of the minor
and major groups: p = (arg maX,e|x) na)/ (arg minye[x) 1p).
For a specific p, we randomly sample data points from the
majority group, reducing the size of the major group to the
desired p. In general, increasing p values leads to more data
points from the majority group being utilized for training the
model, thereby improving its accuracy. However, the effect
on the model’s fairness across different fairness metrics is
not consistently observed. Nonetheless, our guarantee remains
applicable across various degrees of dataset imbalance. Lower
privacy budgets (i.e., stronger privacy guarantees) contribute
to improved fairness in the model’s decisions, strengthening
the theoretical certification of FAIRDP.

Hyper-parameter ). Table III (Appx. C) shows the effect
of the hyper-parameter M toward the trade-off among privacy,
fairness and utility. In general, reducing M leads to a fairer
model’s decision, as described in our fairness certification.
However, reducing M will restrict the model’s decision bound-
ary, resulting in the degradation of model utility. In the Adult
dataset, when M drops from 1.0 to 0.25, the ROC-AUC drops
from 0.80 to 0.59 (=~ 50% reduction), and Accuracy drops
from 0.80 to 0.75 (= 4% reduction), while the demographic
parity is reduced from 0.027 to 0.0. Practitioners can tune
this parameter to better balance the trade-off among privacy,
fairness, and utility in FAIRDP.



VII. DISCUSSION

FAIRDP is a robust framework for integrating differential
privacy with group fairness. A fundamental limitation is its
assumption that all groups have sufficient data for practical
model training, which is often not the case in real-world
scenarios where underrepresented groups pose challenges to
fairness and utility. However, if data instances of some groups
are too small, the practitioner can apply data augmentation
techniques [Bao et al.,, 2024, He et al., 2024, Song et al.,
2024] under privacy protection on top of FAIRDP to mitigate
this limitation.

In addition, FAIRDP is that the framework is designed
for a centralized setting, where the protected attributes are
exposed to the server. In contexts such as hospitals, banks,
or universities, the organization typically has access to its
members’ complete set of protected attributes, which it uses
to make informed decisions about privacy and fairness. Never-
theless, applying FAIRDP to this organizational-level decision-
making ensures that privacy and group fairness concerns are
addressed in the context of the broader goals and policies of
the organization.

Finally, regarding tuning the privacy budgets, practitioners
can choose appropriate ones by carefully tailoring them to
the specific requirements and sensitivity of their data domain
[Dwork et al., 2019]. Then, the practitioner can leverage
Theorem 2 and Proposition 3 to tune the noise scale o and
clipping values C, M to achieve the desirable fairness and
utility.

VIII. CONCLUSION

This paper introduces FAIRDP, a novel mechanism that
achieves certified group fairness while preserving DP and
sustaining high model utility. Departing from existing mecha-
nisms, the key ideas of FAIRDP are fairness-aware DP training
and Monte Carlo approximation for fairness certification in the
inference time, resulting in a rigorous privacy guarantee and
fairness certification. Therefore, FAIRDP provides a compre-
hensive understanding of the influence of DP-preserving noise
on model fairness guarantees and derives tight fairness certi-
fication by leveraging the DP-preserving noise. Our extensive
experimental results showed that FAIRDP enhances the trade-
off among model utility, privacy, and fairness, outperforming
an array of baselines on benchmark datasets.
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APPENDIX A
ALGORITHM

Algorithm 3 DPSGD

1: Input: Dataset D, sampling rate g, noise scale o, norm bounds C' and M, number of steps 7.
2: Initialize #° randomly
3: fort € [1:T] do
: Sample B! from D with sampling probability q.
Compute gradient: For z; € B, g; = Vgl(x;)
Clip gradient: g; = g; min(1, m)
Compute total gradient: A = ) .5 g;
Add noise: A = A+ N(0,C?021,)
Update: 6t = gt—1 — UZ,’;,‘
10: end for
11: Return 6T

R A

APPENDIX B
PROOFS OF FAIRNESS CERTIFICATION

A. Proof of Proposition 3

Proof. From the considered fairness metric in Eq. (2), by leveraging Eq. (7), we have that:

T =max Pr(y = 1llu,e) — Pr(y = 1jv,e) = maxE, . — E, . (18)

where E e = Epwp(a|k,e) [% + %erf (%)} Denote H:Z;f’e as the sample mean computed on the training set of group
200

k. By leveraging the Central Limit Theorem, there exists an upper-bound ng’e > E, . and a lower-bound ]Eﬁ,b e <K, with

the confident interval of (1 — «) which can be computed using a tail-bound (e.g., Hoeffding inequality [Hoeffding, 1994]).
Therefore, along with the MC approximation error, we have that

T=maxE, . —E, . < maXfEﬁbe — I@ff’e + (’)(N_l/Q) (19)
u,v u,v ’ ’
with a confident interval of (1 — «), which concludes the proof for Proposition 3. O

B. Discussion on MC error

As in [Gelman et al., 1995], the Monte Carlo approximation will be estimated to an error of approximately

Var (5 ey, oy 0>0)) — |
! g 2 , where I is the indicator function and we also have:

Var( > Uher(x) > 0)) = Y Var(i(hgr(z) > 0)) (20)

1
2
n n
kye €Dy e k.e zeDy, o

with I(hyr (z) > 0) is a random variable distributed by Bernoulli distribution Bern (Pr(z > 0\5)).
J

Therefore, Va'f’(ﬂ(hg;r () >0)) = Pr(z > 0|¢)[1 — Pr(z > 0]|£)] <1/4. As a result, the Monte Carlo approximation error

is approximately ﬁ
k,e

APPENDIX C
SUPPLEMENTAL RESULTS



IMPACT OF HYPER-PARAMETER M ON FAIRDP UNDER € = 1.0.

TABLE III

Dataset M AUC Acc DP EOpp EOdd
025 059 0.75 0.0 0.0 0.0
Adult 050 0.77 0.76 0.001 0.002 0.001
075 0.79 0.79 0.019 0.021 0.005
1.00 0.80 0.80 0.027 0.038 0.011
025 0.73 0.78 0.0 0.0 0.0
050 0.75 0.80 0.011 0.026 0.009
Defaul-CCC 125 076 0.81 0.013 0.018 0.009
1.o00 0.76 0.81 0.016 0.016 0.009
025 0.73 0.64 0.0 0.0 0.0
UTK-Face 050 0.79 0.71 0.087 0.090 0.044
075 080 0.73 0.115 0.104 0.061
1.00 0.80 0.75 0.130 0.115 0.068
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Fig. 8. Relative utility drop and fairness gain of FAIRDP compared with the clean model.
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Fig. 9. Empirical fairness certification under distribution shift. ~y is the total variance between Pr(y, a) of the train and test sets.
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Fig. 10. Model utility (ROC-AUC), privacy, and fairness for various p values, which measure the ratio between the number of data points of advantage and
disadvantage groups.
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Fig. 11. Model utility (Accuracy), privacy, and fairness for various p values, which measure the ratio between the number of data points of advantage and
disadvantage groups.
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