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Abstract
Many continuous control problems can be formulated as sparse-reward reinforcement learning (RL)
tasks. In principle, online RL methods can automatically explore the state space to solve each new
task. However, discovering sequences of actions that lead to a non-zero reward becomes exponen-
tially more difficult as the task horizon increases. Manually shaping rewards can accelerate learning
for a fixed task, but it is an arduous process that must be repeated for each new environment. We
introduce a systematic reward-shaping framework that distills the information contained in 1) a
task-agnostic prior data set and 2) a small number of task-specific expert demonstrations, and then
uses these priors to synthesize dense dynamics-aware rewards for the given task. This supervision
substantially accelerates learning in our experiments, and we provide analysis demonstrating how
the approach can effectively guide online learning agents to faraway goals.
Keywords: Imitation Learning, Learning from Demonstrations, Reward Shaping.

1. Introduction

Intelligent decision-making requires temporally extended reasoning across a multitude of environ-
ments. In principle, established exploration techniques for online deep reinforcement learning (RL)
(Haarnoja et al., 2018; Schulman et al., 2017; Chentanez et al., 2004; Bellemare et al., 2016) can
achieve the spatial data coverage needed to carry out each new task. However, exploration for long-
horizon tasks, especially those with sparse rewards, remains a significant bottleneck. In contrast,
offline RL attempts to bootstrap learning from diverse data sets (Kumar et al., 2020; Janner et al.,
2021). While both paradigms can benefit from amortizing learning across many tasks (Chane-Sane
et al., 2021; Andrychowicz et al., 2017), solving novel long-horizon tasks remains challenging.

Learning from Demonstrations (LfD) frameworks can leverage expert trajectories to learn effec-
tive actions over long horizons. However, they struggle to obtain the necessary spatial data coverage
to learn robust policies. This is due to compounding errors, wherein small differences in initial con-
ditions or actions cause rollouts to rapidly diverge from the expert training distribution (Ke et al.,
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Ṽg(s; s
j
t )

Figure 1: A depiction of our framework. (Cyan) We distill information about the dynamics of a prior data set
into a goal-conditioned value estimator Ṽg . (Red) An expert provides demonstrations for a new target task.
(Purple) The framework combines them to construct a potential function !(s) (7), implicitly estimating the
number of steps needed to reach the task-specific goal from state s. For this estimate, !j(s) first measures
(6) the number of steps needed to reach the j-th demonstration ω

j via Ṽg , and then follow it to the goal via
V

j
d (5). (Green) We use the overall potential to synthesize dense dynamics-aware rewards for the target task.

2023; Ross et al., 2011; Block et al., 2023). Thus, LfD techniques may require an impractical
number of expensive expert demonstrations (Ross et al., 2011). Low-quality or sub-optimal demon-
strations exacerbate this challenge, degrading the performance of existing methods.

This paper introduces a novel reward-shaping framework that embraces the strengths of these
paradigms. Our approach, see Figure 1, combines task-agnostic prior experience with a handful of
task-specific expert demonstrations to synthesize dense dynamics-aware rewards that substantially
accelerate online exploration and learning. Our approach encodes information about the dynam-
ics during an initial pre-training phase by learning a goal-conditioned value function from task-
agnostic data. Then, given a few temporally extended demonstrations for a new task, we leverage
the potential-based reward-shaping (PBRS) formalism (Ng et al., 1999) to construct a potential with
two terms: 1) a term incentivizing the agent to reach the nearest point on a demonstration, via the
goal-conditioned value function, 2) a term encouraging the agent to follow the demonstration from
this point to the task-specific goal. The shaped reward provides dense supervision, biasing the ex-
ploration towards nearby expert demonstrations to faraway goals. In summary, our approach lever-
ages expert demonstrations for temporally extended reasoning, task-agnostic data to ‘fill the gaps’
around demonstrations with dense rewards, and online learning to smooth over potential deficiencies
in these data sources. Beyond accelerating learning, our approach has the following benefits:

Overcoming Sub-optimal Demonstrations and Dynamics Shift: The potential in PBRS can
be viewed as an approximation to the optimal value function of the original objective (Ng et al.,
1999). While the reshaped reward guides the exploration, the new objective preserves the optimal
policies for the original problem. In our setting, the potential will be a sub-optimal approximation
when the demonstrations are poor. Similarly, when dynamics shift between the prior data and the
target task, the goal-conditioned value functions may be inaccurate. Nonetheless, as our experiments
demonstrate, our approach still accelerates learning optimal policies in these scenarios.

Learning from (Partial) Observations: In practice, the agent may not have access to the ex-
pert’s actions, only partial observations, and may even need to infer states from high-dimensional
observations such as visual inputs. For example, when demonstrating how to push an object across a
table, a human expert may use their hands rather than teleoperating a robot arm. Our reward-shaping
approach only requires the expert’s states, and we demonstrate how the approach extends to partial
(and potentially high-dimensional) observations. However, because we implement our approach
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with off-policy RL, when actions are available, we benefit from including expert transitions in the
replay buffer (Nair et al., 2018; Rajeswaran et al., 2017).

Shortening Learning Horizons: During the initial pre-training phase, we focus on learning
accurate goal-conditioned value estimates for goals that take fewer steps to reach in comparison to
temporally extended expert demonstrations. Shortening the learning horizon enables us to leverage
tractable amounts of prior data effectively while reusing it for many downstream tasks. We also
investigate the effects of annealing the discount factor (Cheng et al., 2021) for the reshaped objec-
tive. Theoretically and empirically, we show how using a small discount factor early in training will
cause the agent to greedily exploit the prior information baked into the dense rewards during initial
exploration. Our experiments indicate this can further accelerate learning by a substantial margin.

2. Related Work

Overcoming Distribution Shift in Imitation Learning: A challenge for imitation learning is dis-
tribution shift, wherein small errors compound over time and cause the state distribution generated
by the agent to diverge from that of the expert. Techniques such as DAGGER (Ross et al., 2011) and
DART (Laskey et al., 2017) use an interactive expert model to query expert trajectories that recover
from mistakes made by the agent; however, this process may be overly arduous or impossible to
implement in many practical scenarios. Frameworks such as GAIL (Ho and Ermon, 2016), SQIL
(Reddy et al., 2019), and AIRL (Fu et al., 2017) allow the agent to interact with the environment
independently and attempt to match the expert distribution over long horizons. The approach in
(Reichlin et al., 2022) learns a recovery policy that takes the agent back to the set of demonstrated
states but requires that the dynamics are known in the testing environment. Generative techniques
such as (Ke et al., 2023) use a learned model to perform data augmentation by generating actions re-
turning the agent to the expert distribution. While these approaches are highly effective at imitating
the expert, their performance is fundamentally limited by the quality of the demonstrations.
Reinforcement Learning with Demonstrations: Most similar to our approach are techniques that
use expert demonstrations to accelerate base off-policy RL methods. Approaches such as (Nair
et al., 2018; Rajeswaran et al., 2017; Hester et al., 2018) add demonstrations to replay buffers of
off-policy RL methods and use techniques such as prioritized experience replay and pre-training
with behavior cloning to accelerate and stabilize learning. These methods are directly compatible
with our core reward-shaping technique. Other contributions such as (Brys et al., 2015; Zhao et al.,
2023; Pari et al., 2021) have performed reward-shaping to guide agents back to demonstrated states
but rely on heuristic hand-designed measures of the distance between a given state and a nearby
demonstration (such as simple L2 distances). Wilcox et al. (2022) use suboptimal but task-specific
demonstrations. Our method bakes task-agnostic prior knowledge about the dynamics into the re-
ward, which, as we discuss in Sec. 4.4, is essential to accelerate learning.

3. Problem Setting

3.1. Sparse Reward Reinforcement Learning Problem

Our ultimate objective is to efficiently solve long-horizon sparse reward reinforcement learning
problems defined by an MDP M = (S, A, P, r, ε) where s → S is the state, a → A ↑ Ra is
the action, st+1 ↓ P (·|st, at) is the transition dynamics, r(s, a) is the rewards, and ε → [0, 1) is
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the discount factor. We will focus on the case where the agent aims to reach a goal set of states
G ↑ S in as few steps as possible by optimizing over ”, the space of all policies ϑ. For ease of
analysis, we assume that the dynamics and policies are deterministic to simplify the exposition, as
in prior works studying the structure of goal-conditioned problems (Ma et al., 2022). Namely, P

can be described by a single-valued map f such that st+1 = f(st, at) and actions are generated
according to at = ϑ(st). However, our method also applies to stochastic scenarios, as demonstrated
in our experiments with stochastic policies. To incentivize the desired goal-reaching behavior, we
formulate a policy optimization problem of the form:

max
ω→!

Es0↑d0V
ω(s0), V

ω(s0) :=
↓∑

t=0

ε
t
r(st, at), (1)

where d0 is a distribution over initial conditions. We use a sparse reward of r(st, at) = 1 if st+1 → G

to award successes and apply a reward of r(st, at) = 0 otherwise. Episodes terminate when the
agent first reaches G. The larger the magnitude of V

ω(s), the fewer steps it will take ϑ to reach the
goal set G when starting from s and using ϑ. We define the optimal value function as:

V
↔(s0) := max

ω→!
V

ω(s0). (2)

The magnitude of V
↔(s) captures the optimal number of steps needed to reach the goal from s.

3.2. Goal-conditioned Policies

Consider a goal-conditioned controller of the form at = ϑg(s; sd) where s → S is the current state,
and sd is the desired state the agent attempts to reach. Let ”g denote the space of all deterministic
goal-conditioned policies. For each policy ϑg, we define the value function:

V
ωg
g (s0; sd) :=

↓∑

t=0

ε
t
rg(st, at; sd), (3)

where we use the sparse rewards r(st, at; sd) = 1 if st+1 = sd to award the agent for successfully
reaching the desired state, and apply a reward of r(st, at; sd) = 0 otherwise. Episodes for the goal-
conditioned agent terminate once the agent reaches the goal state and the magnitude of V

ωg
g (s; sd)

captures the number of steps the given controller will take to reach the goal sd from s.

4. Systematic Reward-Shaping from Demonstrations and Prior Experience

4.1. Learning Approximate Goal-conditioned Value Estimates from Prior Data

Our approach begins with a pre-training phase, wherein the agent leverages a broad prior data set
of transitions P = {(sp

t
, a

p

t
, s

p

t+1)}
Tp

t=1, which can be generated by one or multiple prior MDPs
where data have been collected. We assume that each of these MDPs has the same state and action
space as the target MDP M, but the dynamics of the prior MDPs can differ substantially from
those encountered in M. For example, in our experiments in Sec. 5, the prior data set comes from
an environment without a slot. We use P to fit an approximation Ṽg(s; sd) to the goal-conditioned
value function V

ωg
g associated to some fixed policy ϑg (but not necessarily the optimal goal-reaching

policy). Our framework is agnostic to how Ṽg is learned. For example, offline RL can be used to
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learn both ϑg and Ṽg if P is a static data set (Mezghani et al., 2023). Or, as in our experiments, these
quantities can be learned by generating P using online exploration and extensive play data.

Regardless of how Ṽg is learned during the pre-training phase, it encodes valuable information
about the dynamics that generated the prior data that we will use to accelerate learning for the
downstream task defined by the target MDP M. However, Ṽg may be flawed due to 1) dynamics
shift between the prior training data and the target environment and 2) limited data coverage in P .
In particular, 2) can make obtaining accurate value estimates for faraway goals extremely difficult.
Thus, in practice, we aim only to learn value estimates for goals that require a relatively small
number of steps to reach, reducing the horizon and sample complexity for the initial pre-training
phase. For example, in our pushing experiments, we train controllers that can push a puck to goals
up to 0.1 meter away during the pre-training phase and then use these primitives to track much
longer expert demonstrations to distant goals. For concreteness, for each starting state s → S , let
#(s) ↑ S denote the range of goals that we use to fit Ṽg during the pre-training phase. For our
analysis, it is convenient to assume that the sets of valid goals are of the form:

#(s) := {sd → S : Ṽg(s; sd) ↔ ϖ}, (4)

where ϖ → [0, 1) is uniform across all states.
We also highlight related works such as (Eysenbach et al., 2019), which explicitly attempt to

estimate whether certain goals are out of distribution for goal-conditioned value estimators. While
defining #(s) for the examples we consider is straightforward, these approaches are compatible
with our method when it is more difficult to ascertain whether certain states are out of distribution.

4.2. Collecting Task-Specific Demonstrations

Our method assumes access to K expert demonstrations ω
j

d
for the target MDP M. When intro-

ducing our base method, we will initially assume that the learner has full access to the transitions
performed by the expert. Thus, the expert data set will be of the form: T = {ω

1
d
, ω

2
d
, . . . , ω

K

d
}, ω

j

d
=

{(st, at, s
j

t+1)}H
j

t=0, where H
j is the number of transitions in the j-th demonstration. We assume

that s
j

Hj+1 → G and s
j

t
↗→ G for each t < Hj + 1, so that the expert first reaches the goal set.

4.3. Sythesizing Dense Rewards

We now introduce our reward-shaping method, which uses the prior experience encapsulated in Ṽg

to synthesize dense dynamics-aware rewards for the target MDP M. We begin by defining:

V
j

d
(sj

t
) := ε

Hj↗t
, (5)

This is simply the discounted sum of rewards incurred in the original MDP M by starting at state s
j

t

and following the j-th expert demonstration to G. This value captures the number of steps needed
to reach the goal by following the demonstration. Next, we define:1

!j(s) := max
s
j
t→”(s)

[
V

j

d
(sj

t
) + Ṽg(s; s

j

t
)
]
, (6)

1We apply the convention that !j(s) = 1 if s → G and !j(s) = 0 if there does not exist a state sjt on the
demonstration such that sjt → ”(s) (i.e., if the j-th demonstration is too far away from s).
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where the maximization is taken over the set of states that appear in ω
j and are in-distribution goals

for Ṽg for the starting state s. It balances choosing states on the demonstration, which will take
a small number of steps to reach from s (as measured by Ṽg(s; s

j

t
)) against picking states that are

closer to the end of the demonstration (as measured by V
j

d
(sj

t
)). We can view !j as an estimate of

the optimal value V
↔, which is constructed by approximating how many steps it will take to reach

ω
j and then follow the demonstration to G. We aggregate these estimates by defining:

!(s) := max
j

!j(s), (7)

which captures the optimal demonstration to reach and then follow from the state s. We then lever-
age the PBRS formalism (Ng et al., 1999) and define the dense rewards:

r̄(st, at) = r(st, at) + ε!(st+1) ↘ !(st), (8)

and propose the reshaped policy optimization problem:

max
ω→!

Es0↑d0

[
V̄

ω(s)
]
, s.t. V̄

ω(s) =
↓∑

t=0

ε
t
r̄(st, at), (9)

along the dynamics of the target environment. ! is referred to as a potential function and can be
viewed as an initial guess for the optimal value V

↔ injected into the reshaped reward structure to
guide exploration. In particular, the new rewards incentivize choosing actions that increase the
value of ! at the following state, guiding learning agents to reach and follow the expert training
distribution. This supervision provides a much stronger learning signal than the original spare
rewards, which only provides feedback to the agent when it successfully reaches the goal set G.
It is extremely difficult, especially when the goal takes many steps to reach.

However, the PBRS formulation preserves the set of optimal policies between the original and
reshaped MDPs (Ng et al., 1999). Thus, this formulation enables us to leverage prior experience and
a small number of demonstrations to guide training without tying the end performance of the policies
we learn to these potentially flawed data sources. Indeed, as our experiments demonstrate, our
approach can still substantially accelerate learning even when highly sub-optimal demonstrations
are used and there is a significant dynamics shift between the pre-training data set and target domain.

4.4. Guiding Exploration by Decreasing and Annealing Discount Factors

To see why the reshaped objective preserves the optimal policies defined by the original MDP, recall
that for a given policy ϑ → ”, the associated Q-functions in the original and reshaped MDPs are:

Q
ω(s, a) = εV

ω(s↘) + r(s, a), Q̄
ω(s, a) = εV̄

ω(s↘) + r(s, a) + ε!(s↘) ↘ !(s). (10)

By unrolling the expression for the reshaped value function (9), one may show that V̄
ω(s) =

V
ω(s) ↘ !(s). Combining (9) and (10), Q̄

ω(s, a) = εV
ω(s↘) + r(s, a) ↘ !(s) = Q

ω(s, a) ↘ !(s).
Because the ↘!(s) term does not depend on the action taken by the agent, Q̄

ω preserves the or-
dering over actions defined by Q

ω. When we take the given policy to be the optimal policy ϑ
↔,

this argument shows that the reshaped MDP preserves the optimal ordering of actions in the orig-
inal MDP. However, in practice, many reinforcement learning algorithms use an approximation to
the Q-function learned from experience. When these data are limited, and the estimate for the
Q-function is inaccurate, the shaped rewards can bias the agent towards actions that follow the
potential, which enables the reshaped rewards to guide exploration early in the learning process.

6
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We can more aggressively and directly incentivize the agent to follow the potential during ex-
ploration by altering the discount factor used during online training (Westenbroek et al., 2022;
Cheng et al., 2021). In particular, suppose that we instead apply the long-term return V̄

ω(s0) =∑↓
t=0 ε̄

t
r̄(s, a), where ε̄ → [0, ε] is a smaller discount factor (but we leave the original discount

factor ε unchanged when it is used to construct ! and r̄). In general, reducing the discount factor
for an MDP shortens the effective time horizon over which the agent searches while learning and
can reduce the sample complexity and variance of many search methods (Westenbroek et al., 2022;
Cheng et al., 2021). However, this regularization may also cause the agent to behave too myopi-
cally to achieve the desired long-horizon task. In our setting, the addition of the potential function
in the reshaped rewards can guide the agent to act effectively over long horizons even when act-
ing greedily. Consider the Q-function for the reshaped objective under the new discount factor
Q̄

ω(s, a) = ε̄V̄
ω(s↘) + ε!(s↘) ↘ !(s) + r(s, a). Because the original rewards are sparse, at most

states, the only terms affected by the agent’s actions are ε̄V̄
ω(s↘) and ε!(s↘). As ε̄ gets smaller, the

agent prefers to follow the potential over the value function (which must be bootstrapped from data
in practice). In the extreme case where ε̄ = 0, the agent greedily follows the potential, relying on
the prior information baked into ! to guide exploration. It may be advantageous early in training
when data coverage in the new domain is limited (and bootstrapped estimates for V̄

ω(s↘) are poor)
but will tie the final performance of the policy to the quality of the data used to synthesize !.

One compromise we leverage in our experiments is to train the agent with an increasing sequence
of discount factors {ε̄k}Mk=1 where ε̄1 = 0 and ε̄M = ε. By annealing the discount factor, the agent
relies more heavily on the potential for guidance when encountering a new environment but still
recovers the optimal policy for the environment at convergence. The following result provides
sufficient conditions to ensure the online learner can discover trajectories that reach the goal by
greedily following the potential. The supplementary material provides the proof in the Appendix C.

Proposition 1 Assume each state s → S , in-distribution goal sd → #(s), and value estimator Ṽg

satisfies the following conditions for some ϱ > 0:

1. Ṽg(s; sd) → [0, 1] and Ṽg(s; sd) = 1 iff s = sd; and,

2. maxa Ṽg(f(s, a); sd) > (1 + ϱ)Ṽg(s; sd).
Further assume that the expert training set T satisfies the following condition:

3. for each state s → S there exists some state s
j

t
on some demonstration ω

j
such that s

j

t
→ #(s).

Finally, assume that ε̄ = 0 is used to optimize the reshaped rewards, and let ϑ̄
↔

denote the optimal

policy. Then, every trajectory generated by ϑ̄
↔

will reach the goal set G in a finite number of steps.

The first assumption in the proposition ensures that the value estimator Ṽg has a well-defined maxi-
mum at the goal state. The second condition says that we can reach each in-distribution goal for the
state s by greedily following Ṽg at each time step. Note that this does not imply that Ṽg accurately
predicts the number of steps needed to reach sd, but rather that it captures the rough structure of the
dynamics in the target MDP. Finally, the third condition requires that at every state s, there exists
an in-distribution goal for Ṽg, which lies on an expert demonstration. In particular, this condition
captures the fact that there is a “tube” around each expert demonstration on which our dense rewards
provide useful information (with the radius of the tube corresponding to the range of in-distribution
goals for Ṽg). The third condition implies that these tubes cover the entire state space, ensuring
sufficient data coverage from the demonstrations and the prior data set to rely on greedily following
the potential at every point in the state space. However, while these conditions are strong, we em-

7
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phasize that we can always ensure that our approach recovers the optimal policy at convergence by
annealing the discount factor back to the original value during training.

4.5. Learning From (Partial) Observations

While our general reward-shaping technique can be incorporated with many paradigms, in this
paper, we apply this method in the context of online off-policy RL. Like many other approaches,
if the learner can directly observe the actions and states that occur in the expert demonstrations,
then the demonstrations can be added to the replay buffer of the off-policy RL algorithm (Nair
et al., 2018; Rajeswaran et al., 2017). Importance sampling can replay the demonstrations more
frequently, which can help propagate reward information over long horizons.

However, note that our reward-shaping approach, as introduced in Sec. 4.3, only requires access
to the states generated by the expert and thus can be applied when only state trajectories are avail-
able. Indeed, in our experimental results in Sec. 5, we observe that applying our reward shaping
approach without access to expert actions can lead to faster learning when compared to an agent
that has access to the expert actions but does not benefit from our informative reward structure.

Our approach extends to scenarios where the expert only has access to partial state information
or must infer certain states from high-dimensional observations. Rather than specifying goals with
full desired states, in many scenarios, only a subset of states is crucial for defining goals. For
example, in many manipulation tasks, success only depends on the final state of the object but not
the manipulator. Moreover, in many practical scenarios, such as when a robot observes a human
manipulating an object, only the state of the object is observable. Still, there are no concrete actions
or states of the robot that can be directly associated with the demonstration.

We can formalize this scenario by breaking down the state into s = (s1, s2), where s1 are the
goals-relevant states, and we define goal sets of the form g(s1

d
) = {s = (s1, s2) : s1 = s

1
d
} when

learning a goal-conditioned value function Ṽg(s; g(s1
d
)). That is when charged with reaching the

goal g(s1
d
), the agent receives the reward r(s, a) = 1 if s

↘ → g(s1
d
) and the reward r(s, a) = 0

otherwise. In this case, the demonstration ω
j = (s1,j0 , . . . , s

1,j
t

) above consists of only the goal-
relevant states, and we construct the potential via:

Vd(s
1,j
t

) = ε
H

j↗t
, !j(s) = max

s
1,j
t →ε j

[
Vd(s

1,j
t

) + Ṽg(s; g(s1,j
t

))
]
. (11)

The overall potential function can again be defined by !(s) = maxj !j(s) to generate dense re-
wards with PBRS as before. In our experiments, this reward structure drives the agent to push the
object to positions demonstrated by the expert. While the demonstration may not contain a sequence
of states for the arm that is needed to realize the desired motion for the object, this information is
baked into Ṽg, which (approximately) encodes sequences of states for both the object and the arm
that are needed to move the object to nearby goal positions. This extension also applies to situations
where a subset of the states can only be inferred through high-dimensional observations ot. Indeed,
the goal sets can be defined in the observation space in this case.

5. Experiments

In this section, we investigate 1) the speed our method learns tasks from few demonstrations and
2) its adaptability to sub-optimal demonstrations and high-dimensional observations. We conduct

8
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empirical studies in the following tasks: pushing a puck to a U-shaped slot, utilizing both 1) per-
fect state observations and 2) imperfect, high-dimensional point cloud observations to verify the
effectiveness of our proposed reward-shaping approach with binary rewards. We implement our
approach on top of the off-policy Soft Actor-Critic (SAC) algorithm (Haarnoja et al., 2018). See
Appendix B for experimental details.

Baselines: We combine our reward-shaping approach with an importance sampling buffer (Sec.
4.5) and the annealing discount factor technique (Sec. 4.4). The importance sampling buffer has a
probability of 10% to include expert demonstrations in each batch, and the annealing trick linearly
increases the discount factor from 0 to ε during training. The label potential refers to an agent
trained with our reshaped rewards. The label buffer refers to an agent having direct access to the
expert states and actions and has included them in the importance sampling buffer as buffer, and
annealing indicates the annealing trick in the following plots and tables. For example, Buffer +
Potential + Annealing refers to an agent trained with all three modes active.

(a) Push slot (b) Potential heatmap
Figure 2: (a) Push slot environment in Robosuite. (b) Potential
heatmap for the push slot with two reset grids.

We compared our methods with 6
baselines: the Buffer Only mode de-
scribed above, Behavior Cloning (BC)
(Torabi et al., 2018), GAIL (Ho and
Ermon, 2016), PWIL (Dadashi et al.,
2021), DRIL (Brantley et al., 2020),
and AdRIL (Swamy et al., 2021). The
Buffer Only mode does not incorpo-
rate reward-shaping and helps us to ab-
late how our method can improve base
methods, which incorporate demon-
strations into the replay buffer (Nair
et al., 2018; Rajeswaran et al., 2017).
The other baselines are standard imita-
tion learning methods that learn from
demonstrations. We exclude comparisons of agents that solve the original sparse reward problems
without reward-shaping or demonstrations, as their performance is significantly worse than all other
methods tested. We implemented the baselines from (Arulkumaran and Ogawa Lillrank, 2023).

Setup: We created a puck-pushing environment in the Robosuite (Zhu et al., 2020) simulator,
where a Franka Panda robot arm aims to push a puck into a U-shaped slot that is blocked by three
walls, shown in Fig. 2. The puck is initialized on one or multiple reset grids (gray), and an RL agent
controls the 2-dimensional displacement of the end effector. Success occurs when the puck enters
the slot. The agent observes the puck’s displacement and speed relative to the end effector and the
goal. Demonstrations are collected with a sub-optimal, hand-coded expert policy that pushes the
puck to predetermined anchor points around the slot to complete the task. However, as mentioned
in Sec. 4.5, for this task, the goal sets depend only on the position of the puck but not the robot
arm. Thus, we simulated situations where a human demonstrator moves the puck with their hand,
and only the position of the puck is recorded in the demonstrations. We tested 3 variants of the task:
1) the agent with perfect state estimates for the puck, with either a) one reset grid or b) two reset
grids, and 2) the agent infers the puck’s position from high-dimensional point-cloud observations.
The two-reset-grid variant is depicted in Fig. 2, and the one-reset-grid in Fig. 4 in the appendix.

9
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Figure 3: Training progression in push slot tasks. We present the median (bold) and quartiles (shaded area)
of success rates. Our approach leads to faster learning and more stable performance across tasks.

The pointcloud environment has only one reset grid. We provided one demonstration from each
active reset grid for all experiments, as shown in Fig. 2.

Results: Fig. 3 shows the progression of the success rates. We showed the detailed statistics
in the appendix (Tab. 1). Learning is accelerated substantially for the agents which have access
to our shaped rewards. In contrast, previous online learning methods, GAIL, PWIL, AdRIL, and
DRIL, cannot master the task. This is because the learned value estimates Ṽg encode these sorts
of short-horizon pushing primitives a priori, enabling the agent to quickly adapt to the new long-
horizon task. Note that we do not include BC in Fig. 3 since it is not an online learning method,
and thus no learning progress can be visualized. However, Tab. 1 shows that while BC converges, it
fails to master any pushing task even with 100 demonstrations. Our approaches effectively learn the
tasks even with high-dimensional pointcloud observations, while other baselines fail. Also, when
successful, GAIL learns sub-optimal behaviors, requiring around 90 steps to complete the tasks. In
contrast, our approaches complete the tasks in approximately 30 steps, showcasing their ability to
learn optimal behaviors from sub-optimal demonstrations with 100 steps.

6. Discussion

This paper presents a general reward-shaping approach that ties together prior task-agnostic data
and a small number of expert demonstrations to synthesize informative rewards for new tasks. We
demonstrated that this core technique can substantially accelerate learning for new downstream
tasks. However, the scope of the current study is limited in a few key ways, which leaves many
avenues for future work. First, while we have demonstrated our approach with high-dimensional
pointcloud observations, it will be important to demonstrate that it can extend to other rich sen-
sory modalities, such as RGB images. Fortunately, there has been extensive work on learning and
effectively leveraging latent representations and goal-conditioned value functions in those repre-
sentations (Ma et al., 2022; Eysenbach et al., 2019). Next, we are not fully leveraging the prior
data set in the present framework. Several works have investigated using goal-conditioned con-
trollers to accelerate exploration (Nasiriany et al., 2019) and mixing in samples from prior data sets
when training on new tasks (Kumar et al., 2022), rather than training from scratch on each new
task. Fortunately, our reward-shaping framework is agnostic to these techniques, and the pathway
to integrating our approach with these contributions leaves a clear avenue for future work.
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