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Abstract
Reinforcement learning with multiple, potentially
conflicting objectives is pervasive in real-world
applications, while this problem remains theoreti-
cally under-explored. This paper tackles the multi-
objective reinforcement learning (MORL) prob-
lem and introduces an innovative actor-critic algo-
rithm named MOAC which finds a policy by itera-
tively making trade-offs among conflicting reward
signals. Notably, we provide the first analysis of
finite-time Pareto-stationary convergence and cor-
responding sample complexity in both discounted
and average reward settings. Our approach has
two salient features: (a) MOAC mitigates the cu-
mulative estimation bias resulting from finding an
optimal common gradient descent direction out
of stochastic samples. This enables provable con-
vergence rate and sample complexity guarantees
independent of the number of objectives; (b) With
proper momentum coefficient, MOAC initializes
the weights of individual policy gradients using
samples from the environment, instead of man-
ual initialization. This enhances the practicality
and robustness of our algorithm. Finally, experi-
ments conducted on a real-world dataset validate
the effectiveness of our proposed method.

1. Introduction
1) Background and Motivation: As a foundational ma-
chine learning paradigm, reinforcement learning (RL) is
concerned with a sequential decision-making process in
which an agent interacts with an environment and repeats

*Equal contribution 1Department of Electrical and Computer
Engineering, The Ohio State University, Columbus, OH, USA
2Amazon, Seattle, WA, USA 3Department of Computer Science,
University of Wisconsin Whitewater, WI, USA 4Department of
Computing and Information Sciences, Rochester Institute of Tech-
nology, Rochester, NY, USA. Correspondence to: Tianchen Zhou
<tiancz@amazon.com>.

Proceedings of the 41 st International Conference on Machine
Learning, Vienna, Austria. PMLR 235, 2024. Copyright 2024 by
the author(s).

the tasks of observing the current state, performing a policy-
guided action, and receiving rewards and transitioning to
the next state. Upon collecting a trajectory of action-reward
sample pairs, the agent updates its policy to maximize its
long-term accumulative reward. To date, although RL has
found a large number of applications (e.g., healthcare (Pe-
tersen et al., 2019; Raghu et al., 2017b), financial recom-
mendation (Theocharous et al., 2015), ranking system (Wen
et al., 2023), resources management (Mao et al., 2016) and
robotics (Levine et al., 2016; Raghu et al., 2017a)), the
standard RL formulation only considers a single reward op-
timization. However, as RL applications with increasingly
more complex reward structures emerge, it has become ap-
parent that the single-reward structure in the traditional RL
framework is not rich enough to capture the needs of these
complex RL applications, particularly those with multiple
reward objectives.

For example, in RL-based short video recommender sys-
tems (Cai et al., 2023), the agent recommends short videos
to optimize a multi-dimensional reward rate that captures
users’ “WatchTime,” “Like,” “Dislike,” “Comment,” etc. As
another example, e-commerce recommender systems rank
and display products by taking into account and balancing
the preferences of different user groups, some of which pre-
fer faster delivery, while others may prefer lower prices and
tolerate slower delivery. All of these new multi-objective RL
applications necessitate solving multi-objective reinforce-
ment learning (MORL) problems (Stamenkovic et al., 2022;
Ge et al., 2022; Chen et al., 2021a). So far, however, re-
search on MORL is still in its infancy and there remains
a lack of rigorous theoretical understanding of MORL al-
gorithmic designs in terms of finite-time convergence and
sample complexity analysis. This gap motivates us to take
the first attempt at building a theoretical foundation for
MORL in this work.

Formally, the learning of policy parameters for an M -
objective MORL problem can be formulated as follows:

max
θ∈Rd1

J(θ) :=
(
J1(θ), J2(θ), . . . , JM (θ)

)⊤
, (1)

where θ is the policy parameter of policy πθ, and J i(θ)
is the expected accumulative reward for objective i ∈
{1, . . . ,M} induced by policy πθ (we will focus on two ob-
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jectives of J i(θ) commonly used in RL later in Section 3.1).
Note, however, that there may not always exist a common
policy parameter θ that maximizes all individual objectives
simultaneously in (1) due to the potential conflicts among
the objectives. Therefore, a more appropriate and relevant
metric in MORL is to find a Pareto-optimal solution for all
objectives, where no objective can be unilaterally further
improved without sacrificing another objective. Further,
due to non-convexity typically manifested in MORL prob-
lems in practice, finding Pareto-optimal solution is NP-hard
in general (Danilova et al., 2022; Yang et al., 2024). To
address this challenge, the notion called Pareto-stationary
solution (a necessary condition for being Pareto-optimal) is
commonly adopted in solving non-convex multi-objective
optimization problems (Désidéri, 2012; Sener & Koltun,
2018; Yang et al., 2024). As a first step towards under-
standing and characterizing MORL finite-time convergence
and sample complexity, we focus on the Pareto-stationary
convergence of MORL in this paper.

2) Technical Challenges: Just as the close relationship be-
tween actor-critic policy-gradient approaches (Grondman
et al., 2012; Kumar et al., 2019; Xu et al., 2020) for RL and
the gradient-based methods for general optimization prob-
lems, a natural idea to solve Problem (1) is to develop an
actor-critic policy-gradient MORL method by drawing in-
spirations from gradient-based multi-objective optimization
(MOO) methods. In the MOO literature, the multi-gradient
descent algorithm (MGDA) is a popular approach for find-
ing a Pareto-stationary solution (Désidéri, 2012). MGDA
can be viewed as an extension of the classical gradient de-
scent method to MOO, which aims to identify a common
descent direction for all objectives in each iteration. Also,
the convergence of MGDA and its variants have recently
been established under different MOO settings, including
convex and non-convex objective functions (Liu & Vicente,
2021; Fernando et al., 2022) and decentralized data (Yang
et al., 2024), etc. However, developing an MGDA-type
actor-critic policy-gradient method for MORL with prov-
able Pareto-stationary convergence is highly non-trivial due
to the following technical challenges:

a) In actor-critic RL, the actor and critic components ap-
proximate the policy and value functions bootstrapped
by the Bellman optimality principle. This implies an
intricate dependence between the actor and critic com-
ponents. Moreover, such an actor-critic dependence is
further exacerbated by the complex coupling between
multiple objectives, rendering conventional MOO con-
vergence analysis inapplicable for actor-critic policy-
gradient MORL methods. As a result, it is unclear
whether one can design a multi-objective actor-critic
algorithmic framework with provable Pareto-stationary
convergence, and if yes, how to characterize its finite-
time convergence and sample complexity.

b) In actor-critic MORL, both actor and critic have to up-
date their parameters through stochastic approximations
due to the finite trajectory-length constraint in practice.
As a result, actor-critic MORL methods with stochas-
tic MGDA-type updates inevitably introduce cumula-
tive estimation biases in policy parameter updates. If
not treated carefully, such cumulative estimation biases
could significantly diminish MORL performance in re-
ward maximization or even result in a divergence of
policy parameter updates.

3) Main Contributions: In this paper, we overcome the
aforementioned challenges and propose a multi-objective
actor-critic algorithmic framework with provable finite-time
Pareto-stationary convergence and sample complexity guar-
antees. Collectively, our results provide the first building
block toward a theoretical foundation for MORL. Our main
contributions are summarized as follows:

• We propose a unifying multi-objective actor-critic al-
gorithmic framework (MOAC) based on MGDA-style
policy-gradient update for both (heterogeneous) dis-
counted and average reward settings in MORL. Our
MOAC policy framework offers finite-time convergence
and sample complexity of O(1/ϵ2) for achieving an ϵ-
Pareto stationary solution. To our knowledge, such finite
time convergence and sample complexity results are the
first of its kind in the MORL literature.

• To mitigate the cumulative estimation bias resulting
from stochastic MGDA-type policy parameter update,
we propose a momentum mechanism in MOAC. The
most salient feature of this momentum approach is
that the convergence rate and sample complexity of
MOAC are independent of the number of objectives.
This is in a sharp contrast to general MOO, where the
convergence results scale either linearly with respect to
M (Fernando et al., 2022) or even have a high-order
dependency O(M3) (Zhou et al., 2022).

• Based on the proposed momentum mechanism, we show
that with a proper schedule of the momentum coefficient,
MOAC initializes the weights of individual policy gra-
dients out of samples from the environment, instead of
manual initialization. This enhances the practicality and
robustness of our approach.

2. Related Work
In this section, we provide an overview on two closely re-
lated areas, namely MGDA-type MOO methods and MORL,
to put our work in comparative perspectives.

1) MGDA-type Multi-objective Optimization (MOO):
Multi-objective optimization (Miettinen, 1999) is concerned
with optimizing a set of objective functions simultaneously
over a set of shared decision variables. Compared to con-
ventional single-objective optimization problems, the key
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difference in MOO is that different objectives could be
conflicting. Thus, the goal of MOO is to determine an
equilibrium among the conflicting objectives in the Pareto
sense. Among the approaches for solving MOO problems,
the MGDA algorithm (Désidéri, 2012) has received increas-
ing attention in the learning community in recent years.
However, the convergence analysis in (Désidéri, 2012) is
only asymptotic. Later in (Fliege et al., 2019), it is shown
that MGDA achieves the same O(1/T ) finite-time conver-
gence rate as its single-objective counterparts under certain
assumptions. For stochastic MGD (SMGD) methods, the
Pareto-stationary convergence analysis is further compli-
cated by the stochastic gradient noise, which often leads to
more complex assumptions in their convergence analysis.
Notably, an O(1/T ) rate analysis for SMGD was provided
in (Liu & Vicente, 2021) for strongly convex MOO based
on assumptions on a first-moment bound and Lipschtiz con-
tinuity of common descent direction. However, it has been
shown in (Liu & Vicente, 2021; Zhou et al., 2022) that the
estimation of common descent direction in SMGD could be
biased, which may result in divergence.

We note, however, that the convergence analysis in the MOO
literature does not translate into actor-critic MORL methods
due to the significant structural differences. Specifically, the
finite-time convergence rates of MGDA-type MOO methods
scale with the number of objectives M . In contrast, we
show that the finite-time and sample complexity results of
our MOAC algorithm are objective-dimension-independent.

2) Multi-objective Reinforcement Learning (MORL):
MORL is a class of sequential decision-making problems
with multiple reward signals. Unlike traditional RL prob-
lems with scalar-valued rewards (e.g., Sutton & Barto
(2018); Konda & Tsitsiklis (1999); Xu et al. (2020); Guo
et al. (2021)), MORL problems aim at optimizing vector-
valued rewards. Research on MORL can be traced back
to 1998 (Gábor et al., 1998; Van Moffaert & Nowé, 2014;
Abels et al., 2019; Yang et al., 2019). More recently, (Chen
et al., 2021a) proposes an actor-critic MORL algorithm
based on deterministic policy-gradients. Later in (Cai et al.,
2023), a two-stage constrained actor-critic algorithm was
proposed. We note, however, that the formulation of (Cai
et al., 2023) is not in the standard form of MORL, since all
but one objective are treated as constraints and the only re-
maining objective is used as the system objective. Moreover,
none of these existing works provides finite-time conver-
gence or sample complexity results.

It is worth noting that several RL paradigms also share
some similarities with MORL. For example, in cooperative
multi-agent reinforcement learning (MARL) (Zhang et al.,
2018; Chen et al., 2021b; Hairi et al., 2022), each agent has
its own (scalar-valued) reward, but the overall objective of
cooperative MARL is a fixed weighted sum of all agents’

rewards. Similarly, a scalarized version of MORL is con-
sidered in (Stamenkovic et al., 2022), so that techniques
for single-objective RL can be leveraged. Constrained (or
safe) RL (Wei et al., 2022; Cai et al., 2023) is another RL
paradigm for balancing multiple RL objectives, where a set
of predefined parameters are associated with the constraints
to specify the constraint levels.

3. A Multi-Objective Actor-Critic Framework
In this section, we will first introduce the preliminaries of
MORL in Section 3.1. Then, we will present the neces-
sary technical background for defining policy gradients for
MORL in Section 3.2, which will be useful in describing
our proposed MOAC algorithmic framework in Section 3.3.

3.1. Preliminaries of MORL

1) System Model: Consider an RL environment where the
instantaneous reward is an M -dimensional vector (M ≥ 2),
where each dimension is associated with one objective. For
convenience, we let [M ] := {1, · · · ,M}. We now formally
describe the MORL environment, which is stated as a multi-
objective Markov decision process (MOMDP):

Definition 1 (MOMDP). A multi-objective Markov deci-
sion process is defined by a 4-tuple (S,A, P, r), where
S is the state space, A is the action space of the agent,
P : S × A → S represents a state transition probabilities,
and r ∈ RM is an M -dimensional reward.

In this paper, we assume that S and A are finite. The in-
stantaneous reward ri(s, a) for each objective i ∈ [M ]
is deterministic under state s and action a.1 We consider
parameterized and stationary policies, i.e., a policy πθ is
parameterized by θ ∈ Rd1 , and an agent chooses an action a
under state s with probability πθ(a|s) ∈ [0, 1]. We consider
linear value function approximation in this paper: for each
objective i ∈ [M ], the value function V i(s;wi) is approxi-
mated as V i(s;wi) ≈ ϕ(s)⊤wi, ∀s ∈ S , where wi ∈ Rd2

are the parameters and ϕ(s) ∈ Rd2 is the feature mapping
for state s. For simplicity, in this paper, we assume that the
same feature mapping is shared among all objectives. We
note that it is straightforward to extend our algorithms and
results to cases with objective-dependent feature mappings.

2) Problem Statement: We consider two reward settings:
i) average total reward and ii) discounted total reward, both
of which have a wide range of applications. The objectives
for these two reward settings are defined as follows:

2-a) Average Reward: In the average total reward setting,

1For ease of presentation, in this paper, we consider the in-
stantaneous rewards as deterministic given state and action pair.
However, the results also hold straightforwardly for stochastic
instantaneous rewards.
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each objective i ∈ [M ] is defined as:

J i(θ) := lim
T→∞

1

T
E
[ T∑

t=1

rit

]
.

2-b) Discounted Reward: In the discounted total reward
setting, each objective i ∈ [M ] is defined as:

J i(θ) := lim
T→∞

E
[ T∑

t=1

(γi)trit

]
,

where γi∈(0, 1) is the discount factor for objective i.

The goal of MORL is to find a policy πθ that jointly maxi-
mizes all the objective functions in the long run. Specifically,
given a vector-valued objective function J(θ) ∈ RM for
either average total reward or discounted total reward, a
policy πθ maximizes the following composite objective:

max
θ∈Rd1

J(θ) :=
[
J1(θ), J2(θ), . . . , JM (θ)

]⊤
. (2)

3) Performance Metric: To address the potential conflicts
among the objectives in J(θ) in MORL, we need the fol-
lowing notions of Pareto-optimality and Pareto-stationarity,
which are defined as follows:
Definition 2. (Pareto Optimality) A solution x dominates
solution x′ if and only if J i(x) ≥ J i(x′), ∀i ∈ [M ] and
J i(x) > J i(x′), ∃i ∈ [M ]. A solution x is Pareto-optimal
if it is not dominated by any other solution.

Intuitively, in a Pareto-optimal solution, none of the objec-
tives can be unilaterally further improved without sacrificing
another objective. However, since finding a Pareto-optimal
solution for non-convex MORL problems is NP-hard, it is
often of practical interest to find an ϵ-Pareto-stationary so-
lution instead, which is defined as follows (Désidéri, 2012;
Sener & Koltun, 2018; Yang et al., 2024):
Definition 3. (ϵ-Pareto Stationarity) A solution x is ϵ-
Pareto stationary if there exists λ ∈ RM such that
minλ ∥∇xJ(x)λ∥22 ≤ ϵ with λ ≥ 0, |λ|1 = 1, and ϵ > 0.

Pareto-stationarity is a necessary condition for a solution to
be Pareto optimal. In particular, for convex MORL, Pareto-
stationary solutions are also Pareto-optimal.

3.2. Policy Gradient for MORL

Our proposed MOAC algorithmic framework is based on
the policy gradient of MORL. To define policy gradient
for MORL, we first state several assumptions for πθ(a|s),
which guarantees the existence of a stationary distribution
of {st}t≥0 under any given policy.
Assumption 1 (MOMDP). Given an MOMDP, for any state
s ∈ S, action a ∈ A, policy parameter θ ∈ Rd1 , we have
the following:

(a) The policy function πθ(a|s) ≥ 0 is continuously differ-
entiable with respect to the parameter θ;

(b) The Markov process {st}t≥0 induced by the MOMDP
is irreducible and aperiodic, with the transition matrix
Pθ =

∑
a∈A πθ(a|s) · P (s′|s, a), ∀s, s′ ∈ S;

(c) The instantaneous reward rit, i ∈ [M ] is non-negative
and uniformly bounded by a constant rmax > 0.

Assumption 1 guarantees that the states have a stationary
distribution dθ(s) over S under any policy πθ. As a result,
the Markov chain of state action pair {(st, at)}t has a sta-
tionary distribution dθ(s) · πθ(a|s). Also, (c) is common
in the literature (e.g., Zhang et al. (2018); Xu et al. (2020);
Doan et al. (2019)) and easy to be satisfied in many practical
MDP models with finite state and action spaces.

Assumption 2 (Function Approximation). The value func-
tion of each objective i is approximated by a linear func-
tion: V i

w(s) ≈ ϕ(s)⊤wi, i ∈ [M ], where wi ∈ Rd2 with
d2 < |S| is a parameter to be learnt, and ϕ(s) ∈ Rd2 is the
feature associated with state s ∈ S , which satisfies:

(a) All features are normalized, i.e., ∥ϕ(s)∥2 ≤ 1, ∀s ∈ S;
(b) The feature matrix Φ ∈ R|S|×d2 has full column rank;
(c) For any u ∈ Rd2 , Φu ̸= 1, where 1 ∈ Rd2 ;
(d) Let Aπθ

:= Es∼dθ(s),s′∼P (·|s)[(ϕ(s
′) − ϕ(s))ϕ⊤(s)]

if in average reward setting. Otherwise, if
in discounted reward setting, let Aπθ

:=
Es∼dθ(s),s′∼P (·|s)

[
(γϕ(s′)− ϕ(s))ϕT (s)

]
.

Then, there exists a constant λA > 0 such that
λmax(Aπθ

+ A⊤
πθ
) ≤ −λA, where λmax(A) is the

largest eigenvalues of the matrix A.

Assumption 2(c)(d) implies that for any policy πθ, the in-
equality w⊤Aπθ

w < 0 holds for any w ̸= 0, and Aπθ

is invertible with λmax(Aπθ
+ A⊤

πθ
) ≤ 0. This ensures

that the optimal approximation w∗
θ for any given policy πθ

is uniformly bounded. Assumption 2 is standard and has
been widely use in the literature (e.g., Tsitsiklis & Van Roy
(1999); Zhang et al. (2018); Qiu et al. (2021)).

For each objective i ∈ [M ], we define the state-action
value function as follows: (i) for average total reward:
Qi
θ(s, a) := E

[∑∞
t=0 r

i(st, at)− J i(θ)|s0 = s, a0 = a
]
,

and (ii) for discounted total reward: Qi
θ(s, a) =

E
[∑∞

t=0(γ
i)tri(st, at)|s0 = s, a0 = a,θ

]
. It then follows

that the value function satisfies: V i
θ(s) =

∑
a∈A Qi

θ(s, a) ·
πθ(a|s). We define the advantage function as follows:

Adviθ(s, a) = Qi
θ(s, a)− V i

θ(s), ∀i ∈ [M ].

Let function ψθ(s, a) := ∇θ log πθ(a|s) be the score func-
tion for state-action pair (s, a). The gradient of a policy πθ
for policy gradient is then stated in the following lemma.

Lemma 1 (Policy Gradient Theorem). For any θ, let πθ :
S ×A → [0, 1] be a policy and let J i(θ) be the total reward
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Algorithm 1 MOAC critic with mini-batch TD-learning.
Input :s0, θt, Φ, critic step size β, critic iteration N , critic

batch size D

for k = 1, · · · , N do
sk,1 = sk−1,D (when k = 1, s1,1 = s0)
for τ = 1, · · · , D do

Execute action ak,τ ∼ πθt(·|sk,τ )
Observe state sk,τ+1 and reward vector rk,τ+1

for i ∈ [M ] do in parallel
• Setting I: Average Reward:
Update µi

k,τ , δik,τ by Eqs. (3),(4), respectively

• Setting II: Discounted Reward:
Update δik,τ by Eq. (5)

end
end
for i ∈ [M ] do in parallel

wi
k = wi

k−1 +
β
D

∑D
τ=1 δ

i
k,τ · ϕ(sk,τ )

end
end
Output :{wi

N}i∈[M ], sN,D

for the i-th objective. Then, the policy-gradient of J i(θ)
with respect to parameter θ can be computed as:

∇θJ i(θ) = Es∼dθ,a∼πθ

[
ψθ(s, a) · Adviθ(s, a)

]
.

We note that Lemma 1 is a natural extension of the policy
gradient in single-objective RL (Sutton et al., 1999) to any
individual objective i ∈ [M ] in MORL.

3.3. The Proposed MOAC Algorithmic Framework

With the preliminaries in Sections 3.1 and 3.2, we are now
in a position to present our proposed multi-objective actor-
critic (MOAC) algorithmic framework for both average total
reward and discounted total reward settings. MOAC iterates
over T rounds by alternating between two steps (i) actor (cf.
Algorithm 2) and (ii) critic (cf. Algorithm 1) with temporal
differential (TD) learning. In each iteration, the critic up-
dates M value function estimations through an inner-loop
given policy estimation from the previous iteration (cf. Al-
gorithm 1). Then, with updated value function estimations,
the actor updates its policy parameters θ (cf. Algorithm 2).
In both steps, we use constant step-sizes and mini-batch
Markovian sampling.

1) The Critic Step: The critic step is illustrated in Algo-
rithm 1. Given policy πθt , in each iteration k in the critic
step, the value function parameters wi

k, i ∈ [M ] are locally
and concurrently updated through a batch of Markovian
samplings. To evaluate the current policy in the average
total reward setting, the TD-error δik,τ for objective i at

Algorithm 2 The overall MOAC algorithmic framework.
Input :s0, θ0, Φ, ηt, actor step size α, actor iteration T ,

actor batch size B

for t = 1, · · · , T do
Critic Step: wt, st,0 ← Algorithm 1(st−1,B ,θt)
for l = 1, · · · , B do

Execute action at,l ∼ πθt(·|st,l)
Observe state st,l+1 and reward vector rt,l+1

for i ∈ [M ] do in parallel
• Setting I: Average Reward:
Update µi

t,l, δ
i
t,l by Eqs. (6),(7), respectively

• Setting II: Discounted Reward:
Update δit,l by Eq. (8)

end
end
Actor Step:
for i ∈ [M ] do in parallel

gi
t =

1
B

∑B
l=1 δ

i
t,l ·ψi

t,l

end
λ̂∗
t ← Solver(gi

t) to Problem (9)
Update λt by Eq. (10). Let gt =

∑M
i=1 λ

i
t · gi

t.
θt+1 = θt + α · gt

end
Output :θT̂ with T̂ chosen uniformly from {1, · · · , T}

iteration k using sample τ is as follows:

µi
k,τ = (1− β)µi

k,τ−1 + βrik,τ , (3)

δik,τ = rik,τ − µi
k,τ + ϕ⊤(sk,τ+1)w

i
k − ϕ⊤(sk,τ )w

i
k. (4)

On the other hand, to evaluate the current policy under
the discounted total reward setting, the TD-error δik,τ for
objective i at iteration k using sample τ is as follows:

δik,τ = rik,τ + γiϕ⊤(sk,τ+1)w
i
k − ϕ⊤(sk,τ )w

i
k. (5)

2) The Actor Step: In the actor step, we first compute in-
dividual gradient descent directions gi

t via the TD-error of
each objective, then compute a common gradient descent
direction gt to update the policy parameter θt. First, ac-
cording to Lemma 1, to obtain individual gradient descent
directions, we approximate the advantage function by the
TD-error for each objective i ∈ [M ]. Similar to the critic
step, for the average total reward setting, the TD-error for
objective i at time t using sample l can be computed as:

µi
t,l = (1− α)µi

t,l + αrit,l, (6)

δit,l = rit,l − µi
t,l + ϕ

⊤(st,l+1)w
i
t − ϕ⊤(st,l)w

i
t. (7)

For the discounted total reward setting, the TD-error for
objective i at time t using sample l can be computed as:

δit,l = rit,l + γiϕ⊤(st,l+1)w
i
t − ϕ⊤(st,l)w

i
t. (8)
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Next, we compute an estimated weight vector λ̂∗
t by solving

the following quadratic programming problem:

min
λt∈RM

∥
M∑
i=1

λi
t · gi

t∥22 s.t. λt ≥ 0, |λt|1 = 1. (9)

Then, we update λt by using a momentum coefficient ηt ∈
[0, 1), which is given by

λt = (1− ηt)λt−1 + ηtλ̂
∗
t . (10)

The complete MOAC algorithm is shown in Algorithm 2.

4. Pareto-Stationary Convergence and Sample
Complexity Analysis for MOAC

In this section, we first analyze the convergence and sample
complexity of the critic of MOAC in Section 4.1. Based on
these results, we establish the Pareto stationary convergence
and sample complexity of MOAC in Section 4.2 for both av-
erage total reward and discounted total reward settings. Due
to space limitations, we relegate all proofs to the Appendix.

As presented in Section 3.1, MOAC is parameterized with
θ ∈ Rd1 . Recall ψθ(s, a) = ∇θ log πθ(a|s) for any given
state-action pair (s, a). We state the following assumptions
needed for convergence analysis:

Assumption 3. For any two policy parameters θ,θ′ ∈ Rd1 ,
and any state-action pair (s, a) ∈ S×A, there exist positive
constants Cψ, L > 0 such that the following hold:

(a) ∥ψθ(s, a)∥2 ≤ Cψ;
(b) ∥∇θJ i(θ)−∇θJ i(θ′)∥2 ≤ LJ∥θ − θ′∥2, ∀i ∈ [M ].

Assumption 3 requires that the score function is uniformly
bounded for any policy and the gradient of each objective
function is Lipschitz with respect to the policy parameter.
This assumption has also been adopted in the analysis of the
single-agent actor-critic RL algorithm in (Qiu et al., 2021).
For the discounted reward setting, the gradient Lipschitz
property can be guaranteed through (Xu et al., 2020, As-
sumption 2). For the average reward setting, Assumption 3
can also be satisfied by the class of soft-max policy under
Assumption 1 as in (Guo et al., 2021).

Lemma 2. For any policy πθ , consider an MDP with transi-
tion kernel P (· | s, a) and stationary distribution dθ , there
exists constants κ > 0 and ρ ∈ (0, 1) such that

sup
s∈S
∥P (st | s0 = s)− dθ∥TV ≤ κρt.

Lemma 2 characterizes the mixing time of the underlying
Markov process and the data sampled in MOAC follows
such Markovian process. As stated in Levin & Peres (2017)
(Theorem 4.9), Lemma 2 always holds for aperiodic and
irreducible Markov chains following from Assumption 1.

4.1. Theoretical Results of the Critic of MOAC

The critic step of MOAC estimates multi-dimensional re-
wards and outputs M value function estimations based on
the same sequences of Markovian samplings. In the av-
erage reward setting, given a policy parameter θ, define
vector bi

θ := Es∼dθ,a∼πθ

[(
ri(s, a)− J i(θ)

)
ϕ(s)

]
, ∀i ∈

[M ]. Then the fixed point of TD-learning for objective
i is wi,∗

θ = −A−1
πθ

bi
θ, where Aπθ

is defined in Assump-
tion 2(d). Similarly, in the discounted reward setting, define
vector b′i

θ := Es∼dθ,a∼πθ

[
ri(s, a)ϕ(s)

]
, ∀i ∈ [M ], and

we have wi,∗
θ = −A−1

πθ
b′i
θ . Let constant CA > ∥Aπθ

∥F
where ∥ · ∥F denotes the Frobenius Norm. We now state the
convergence of the critic step of MOAC as follows:

Theorem 3. Under Assumptions 1-3, for both average
and discounted settings, let the critic step size β ≤
min{ λA

8C2
A
, 4
λA
}. Then, for any objective i ∈ [M ], the it-

erates generated by Algorithm 1 satisfy the following finite-
time convergence error bound:

E
[
∥wi

N−w
i,∗
θ ∥

2
2

]
≤C1

(
1−

βλA

8

)N
+
C2C3(

2
λA

+2β)

λAD
, (11)

where C1 = ∥wi
0 −wi,∗

θ ∥22, C2 = [1 + (κ− 1)ρ]/(1− ρ),
and C3 > 0 is a constant depending on Aπθ

, bi
θ, and b′i

θ .
Detailed definitions of C3 are provided in Appendix C.

Compared to many existing works (Lakshminarayanan &
Szepesvari, 2018; Doan et al., 2018; Zhang et al., 2021) in
RL algorithm finite-time convergence analysis, the samples
in our method are correlated (i.e., Markovian noise) instead
of i.i.d. noise, which is equivalent to ρ = 0. Despite the
fact that Markovian noise introduces extra bias error seen
from term C2, our batching approach with size D > 1 offer
two-fold benefits: 1) Part of the convergence error can be
controlled with increasing D (cf. the second term on the
RHS in Eq. (11); 2) it allows the use of constant step size,
leading to a better sample complexity comparing to non-
batch approach (Srikant & Ying, 2019; Qiu et al., 2021) and
faster convergence in practice in general.

Theorem 3 immediately implies the following sample com-
plexity results for the critic in MOAC:

Corollary 4. For both average and discounted settings, let
N ≥ 8

βλA
log(2C1/ϵ) and D ≥ C2C3

(
2
λA

+ 2β
)
/(ϵλA).

It then holds that E
[
∥wi

N −wi,∗
θ ∥22

]
≤ ϵ, i ∈ [M ], which

implies a sample complexity of O(ϵ−1 log(ϵ−1)).

4.2. Theoretical Results of the MOAC Framework

Computing a common descent direction out of M policy
gradients is essential in the actor step. Especially, the
quadratic programming problem in Eq. (9) changes over
iterations due to individual gradients gi

t computed from
stochastic data. Thus, to analyze the convergence of the

6
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actor step, it is essential to quantify the cumulative change
of λt over iterations. By introducing a momentum coeffi-
cient ηt, such cumulative change of λt is quantifiable and
controllable. To present the convergence of our method, we
first define the approximation error of the critic component:
ζapprox := maxi∈[M ] maxθ E[|V i(s) − V i

wi,∗(s)|2]. ζapprox
becomes zero if the true value functions {V i(·)}i∈[M ] are in
the linear function class; otherwise, such approximation er-
ror is inevitable. We note that the use of ζapprox is standard in
the literature of RL algorithm convergence analysis (e.g., Xu
et al. (2020); Bhatnagar et al. (2009); Qiu et al. (2021)). We
now state the convergence of MOAC to a Pareto-stationarity
neighborhood as follows:

Theorem 5. Under Assumptions 1-3, set the critic step
size β ≤ min{ λA

8C2
A
, 4
λA
} and the actor step size α = 1

3LJ
,

where the choice of CA depends on the reward setting. Then,
the iterates generated by Algorithm 2 satisfy the following
finite-time convergence error bound:

E
[
∥∇θJ(θT̂ )λ

∗
T̂
∥22
]
≤

18LJrmax

C4T

(
1 +

T∑
t=1

2ηt

)
+

12

T

T∑
t=1

max
i∈[M ]

E
[
∥wi

t−w
i,∗
t ∥22

]
+
C5(1−ρ+4κρ)

(1−ρ)B
+12ζapprox

where T̂ is uniformly sampled among {1, · · · , T} and (i)
for average setting C4 = 1 and C5 = 48(rmax + Rw)2;
and (ii) for discounted setting C4 = 1 − ∥γ∥∞ and C5 =
12(rmax + 2Rw)2.

Remark 1. Theorem 5 reveals a trade-off between the pol-
icy update direction and the eventual convergence rate gov-
erned by the parameter ηt ∈ [0, 1]. Specifically, by setting
ηt = 1, MOAC always uses an optimal common descent
direction obtained from solving Problem (9) (cf. Eq. (10)),
which may approach a Pareto-stationary point more directly,
but eventually induces a linear cumulative change of λt over
iterations that is non-vanishing as T gets large (cf. the first
term in the bound on RHS). On the other hand, if we let
ηt to be iteration-dependent, e.g., ηt = t−1 and t−2, then
MOAC does not precisely follow the optimal common de-
scent direction obtained from solving Problem (9) in each
iteration, but guarantees convergence to a neighborhood of
Pareto-stationarity at a rate of O(T−1 lnT ) and O(T−1),
respectively. Another advantage of setting ηt = t−1 or t−2

is that the initial gradient weights use the first batch of sam-
ples from environment (i.e., η1 = 1 and thus λ1 = λ̂∗

1 by
Eq. (10)), enhancing the practicality of our approach.

Remark 2. By setting ηt = 0, MOAC reduces to an algo-
rithm with pre-specified gradient weights, which is equiv-
alent to the sacralization approach for solving MOO prob-
lems with fixed weights. Although such an algorithm also
achieves a convergence rate of order O(T−1), it is hard
to guarantee Pareto optimality with pre-specified weights
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Figure 1. (a) Discounted rewards of three objectives with momen-
tum ηt = t−1; (b) Squared ℓ2-norm of policy gradients with
different momentum coefficients.
since the algorithm does not explore the Pareto front. On the
other hand, with ηt > 0, the incorporation of MGDA-type
update in MOAC facilitates the exploration of the Pareto
front, similar to that of the MGDA method to identify the
Pareto front of general MOO problem as demonstrated in
(Zerbinati et al., 2011).

Corollary 6. Under the same conditions as in Theorem
5, given any ϵ > 0, by setting T ≥ 18LJrmax/(C4ϵ) ·
max{1,

∑T
t=1 2ηt}, E[∥wi

t − wi,∗
t ∥22] ≤ ϵ/12, ∀i ∈ [M ],

and B ≥ C5(1− ρ+4κρ)/(ϵ− ϵρ), we have the following:

E
[
∥∇θJ(θT̂ )λ

∗
T̂
∥22
]
≤ ϵ+O

(
ζapprox

)
,

with total sample complexity of O
(
ϵ−2 log (ϵ−1)

)
.

Note that Theorem 5 and Corollary 6 show the convergence
rate and sample complexity of MOAC are independent of
the number of objectives M , and the sample complexity of
MOAC for MORL is the same as the state-of-the-art sample
complexity for single-objective RL (Xu et al., 2020).

5. Experiments
In this section, we evaluate our MOAC algorithmic frame-
work and compare the performance of MOAC with other
related state-of-the-art methods on sythetic and real-world
datasets. Due to space limitations, we present part of the
experiments here and relegate the rest in the Appendix.

1) Synthetic Data Experiments: 1-a) Environment and
Setup: We use an open-source MOMDP environment MO-
Gymnasium (Alegre et al., 2022) to conduct synthetic sim-
ulations on environment resource-gathering-v0,
which has three reward signals. We test MOAC in the
discounted reward setting with momentum coefficient ηt
chosen from {t−1/2, t−1, t−2}. The results are presented in
Fig. 1, where each curve is averaged over 500 trials.

1-b) Observations: In Fig. 1(a), with ηt = t−1, all objec-
tives are simultaneously improved, and the corresponding
policy gradient in Fig. 1(b) converges. Also, as observed in
Fig. 1(b), the policy gradient converges faster with a larger
momentum coefficient ηt, e.g., when ηt = t−1/2, ∥gt∥22
converges the fastest. This is consistent with our theoretical
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Table 1. Comparison of our method with baseline methods.
Algorithm Click↑ Like↑(e-2) Follow↑(e-4) Comment↑(e-3) Forward↑(e-3) Dislike↓(e-4) WatchTime↑

Behavior-Clone 0.534 1.231 4.608 3.225∗ 1.119∗ 2.304 1.285

TSCAC 0.543∗ 1.269 4.535 3.099 1.006 1.342 1.330∗

1.49%∗ 3.09% −1.57% −3.92% −10.0% −41.8% 3.43%∗

PDPG 0.539 1.228 4.828∗ 3.165 0.919 1.140∗ 1.308
1.02% −0.26% 4.78%∗ −1.86% −17.8% −50.5%∗ 1.74%

Ours 0.539 1.287∗ 4.800 3.151 0.897 1.428 1.282
(fixed weights) 0.98% 4.54%∗ 4.19% −2.29% −19.8% −38.0% −0.27%

Ours 0.541 1.312 5.070 3.266 1.066 1.486 1.307
1.30% 6.57% 10.0% 1.27% −4.76% −35.5% 1.71%

result in Theorem 5 that a larger ηt-value encourages the
policy parameter update direction to follow more closely
with the λ̂∗

t -weighted direction, which has a larger descent.

2) Real-World Data Experiments: 2-a) Dataset: Next, we
use a real-world dataset collected from the recommenda-
tion logs of the video-sharing mobile app Kuaishou.2 The
dataset includes user features and video features, as well as
multiple reward signals, such as “Click,” “Like,” “Dislike,”
“WatchTime,” etc. The statistic of the dataset is illustrated
in Table 2. Specifically, a state corresponds to the event
of a video watched by a user, and is represented by the
concatenation of user feature and video feature; an action
corresponds to a video recommended to a user.

Table 2. Data statistic. The reward data is imbalanced, with a
density of over 98% for the sum of Click and WatchTime.

State: 1218 Action: 150
Reward

Click Like Follow Comment Forward Dislike WatchTime

Amount 254940 5190 203 1438 349 213 199122

Density 55.25% 1.125% 0.044% 0.312% 0.076% 0.046% 43.15%

2-b) MORL Environment and Baselines: To our knowledge,
MOAC is the first online actor-critic method for MORL.
Thus, there is a lack of direct baseline methods. To have
fair comparisons with other related (offline) MORL algo-
rithms in the literature, we adapt MOAC to execute in an
off-policy fashion by introducing a behavior policy, which
generates actions following from the state-action samples in
the dataset. We compare with the following methods.

• Behavior-Clone: A supervised behavior-cloning policy
πβ to mimic the recommendation policy in the dataset,
which inputs the user state and outputs the video ID.

• PDPG (Chen et al., 2021a): A deterministic policy
gradient based actor-critic method that learns Pareto-
stationary policy by training networks with model pa-
rameters learned from a behavior policy. This method is
the most related to ours, which shares the same goal of
finding a Pareto-stationary point for all objectives.

2https://kuairand.com/

• TSCAC (Cai et al., 2023): A two-stage constrained
actor-critic approach that optimizes all individual ob-
jectives by a set of learned model weights with a focus
on optimizing a main objective, while treating other
objectives as constraints.

2-c) Evaluation: We adopt Normalised Capped Importance
Sampling (NCIS) to evaluate the performances of the meth-
ods, which is a standard evaluation approach for off-policy
reinforcement learning algorithms (Zou et al., 2019). NCIS
score quantifies the optimality of a learned policy. A larger
NCIS score implies a better policy for reward maximization.
The definition of NCIS is provided in Section A.2.

2-d) Observations: The experiment results of baseline com-
parisons are summarized in Table 1. Note that our method
and two baselines all start with the same critic and actor
parameters initialized for policies that perform worse than
Behavior-Clone. Thus, a negative improvement percent-
age regarding Behavior-Clone does not imply bad perfor-
mance on a reward signal. Based on the result in Table 1,
we have the following observations: (a) Our method out-
performs PDPG in almost all objectives except “Dislike”
and “WatchTime”. Despite the impact of imbalanced data,
our method dominates PDPG in finding a Pareto-efficient
policy for multi-objective optimization. (b) TSCAC outper-
forms our method in “Click”, “Dislike”, and “WatchTime”,
while our method substantially outperforms TSCAC in all
other four objectives. This is because TSCAC prioritizes
WatchTime in optimization, while MOAC performs a bal-
anced improvement in all objectives. (c) Compared to
Behavior-Clone, MOAC achieves positive improvements
in all objectives except “Forward,” while other baselines
exhibit degraded performance in several objectives. TSCAC
has negative improvements on “Follow”, “Comment”, and
“Forward”; PDPG has negative improvements on “Like”,
“Comment”, and “Forward”.

2-e) Ablation Studies: To show how MOAC performs on
dynamically deciding a common gradient descent direc-
tion, we test another baseline with fixed weights that are
initialized by MOAC in the first iteration. The results in Ta-
ble 1 shows that MOAC outperforms the baseline in all the
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objectives except Dislike. This comparison indicates a sig-
nificant performance improvement from the incorporation
of momentum-based SMGD.

6. Conclusion and Future Work
In this paper, we investigated multi-objective reinforcement
learning (MORL) problem by proposing the first MGDA-
based actor-critic algorithm called MOAC, which enjoys
provable Pareto-stationary convergence and sample com-
plexity guarantees. Future directions include a generalized
model with linear reward signal or nonlinear value function
approximation, multi-agent multi-objective reinforcement
learning, and decentralized MORL.

Broader Impact
Real world applications of our actor-critic framework are
broad among various fields. One typical example is the
recommendation system, where our framework provides an
architecture with theoretical guarantee. More applications
include automatic driving, robotics, dynamic pricing, etc.
In industry, related methods on MORL have been proposed
and applied with different focuses in the last few decades,
while our work focuses more on theoretical analysis. There
can be potential societal consequences of our work, but none
we feel must be specifically highlighted here.

References
Abels, A., Roijers, D., Lenaerts, T., Nowé, A., and Steck-
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Appendix
In this paper, we use ∥ · ∥2, | · |1, ∥ · ∥∞, ∥ · ∥F to denote ℓ2, ℓ1, ℓ∞, and Frobenius norms respectively, and ∥ · ∥TV for total
variance norm. ⟨·, ·⟩ denotes the inner product. Superscript i in quantity x, i.e. xi, denotes the x quantity correspond to
objective i ∈ [M ]. λ(·) and σ(·) denote the eigenvalues and singular values of the corresponding matrix respectively. All
vectors are assumed to be column vector, unless specified. (·)⊤ is the transpose of an matrix or vector. We use 1 to denote
all-1 vector with an appropriate dimension.

A. Experimental Setup and Complementary Results
A.1. Synthetic Data

MOMDP Environment. We conduct synthetic simulations on two environments, described as follows:

Figure 2. Environment: Re-
source Gathering

Environment resource-gathering-v0 (Barrett & Narayanan, 2008):
• State space: 0 (x coordinate of agent), 1 (y coordinate of agent), 2 (flag: gold collected),
3 (flag: diamond collected)

• Action space: 0 (up), 1 (down), 2 (left), 3 (right)
• Reward space: obj 1: −1 (killed by enemy), obj 2: +1 (return home with gold), obj 3:
+1 (return home with diamond)

• Starting state: The agent starts at the home position with no gold or diamond.
• Episode termination: When the agent returns home, or when the agent is killed by an

enemy.

The FishWood environment is a simple MORL problem in which the agent controls a fisherman
which can either fish or go collect wood. In this environment, fishing and collect wood are two
conflicting objectives.

Figure 3. Environment:
FishWood

Environment fishwood-v0 (Roijers et al., 2018):
• State space: 0 (fishing), 1 (in the woods)
• Action space: 0 (go fishing), 1 (go collect wood)
• Reward space: obj 1: +1 (if agent is in the woods, with woodproba probability),

obj 2: +1 (if the agent is fishing, with fishproba probability)
• Starting state: Agent starts in the woods
• Episode termination: The episode ends after MAX TS= 200 steps

Simulation results and Observations.
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Figure 4. Resource Gathering environment. Average rewards of three objectives with momentum
ηt = t−2 (left), and squared ℓ2-norm of policy gradients (right).

Fig. 4 shows the average rewards of three objectives and corresponding policy gradient in
Resource Gathering environment, we can observe that objective 2 and 3 are performing steady and objective 1 is optimized,
with a converging policy gradient in the right hand side figure.
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Figure 5. FishWood environment. Discounted rewards of two conflicting objectives with momen-
tum ηt = t−1 (left), and squared ℓ2-norm of policy gradients (right).

Fig. 5 shows the discounted rewards of two objectives and corresponding policy gradient in FishWood environment, the
result shows that two discounted rewards are performing steady with a converging policy gradient. This is resulted from the
fact that two objectives are conflicting, and optimizing any one will sacrifice the other.

A.2. Real-World Data

Environment and Setup. In the dataset, logs provided by the same user are concatenated to form a trajectory in one episode,
and a batch of tuple {st, at, rt, st+1} are sampled at each iteration. For all the methods, we leverage ADAM to optimize the
parameters. We only experiment on discounted total reward for fair comparison. For our method, we set the momentum
coefficient of gradient weight by ηt = 1/t (without pre-specifying values, the gradient weights are initialized by the solution
to a QP problem regarding the average gradients of the first batch of samples), and set the same gradient weight initialization
for all the other methods.

Evaluation Metric. Specifically, NCIS score is defined as follows:

N(π) =

∑
s,a∈D w(s, a)r(s, a)∑

s,a∈D w(s, a)
, w(s, a) = min

{
C,

π(a | s)
πβ(a | s)

}
,

where D is the dataset, C is a positive constant, and πβ is a behavior policy.

B. Supporting Lemmas
Lemma 7. Given a policy πθ, for any objective i ∈ [M ], the TD fixed point for average reward setting wi,∗

θ is uniformly
bounded, specifically, there exists constant Rw = 4rmax/λA > 0 such that

∥wi,∗
θ ∥ ≤ Rw, ∀i ∈ [M ].

Proof.
∥wi,∗

θ ∥2 = ∥ −A−1
πθ

bi
πθ
∥2

= ∥ − Es∼dθ(s),s′∼P (·|s)[(ϕ(s
′)− ϕ(s))ϕT (s)]−1 · Es∼dθ,a∼πθ

[
ϕ(s)

(
ri(s, a)− J i(θ)

)]
∥2

≤ ∥ − Es∼dθ(s),s′∼P (·|s)[(ϕ(s
′)− ϕ(s))ϕT (s)]−1∥2 · ∥Es∼dθ,a∼πθ

[
ϕ(s)

(
ri(s, a)− J i(θ)

)]
∥2

(i)
=

∥Es∼dθ,a∼πθ

[
ϕ(s)

(
ri(s, a)− J i(θ)

)]
∥2

σmin

(
∥ − Es∼dθ(s),s′∼P (·|s)[(ϕ(s′)− ϕ(s))ϕT (s)]∥2

)
(ii)
≤

2∥Es∼dθ,a∼πθ

[
ϕ(s)

(
ri(s, a)− J i(θ)

)]
∥2

λA

(
−Aπθ

−A⊤
πθ

)
≤

2 · Es∼dθ,a∼πθ

[
∥ϕ(s)∥2 ·

(
|ri(s, a)|+ |J i(θ)|

)]
λA

=
4rmax

λA
,
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where (i) follows from the fact ∥A−1∥ = 1/σmin(A), and (ii) follows from Bhatia (2013) (Proposition III 5.1).

Lemma 8. Given a policy πθ that maximizes discounted reward, for any objective i ∈ [M ], the optimal value function
approximation parameter wi,∗

θ is uniformly bounded, specifically, there exists constant Rw = 2rmax/λA > 0 such that

∥wi,∗
θ ∥ ≤ Rw, ∀i ∈ [M ].

Proof.
∥wi,∗

θ ∥2 = ∥ −A−1
πθ

bi
πθ
∥2

= ∥ − Es∼dθ(s),s′∼P (·|s)
[
(γϕ(s′)− ϕ(s))ϕT (s)

]−1 · Es∼dθ,a∼πθ

[
ri(s, a)ϕ(s)

]
∥2

≤ ∥ − Es∼dθ(s),s′∼P (·|s)
[
(γϕ(s′)− ϕ(s))ϕT (s)

]−1 ∥2 · ∥Es∼dθ,a∼πθ

[
ri(s, a)ϕ(s)

]
∥2

=
∥Es∼dθ,a∼πθ

[
ri(s, a)ϕ(s)

]
∥2

∥ − Es∼dθ(s),s′∼P (·|s) [(γϕ(s′)− ϕ(s))ϕT (s)] ∥2

≤
2∥Es∼dθ,a∼πθ

[
ri(s, a)ϕ(s)

]
∥2

λA

(
−Aπθ

−A⊤
πθ

)
≤

2 · Es∼dθ,a∼πθ

[
∥ϕ(s)∥2 · |ri(s, a)|

]
λA

=
2rmax

λA
.

Lemma 9. (Hairi et al. (2022) Lemma 2) Let νθ denote the stationary distribution of the state-action pairs given policy πθ ,
there exists constants κ > 0 and ρ ∈ (0, 1) such that

sup
s∈S
∥P (st, at | s0 = s)− νθ∥TV ≤ κρt.

Lemma 10. (Hairi et al. (2022) Lemma 3) Suppose Assumption 2 holds. Given a policy πθ , we have the following:

(−wi,∗
θ )⊤Aπθ

(−wi,∗
θ ) ≤ −λ′

Aπθ
∥wi,∗

θ ∥
2
2.

Lemma 11. (Xu et al. (2020) Theorem 4) For any i ∈ [M ], consider mini-batched linear stochastic approximation on
Aπθ

, b′i
θ (discounted setting), and bi

θ (average setting), let CA > ∥Aπθ
∥F and Cb denote the upper bound for ∥bi

θ∥2 and

∥b′i
θ∥2, then by setting β ≤ min{ λA

8C2
A
, 4
λA
} and D ≥

(
2
λA

+ 2β
)

192C2
A[1+ρ(κ−1)]
(1−ρ)λA

and we have

E
[
∥wi

N −wi,∗
θ ∥

2
2

]
≤

(
1−

βλA

8

)N

· ∥wi
0 −wi,∗

θ ∥
2
2 +

(
2

λA
+ 2β

)
192

(
C2

AR2
w + C2

b

)
[1 + ρ(κ− 1)]

(1− ρ)λAD
.

Further, setting N ≥ 8
βλA

log
(
2∥wi

0 −wi,∗
θ ∥22/ϵ

)
and D ≥

(
2
λA

+ 2β
)

192(C2
AR2

w+C2
b)[1+ρ(κ−1)]

ϵ(1−ρ)λA
, we have E

[
∥wi

N −
wi,∗
θ ∥22

]
≤ ϵ with total sample complexity ND = O

(
ϵ−1 log (ϵ−1)

)
.

C. Proof of Theorem 3
Proof. The results of Theorem 3 follows directly from Lemma 11, by setting Aπθ

:= Es∼dθ(s),s′∼P (·|s)[(ϕ(s
′) −

ϕ(s))ϕ⊤(s)] and bi
θ := Es∼dθ,a∼πθ

[(
ri(s, a)− J i(θ)

)
ϕ(s)

]
, ∀i ∈ [M ] for the average reward setting, and by setting

Aπθ
:= Es∼dθ(s),s′∼P (·|s)

[
(γϕ(s′)− ϕ(s))ϕT (s)

]
and b′i

θ := Es∼dθ,a∼πθ

[
ri(s, a)ϕ(s)

]
, ∀i ∈ [M ] for the discounted

reward setting.

For clarity, we present Theorem 3 with some terms simplified as constants, where C1 = ∥wi
0 −wi,∗

θ ∥22, C2 = [1 + (κ−
1)ρ]/(1− ρ), and C3 = 192

(
C2

AR2
w + C2

b

)
.
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D. Proof of Theorem 5
For any given θ, we denote the gradient matrix to be

∇θJ(θ) =
[
∇θJ1(θ) ∇θJ2(θ) · · · ∇θJM (θ)

]
∈ Rd1×M .

Proof. We first present the proof in average reward setting, then we show how to obtain the results in discounted reward
setting. Given θ ∈ Rd1 , w ∈ Rd2 , t ≥ 0 and i ∈ [M ], by Lipschitzness in Assumption 3, we have

J i(θt+1) ≥ J i(θt) +
〈
∇θJ i(θt),θt+1 − θt

〉
−

LJ

2
∥θt+1 − θt∥2 (12)

Note that J i(θ) is an expected value taken, where the expectation is taken over steady-state distribution induced by policy πθ .
We use λ∗

t to denote the QP solution for using {∇θJ i(θt)}i∈[M ], which again is a set of expected vectors. In comparison,
λt is the QP solution with momentum for using {gi

t}i∈[M ] as in Algorithm 2.

Taking λt weighted summation over Eq. (12), we have

λ⊤
t J(θt+1) ≥ λ⊤

t J(θt) + ⟨∇θJ(θt)λt,θt+1 − θt⟩ −
LJ

2
∥θt+1 − θt∥22

= λ⊤
t J(θt) + α

〈
∇θJ(θt)λt,

M∑
j=1

λj
t · g

j
t

〉
−

α2LJ

2
∥gt∥22

= λ⊤
t J(θt) + α

〈
∇θJ(θt)λt,

M∑
j=1

λj
t ·
(
gj
t −∇θJj(θt) +∇θJj(θt)

)〉
−

α2LJ

2
∥gt∥22

= λ⊤
t J(θt) + α

〈
∇θJ(θt)λt,

M∑
j=1

λj
t∇θJj(θt)

〉

+ α

〈
∇θJ(θt)λt,

M∑
j=1

λj
t ·
(
gj
t −∇θJj(θt)

)〉
−

α2LJ

2
∥gt∥22

= λ⊤
t J(θt) + α ∥∇θJ(θt)λt∥22 + α

〈
∇θJ(θt)λt,

M∑
j=1

λj
t ·
(
gj
t −∇θJj(θt)

)〉
−

α2LJ

2
∥gt∥22

(i)
≥ λ⊤

t J(θt) +
α

2
∥∇θJ(θt)λt∥22 −

α

2

∥∥∥∥∥∥
M∑
j=1

λj
t ·
(
∇θJj(θt)− gj

t

)∥∥∥∥∥∥
2

2

−
α2LJ

2
∥gt∥22

= λ⊤
t J(θt) +

α

2
∥∇θJ(θt)λt∥22 −

α

2

∥∥∥∥∥∥
M∑
j=1

λj
t ·
(
∇θJj(θt)− gj

t

)∥∥∥∥∥∥
2

2

−
α2LJ

2

∥∥∥∥∥∥
M∑
j=1

λj
t ·
(
gj
t −∇θJj(θt) +∇θJj(θt)

)∥∥∥∥∥∥
2

2

(ii)
≥ λ⊤

t J(θt) +

(
α

2
− α2LJ

)
∥∇θJ(θt)λt∥22 −

(
α

2
+ α2LJ

)∥∥∥∥∥∥
M∑
j=1

λj
t ·
(
∇θJj(θt)− gj

t

)∥∥∥∥∥∥
2

2

, (13)

where inequality (i) follows because

〈
∇θJ(θt)λt,

M∑
j=1

λj
t ·
(
gj
t −∇θJj(θt)

)〉
≥ −

1

2
∥∇θJ(θt)λt∥22 −

1

2

∥∥∥∥∥∥
M∑
j=1

λj
t ·
(
∇θJj(θt)− gj

t

)∥∥∥∥∥∥
2

2

,

15



Finite-Time Convergence and Sample Complexity of Actor-Critic Multi-Objective Reinforcement Learning

and inequality (ii) follows because∥∥∥∥∥∥
M∑
j=1

λj
t ·
(
gj
t −∇θJj(θt) +∇θJj(θt)

)∥∥∥∥∥∥
2

2

≤ 2 ∥∇θJ(θt)λt∥22 + 2

∥∥∥∥∥∥
M∑
j=1

λj
t ·
(
∇θJj(θt)− gj

t

)∥∥∥∥∥∥
2

2

.

Taking expectation on both sides of Eq. (13) and conditioning on Ft, we have

E
[
∥∇θJ(θt)λt∥22 | Ft

]
≤

2
(
E
[
λ⊤
t J(θt+1)|Ft

]
− λ⊤

t J(θt)
)

α− 2α2LJ
+

α+ 2α2LJ

α− 2α2LJ
E


∥∥∥∥∥∥

M∑
j=1

λj
t

(
∇θJj(θt)− gj

t

)∥∥∥∥∥∥
2

2

∣∣∣∣Ft

 .

By the definitions of λ∗
t and λt, for any time t, we have

E
[
∥∇θJ(θt)λ∗

t ∥
2
2 | Ft

]
≤ E

[
∥∇θJ(θt)λt∥22 | Ft

]
.

Thus

E
[
∥∇θJ(θt)λ∗

t ∥
2
2 | Ft

]
≤

2
(
E
[
λ⊤
t J(θt+1)|Ft

]
− λ⊤

t J(θt)
)

α− 2α2LJ
+

α+ 2α2LJ

α− 2α2LJ
E


∥∥∥∥∥∥

M∑
j=1

λj
t

(
∇θJj(θt)− gj

t

)∥∥∥∥∥∥
2

2

∣∣∣∣Ft

 .

(14)

D.1. For the 2nd Term on RHS of Eq. (14)

Define a notation: ∆j
θt,w∗

t
= Edθ

[
EPθ

[
δjt,l(w

j,∗
t ) | (at,l, st,l)

]
·ψθt,l

]
. We first bound the last term on the right hand side

of Eq. (14) as follows:

E


∥∥∥∥∥∥

M∑
j=1

λj
t

(
∇θJj(θt)− gj

t

)∥∥∥∥∥∥
2

2

∣∣∣∣Ft


≤ E


 M∑

j=1

λj
t

∥∥∥∇θJj(θt)− gj
t

∥∥∥
2

2 ∣∣∣∣Ft


≤ E


 M∑

j=1

λj
t

(∥∥∥∇θJj(θt)−∆j
θt,w∗

t

∥∥∥
2
+
∥∥∥∆j

θt,w∗
t
− gj

θ∗
t

∥∥∥
2
+
∥∥∥gj
θ∗
t
− gj

t

∥∥∥
2

)2 ∣∣∣∣Ft


≤ 3E


 M∑

j=1

λj
t

∥∥∥∇θJj(θt)−∆j
θt,w∗

t

∥∥∥
2

2 ∣∣∣∣Ft

+ 3E


 M∑

j=1

λj
t

∥∥∥gj
θ∗
t
− gj

t

∥∥∥
2

2 ∣∣∣∣Ft


+ 3E


 M∑

j=1

λj
t ·
∥∥∥∆j

θt,w∗
t
− gj

θ∗
t

∥∥∥
2

2 ∣∣∣∣Ft

 , (15)

where∥∥∥∇θJj(θt)−∆j
θt,w∗

t

∥∥∥2
2
=
∥∥∥Edθ

[
EPθ

[
δjt,l | (at,l, st,l)

]
·ψθt,l

]
− Edθ

[
EPθ

[
δjt,l(w

j,∗
t ) | (at,l, st,l)

]
·ψθt,l

]∥∥∥2
2

=
∥∥∥Edθ

[(
EPθ

[
δjt,l | (at,l, st,l)

]
− EPθ

[
δjt,l(w

j,∗
t ) | (at,l, st,l)

])
·ψθt,l

]∥∥∥2
2

≤ Edθ

[∥∥∥(EPθ

[
δjt,l | (at,l, st,l)

]
− EPθ

[
δjt,l(w

j,∗
t ) | (at,l, st,l)

])
·ψθt,l

∥∥∥2
2

]
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≤ Edθ

[∣∣∣EPθ

[
δjt,l | (at,l, st,l)

]
− EPθ

[
δjt,l(w

j,∗
t ) | (at,l, st,l)

]∣∣∣2]
= Edθ

[∣∣∣E [V j
θ (st,l+1)− V j

θ (st,l+1;w
j,∗
t ) | (at,l, st,l)

]
+ V j

θ (st,l)− V j
θ (st,l;w

j,∗
t )
∣∣∣2]

≤ 4ζapprox.

We note that δjt,l denotes the TD error for objective j ∈ [M ] using the ground truth value functions. We also remark that the
above inequality holds for all j ∈ [M ]. As a result, for the first term on the RHS of Eq. (15), we have

E


 M∑

j=1

λj
t

∥∥∥∇θJj(θt)−∆j
θt,w∗

t

∥∥∥
2

2 ∣∣∣∣Ft

 ≤ E


 M∑

j=1

λj
t2
√
ζapprox

2 ∣∣∣∣Ft

 = 4ζapprox

Furthermore, we have ∥∥∥gj
θ∗
t
− gj

t

∥∥∥
2
=

∥∥∥∥∥ 1

B

B−1∑
l=0

(
δjt,l(w

j
t )− δjt,l(w

j,∗
t )
)
·ψθt,l

∥∥∥∥∥
2

=

∥∥∥∥∥ 1

B

B−1∑
l=0

(ϕ(st,l+1)− ϕ(st,l))⊤
(
wj

t −wj,∗
t

)
·ψθt,l

∥∥∥∥∥
2

≤

∥∥∥∥∥ 1

B

B−1∑
l=0

(ϕ(st,l+1)− ϕ(st,l))⊤
(
wj

t −wj,∗
t

)∥∥∥∥∥
2

≤ max
l∈{0,...,B−1}

∥∥∥(ϕ(st,l+1)− ϕ(st,l))⊤
(
wj

t −wj,∗
t

)∥∥∥
2

≤ 2 ·
∥∥∥wj

t −wj,∗
t

∥∥∥
2
.

As a result, for the second term on the RHS of Eq. (15), we have

E


 M∑

j=1

λj
t

∥∥∥gj
θ∗
t
− gj

t

∥∥∥
2

2 ∣∣∣∣Ft

 ≤ E


 M∑

j=1

λj
t2
∥∥∥wj

t −wj,∗
t

∥∥∥
2

2 ∣∣∣∣Ft

 ≤ 4 max
i∈[M ]

E
[∥∥∥wi

t −wi,∗
t

∥∥∥2
2

∣∣∣∣Ft

]
. (16)

Similarly, for the last term in Eq. (15), we have

E
[( M∑

j=1

λj
t ·
∥∥∥∆j

θt,w∗
t
− gj

θ∗
t

∥∥∥
2

)2∣∣∣∣Ft

]
≤ max

i∈[M ]
E
[( M∑

j=1

λj
t ·
∥∥∥∆i

θt,w∗
t
− gi

θ∗
t

∥∥∥
2

)2∣∣∣∣Ft

]
= max

i∈[M ]
E
[∥∥∥∆i

θt,w∗
t
− gi

θ∗
t

∥∥∥2
2

∣∣∣∣Ft

]
.

In addition, for any j ∈ [M ], we have

E
[∥∥∥∆j

θt,w∗
t
− gj

θ∗
t

∥∥∥2
2

∣∣∣∣Ft

]

= E

∥∥∥∥∥ 1

B

B−1∑
l=0

δjt,l(w
j,∗
t ) ·ψθt,l −∆j

θt,w∗
t

∥∥∥∥∥
2

2

∣∣∣∣Ft


= E

[〈
1

B

B−1∑
l1=0

δjt,l1(w
j,∗
t ) ·ψθt,l1 −∆j

θt,w∗
t
,
1

B

B−1∑
l2=0

δjt,l2(w
j,∗
t ) ·ψθt,l2 −∆j

θt,w∗
t

〉∣∣∣∣Ft

]

= E

 1

B2

B−1∑
l=0

∥∥∥δjt,l(wj,∗
t )ψθt,l −∆j

θt,w∗
t

∥∥∥2
2
+

1

B2

∑
l1 ̸=l2

〈
δjt,l1(w

j,∗
t ) ·ψθt,l1 −∆j

θt,w∗
t
, δjt,l2(w

j,∗
t ) ·ψθt,l2 −∆j

θt,w∗
t

〉 ∣∣∣∣Ft


17
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(i)
≤

16

B
(rmax +Rw)

2
+

1

B2

∑
l1 ̸=l2

E
[〈

δjt,l1(w
j,∗
t ) ·ψθt,l1 −∆j

θt,w∗
t
, δjt,l2(w

j,∗
t ) ·ψθt,l2 −∆j

θt,w∗
t

〉 ∣∣∣∣Ft

]

=
16

B
(rmax +Rw)2 +

2

B2

∑
l1<l2

E
[〈

δjt,l1(w
j,∗
t ) ·ψθt,l1 −∆j

θt,w∗
t
, δjt,l2(w

j,∗
t ) ·ψθt,l2 −∆j

θt,w∗
t

〉 ∣∣∣∣Ft

]

=
16

B
(rmax +Rw)2 +

2

B2

∑
l1<l2

E
[〈

δjt,l1(w
j,∗
t ) ·ψθt,l1 −∆j

θt,w∗
t
,E
[
δjt,l2(w

j,∗
t ) ·ψθt,l2

∣∣Ft,l1

]
−∆j

θt,w∗
t

〉 ∣∣∣∣Ft

]

≤
16

B
(rmax +Rw)2 +

2

B2

∑
l1<l2

E
[∥∥∥δjt,l1(wj,∗

t ) ·ψθt,l1 −∆j
θt,w∗

t

∥∥∥
2
·
∥∥∥E [δjt,l2(wj,∗

t ) ·ψθt,l2
∣∣Ft,l1

]
−∆j

θt,w∗
t

∥∥∥
2

∣∣∣∣Ft

]

≤
16

B
(rmax +Rw)2 +

2

B2

∑
l1<l2

4 (rmax +Rw)E
[∥∥∥E [δjt,l2(wj,∗

t ) ·ψθt,l2
∣∣Ft,l1

]
−∆j

θt,w∗
t

∥∥∥
2

∣∣∣∣Ft

]
(ii)
≤

16

B
(rmax +Rw)2 +

2

B2

∑
l1<l2

16(rmax +Rw)2κρl2−l1 ,

where (i) follows from the facts that

|δjt,l(w
j,∗
t )| = |rjt,l+1 − µj

t,l + ϕ(st,l+1)
⊤wj

t − ϕ(st,l)⊤w
j
t |1

≤ |rjt,l+1|+ |µ
j
t,l|+ ∥ϕ(st,l+1)− ϕ(st,l)∥2 · ∥wj

t∥2
≤ 2rmax + 2Rw,

thus, ∥δjt,l(w
j,∗
t )ψθt,l∥2 ≤ 2rmax + 2Rw, and ∆j

θt,w∗
t
= Edθ

[
EPθ

[
δjt,l(w

j,∗
t ) | (at,l, st,l)

]
·ψθt,l

]
≤ 2rmax + 2Rw, and

(ii) follows from ∥∥∥E [δjt,l2(wj,∗
t ) ·ψθt,l2

∣∣Ft,l1

]
−∆j

θt,w∗
t

∥∥∥
2

=
∥∥∥E [δjt,l2(wj,∗

t ) ·ψθt,l2
∣∣Ft,l1

]
− Edθ

[
EPθ

[
δjt,l(w

j,∗
t ) | (st,l, at,l)

]
·ψθt,l

]∥∥∥
2

=

∥∥∥∥ ∑
(st,l2 ,at,l2

)

EPθ

[
δjt,l2(w

j,∗
t ) | (st,l2 , at,l2)

]
·ψθt,l · P (st,l2 , at,l2 | Ft,l1)

−
∑

(st,l,at,l)

EPθ

[
δjt,l(w

j,∗
t ) | (st,l, at,l)

]
·ψθt,l · νθt(st,l, at,l)

∥∥∥∥
2

≤
∑

(st,l,at,l)

∥∥∥EPθ

[
δjt,l(w

j,∗
t ) | (st,l, at,l)

]
·ψθt,l

∥∥∥
2
·
∣∣P l2−l1(st,l, at,l | Ft,l1)− νθt(st,l, at,l)

∣∣
(i)
≤ 4(rmax +Rw) ·

∥∥P l2−l1(s, a | Ft,l1)− νθt(s, a)
∥∥
TV

≤ 4(rmax +Rw)κρl2−l1 ,

where (i) follows from Lemma 9.

Therefore, for the last term in Eq. (15), we have

E


 M∑

j=1

λj
t ·
∥∥∥∆j

θt,w∗
t
− gj

θ∗
t

∥∥∥
2

2 ∣∣∣∣Ft

 ≤ 16

B
(rmax +Rw)2 +

32

B2

∑
l1<l2

(rmax +Rw)2κρl2−l1

≤
16

B
(rmax +Rw)2 +

32

B2
(rmax +Rw)2

2κρB

1− ρ

=
16(rmax +Rw)2(1− ρ+ 4κρ)

(1− ρ)B
. (17)
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Substituting Eqs. (16), (16), (17) into Eq. (15) yields the expected gradient bias as follows

E


∥∥∥∥∥∥

M∑
j=1

λj
t

(
∇θJj(θt)− gj

t

)∥∥∥∥∥∥
2

2

∣∣∣∣Ft


≤ 12ζapprox + 12E

[∥∥∥wi
t − wi,∗

t

∥∥∥2
2

∣∣∣∣Ft

]
+

48(rmax +Rw)2(1− ρ+ 4κρ)

(1− ρ)B
. (18)

Substituting Eq. (18) into Eq. (14), letting α =
1

3LJ
, and taking expectation of Ft yields

E
[
∥∇θJ(θt)λ∗

t ∥
2
2

]
≤ 18LJ

(
E
[
λ⊤
t J(θt+1)

]
− λ⊤

t J(θt)
)
+ 12ζapprox + 12 max

j∈[M ]
E
[∥∥∥wj

t −wj,∗
t

∥∥∥2
2

]
+

48(rmax +Rw)2(1− ρ+ 4κρ)

(1− ρ)B
. (19)

D.2. For the 1st Term on RHS of Eq. (14)

Let T̂ denote a random variable that takes value uniformly random among {1, . . . , T}, then taking average of Eq. (19) over
T and we have

E
[∥∥∇θJ(θT̂ )λ∗

T̂

∥∥2
2

]
=

1

T

T∑
t=1

E
[
∥∇θJ(θt)λ∗

t ∥
2
2

]
≤

18LJ

T

T∑
t=1

(
E
[
λ⊤
t J(θt+1)

]
− λ⊤

t J(θt)
)
+

12

T

T∑
t=1

max
j∈[M ]

E
[∥∥∥wj

t −wj,∗
t

∥∥∥2
2

]

+
48(rmax +Rw)2(1− ρ+ 4κρ)

(1− ρ)B
+ 12ζapprox.

Specifically,

T∑
t=1

(
E
[
λ⊤
t J(θt+1)

]
− λ⊤

t J(θt)
)
= E

[
T−1∑
t=1

(−λt+1 + λt)
⊤J(θt+1)− λ⊤

1 J(θ1) + λ
⊤
T J(θT+1)

]
(i)
≤ E

[
T−1∑
t=1

|λt+1 − λt|1∥J(θt+1)∥∞ + ∥λT ∥1∥J(θT+1)∥∞

]

≤ rmax + rmax

T∑
t=1

E [|λt+1 − λt|1]

= rmax

(
1 +

T∑
t=1

ηt · E
[
|λ̂∗

t+1 − λt|1
])

≤ rmax

(
1 +

T∑
t=1

2ηt

)
,

where (i) follows from Hölder’s Inequality since 1/1 + 1/∞ = 1. This facilitates the analysis to be M -independent in the
telescoping process. Then, we have

E
[∥∥∇θJ(θT̂ )λT̂

∥∥2
2

]
≤

18LJrmax

T

(
1 +

T∑
t=1

2ηt

)
+

12

T

T∑
t=1

max
j∈[M ]

E
[∥∥∥wj

t −wj,∗
t

∥∥∥2
2

]

+
48(rmax +Rw)2(1− ρ+ 4κρ)

(1− ρ)B
+ 12ζapprox.
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D.3. Final Result for Average Reward Setting

Recalling that α =
1

3LJ
and by letting T ≥

18LJrmax

ϵ
·max{1,

∑T
t=1 2ηt}, E

[∥∥∥wj
t −wj,∗

t

∥∥∥2
2

]
≤

ϵ

12
for any objective

j ∈ [M ], and B ≥
48(rmax +Rw)2(1− ρ+ 4κρ)

ϵ
yields

E
[∥∥λ⊤

T̂
∇θJ(θT̂ )

∥∥2
2

]
≤ ϵ+ 60ζapprox,

with a total sample complexity given by

(B +ND)T = O

((
1

ϵ
+

1

ϵ
log

1

ϵ

)
1

ϵ

)
= O

(
1

ϵ2
log

1

ϵ

)
.

D.4. Final Result for Discounted Reward Setting

Similar to the proof in average reward setting, we have

E
[
∥∇θJ(θt)λ∗

t ∥
2
2 | Ft

]
≤

2
(
E
[
λ⊤
t J(θt+1)|Ft

]
− λ⊤

t J(θt)
)

α− 2α2LJ
+

α+ 2α2LJ

α− 2α2LJ
E


∥∥∥∥∥∥

M∑
j=1

λj
t

(
∇θJj(θt)− gj

t

)∥∥∥∥∥∥
2

2

∣∣∣∣Ft

 ,

(20)
where the last term on the right hand side is bounded by

E


∥∥∥∥∥∥

M∑
j=1

λj
t

(
∇θJj(θt)− gj

t

)∥∥∥∥∥∥
2

2

∣∣∣∣Ft


≤ 3E


 M∑

j=1

λj
t

∥∥∥∇θJj(θt)−∆j
θt,w∗

t

∥∥∥
2

2 ∣∣∣∣Ft


+ 3E


 M∑

j=1

λj
t

∥∥∥gj
θ∗
t
− gj

t

∥∥∥
2

2 ∣∣∣∣Ft

+ 3E


 M∑

j=1

λj
t ·
∥∥∥∆j

θt,w∗
t
− gj

θ∗
t

∥∥∥
2

2 ∣∣∣∣Ft

 . (21)

Considering the discounted factor γ, we have∥∥∥∇θJj(θt)−∆j
θt,w∗

t

∥∥∥
2
≤ 2
√
ζapprox, (22)

and ∥∥∥gj
θ∗
t
− gj

t

∥∥∥
2
≤ 2 ·

∥∥∥wj
t −wj,∗

t

∥∥∥
2
. (23)

For the last term in Eq. (21), we have

E


∣∣∣∣∣∣
M∑
j=1

λj
t ·
∥∥∥∆j

θt,w∗
t
− gj

θ∗
t

∥∥∥
2

∣∣∣∣∣∣
2 ∣∣∣∣Ft

 ≤ 4(rmax + 2Rw)2(1− ρ+ 4κρ)

(1− ρ)B
, (24)

since the facts

|δjt,l(w
j,∗
t )| = |rjt,l+1 + γϕ(st,l+1)

⊤wj
t − ϕ(st,l)⊤w

j
t |1

≤ |rjt,l+1|+ ∥γϕ(st,l+1)− ϕ(st,l)∥2 · ∥wj
t∥2

≤ rmax + 2Rw,
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thus, ∥δjt,l(w
j,∗
t )ψθt,l∥2 ≤ rmax + 2Rw, and ∆j

θt,w∗
t
= Edθ

[
EPθ

[
δjt,l(w

j,∗
t ) | (at,l, st,l)

]
·ψθt,l

]
≤ rmax + 2Rw.

Substituting Eqs. (22), (23), (24) into Eq. (21), we have

E


∥∥∥∥∥∥

M∑
j=1

λj
t

(
∇θJj(θt)− gj

t

)∥∥∥∥∥∥
2

2

∣∣∣∣Ft

 ≤ 12ζapprox+12 max
j∈[M ]

E
[∥∥∥wj

t −wj,∗
t

∥∥∥2
2

∣∣∣∣Ft

]
+
12(rmax + 2Rw)2(1− ρ+ 4κρ)

(1− ρ)B
.

(25)

Substituting Eq. (25) into Eq. (20), letting α =
1

3LJ
, taking expectation of Ft, and taking average of Eq. (20) over T yields

E
[∥∥∇θJ(θT̂ )λ∗

T̂

∥∥2
2

]
=

1

T

T∑
t=1

E
[
∥∇θJ(θt)λ∗

t ∥
2
2

]
≤

18LJ

T

T∑
t=1

(
E
[
λ⊤
t J(θt+1)

]
− λ⊤

t J(θt)
)
+

12

T

T∑
t=1

max
j∈[M ]

E
[∥∥∥wj

t −wj,∗
t

∥∥∥2
2

]

+
4(rmax + 2Rw)2(1− ρ+ 4κρ)

(1− ρ)B
+ 12ζapprox,

where

T∑
t=1

(
E
[
λ⊤
t J(θt+1)

]
− λ⊤

t J(θt)
)
= E

[
T−1∑
t=1

(−λt+1 + λt)
⊤J(θt+1)− λ⊤

1 J(θ1) + λ
⊤
T J(θT+1)

]

≤ E

[
T−1∑
t=1

|λt+1 − λt|1∥J(θt+1)∥∞ + |λT |1∥J(θT+1)∥∞

]

≤
T−1∑
t=1

[
ηtE

[
|λt − λ̂t|1

] rmax

1− ∥γ∥∞

]
+

rmax

1− ∥γ∥∞

≤
rmax

1− ∥γ∥∞
(1 +

T∑
t=1

2ηt).

Then, we have

E
[∥∥∇θJ(θT̂ )λT̂

∥∥2
2

]
≤

18LJrmax

T (1− ∥γ∥∞)
(1 + 2

T∑
t=1

ηt) +
12

T

T∑
t=1

max
j∈[M ]

E
[∥∥∥wj

t −wj,∗
t

∥∥∥2
2

]

+
12(rmax + 2Rw)2(1− ρ+ 4κρ)

(1− ρ)B
+ 12ζapprox.

By letting T ≥
18LJrmax

ϵ(1− ∥γ∥∞)
· max{1,

∑T
t=1 2ηt}, E

[∥∥∥wj
t −wj,∗

t

∥∥∥2
2

]
≤

ϵ

12
for any objective j ∈ [M ], and B ≥

12(rmax + 2Rw)2(1− ρ+ 4κρ)

ϵ
yields

E
[∥∥λ⊤

T̂
∇θJ(θT̂ )

∥∥2
2

]
≤ ϵ+ 12ζapprox,

with total sample complexity given by

(B +ND)T = O

((
1

ϵ
+

1

ϵ
log

1

ϵ

)
1

ϵ

)
= O

(
1

ϵ2
log

1

ϵ

)
.
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