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Abstract

Physics-guided machine learning (PGML) has become a
prevalent approach in studying scientific systems due to its
ability to integrate scientific theories for enhancing machine
learning (ML) models. However, most PGML approaches are
tailored to isolated and relatively simple tasks, which lim-
its their applicability to complex systems involving multiple
interacting processes and numerous influencing features. In
this paper, we propose a Physics-Guided Foundation Model
(PGFM) that combines pre-trained ML models and physics-
based models and leverages their complementary strengths
to improve the modeling of multiple coupled processes. To
effectively conduct pre-training, we construct a simulated en-
vironmental system that encompasses a wide range of influ-
encing features and various simulated variables generated by
physics-based models. The model is pre-trained in this sys-
tem to adaptively select important feature interactions guided
by multi-task objectives. We then fine-tune the model for each
specific task using true observations, while maintaining con-
sistency with established physical theories, such as the prin-
ciples of mass and energy conservation. We demonstrate the
effectiveness of this methodology in modeling water temper-
ature and dissolved oxygen dynamics in real-world lakes. The
proposed PGFM is also broadly applicable to a range of sci-
entific fields where physics-based models are being used.

Introduction

Physics-based models of dynamical systems are often used
to study scientific systems. For instance, scientists in aquatic
science build physics-based models to simulate different wa-
ter quality variables such as water temperature and dissolved
oxygen (DO) concentrations, which are vital for assessing
ecosystem health and water security. Similar models are also
applied in agriculture (Jia et al. 2019a), geology (Reich-
stein et al. 2019), climate science (Faghmous and Kumar
2014), and bio-medicine (Yazdani et al. 2020). Despite their
widespread use, physics-based models face limitations due
to the simplified representations of complex physical pro-
cesses and the challenges of selecting appropriate parame-
ters (Jia et al. 2019b). Additional complexity arises when
coupling these models to perform multiple tasks due to the
dependencies amongst physical processes, e.g., DO concen-
trations are highly dependent on water temperature profiles.
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With advances in data collection driven by improved sen-
sor technologies, there is a growing interest in using machine
learning (ML) to extract complex data patterns for scientific
problems (Willard et al. 2022; He et al. 2023; Wang et al.
2024; Xu et al. 2024). However, most ML approaches are
only tested for isolated and simple tasks while still being
limited in applicability to complex real-world systems with
interacting and non-stationary processes. Recently, founda-
tion models have shown great promise in tasks like vision
and natural language processing by pre-training over large
datasets (Bommasani et al. 2021; Zhou et al. 2023; Ye et al.
2024). These models also offer tremendous opportunities for
scientific modeling due to their ability to harness large and
heterogeneous data and adapt to diverse downstream tasks.

However, direct application of existing foundation models
to scientific problems often leads to serious false discoveries
due to several major challenges: . Data requirements: Ad-
vanced ML models can often outperform traditional empir-
ical models (e.g., regression), but these models require ex-
tensive training data, which is often scarce in real scientific
applications. 2. Effectiveness of pre-training: Unsupervised
pre-training has been shown to significantly boost the per-
formance of many existing foundation models and mitigate
the need for large data in downstream tasks. However, tradi-
tional pre-training tasks are not well aligned with scientific
modeling tasks and thus can be less effective. The datasets
used to pre-train existing models also have little overlap with
target scientific data. 3. Physical consistency and general-
izability: With the absence of physical knowledge, existing
foundation models can only learn statistical patterns from
available data. Although the model could perform well in
similar training data distribution, the patterns extracted by
ML models may significantly violate some established phys-
ical relationships (e.g., mass and energy conservation). Con-
sequently, these models can struggle to generalize to unseen
scenarios. 4. Learning multiple tasks: Most existing founda-
tion models for scientific problems still focus on single pre-
diction tasks (Li et al. 2024; Xie et al. 2024) while largely ig-
noring the dependencies among multiple physical variables.
This restricts their utility in complex systems characterized
by multiple tasks and numerous influencing features.

To address these challenges, in this paper, we propose
a Physics-Guided Foundation Model (PGFM) framework.
Instead of relying on complex model architecture, PGFM
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Figure 1: Heat energy and DO mass fluxes in the lake.

integrates scientific knowledge from existing physics-based
models to guide model pre-training and adaptation. Our pro-
posed PGFM is implemented and evaluated in the context of
predicting water temperature and DO concentrations in lake
systems. Both variables are key indicators of water qual-
ity and are intertwined with ecosystem phenology, influ-
enced by features such as morphometric characteristics of
lakes, weather conditions, trophic states, and watershed land
use (Read et al. 2019; Ladwig et al. 2022; Yu et al. 2024a).
Also, water temperature and DO concentrations are highly
interdependent, with temperature shifts affecting oxygen
solubility and biochemical reactions. Modeling the dynam-
ics of these water quality variables can provide important
insights for resource managers to make informed decisions
to ensure safe drinking water, preserve aquatic habitat, and
support sustainable water resource management.

Ideally, the foundation model should preserve three key
properties. First, the model should be generalizable to large
and diverse regions, e.g., predicting water quality in differ-
ent lakes, even when they are sparsely observed. Second, the
model should be able to perform multiple prediction tasks
related to the target system. Third, the model needs to cap-
ture the physical dependencies between different tasks. To
achieve these goals, the PGFM framework includes meticu-
lously designed pre-training and fine-tuning stages. In par-
ticular, the pre-training is conducted in a simulated environ-
mental system that encompasses a wide range of data fea-
tures and various simulated variables generated by physics-
based models. By using an evolution-based algorithm, the
foundation model progressively evolves to select features
and their interactions that best reflect the dynamics of multi-
ple simulated variables in the system. When fine-tuning the
foundation model to each specific object (i.e., lake) and task
(e.g., water temperature or DO concentration for a partic-
ular depth layer), we reuse the extracted features obtained
from pre-training and also enhance the training objective
with physical relationships (e.g., mass and energy conser-
vation) specific to the task. To explicitly capture the interde-
pendence between water temperature and DO concentration
in this work, we augment the input for DO modeling with
predicted lake temperatures, thereby enhancing the model’s
robustness by providing physically relevant information.

Our evaluations on a wide range of lakes in the Mid-
western USA demonstrate the capability of PGFM to ef-
fectively predict water temperature and DO concentration
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even with limited observed data. Our code is available at
https://github.com/Runlong Yu/PGFM.

Problem Formulation

The objective of this work is to predict daily water tempera-
ture profiles and DO concentrations at different depth layers
in lake systems. As illustrated in Figure 1, thermal expansion
properties of water facilitate stratification, creating a stable
vertical density gradient. This results in distinct layers. Strat-
ification inhibits vertical mixing, limiting the transfer of nu-
trients and oxygen between layers and reducing connectivity
between the lower bottom and the atmosphere, thereby cre-
ating barriers to oxygen replenishment (Read et al. 2011).
To reflect summer changes in DO concentrations, our study
focuses on stratified lakes with a vertical density difference
exceeding 0.05kg/m?® between surface and bottom layers,
average water temperatures above 4 °C, and a thermocline.

More specifically, we aim to predict water temperature for
multiple depth layers with an interval of 0.5 m. In contrast,
we analyze the DO dynamics in two distinct depth layers
of the water column: a well-mixed upper layer (epilimnion),
and a cooler, nutrient-rich but light-limited deep layer (hy-
polimnion). From fall to spring, when the water column is
typically completely mixed, our model aims to predict the
total DO concentration throughout the lake.

For each lake, we have access to its phenological features
x4, at each depth d and time-step ¢. These features span
a broad range of m diverse fields, governing the dynam-
ics of lake temperature and DO concentration, represented
as Tqr = {xj,, - ,,}. They include morphometric
and geographic details such as lake area, depth, and shape;
flux-related data like ecosystem and sedimentation fluxes;
weather factors comprising wind speed and temperature; a
range of trophic states from dystrophic to eutrophic; and di-
verse land use proportions extending from forests to wet-
lands. In addition to these input features, we observed water
temperatures and DO concentrations on certain days and in
certain depth layers. We use T} to represent the temperature
at depth d and time step ¢. During summer, we distinguish
DO concentrations in the epilimnion, denoted as DO;",
from those in the hypolimnion, denoted as DO} . The ther-
mocline, denoted by tc, determines which layer each mea-

surement pertains to: DO if the depth d < tc, and DO;>P
if d > tc. From fall to spring, the recorded observations re-
flect the total DO concentration, denoted as DO°t?!,
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Figure 2: The overall framework of PGFM.

Physics-Guided Foundation Model

In this section, we introduce the Physics-Guided Foundation
Model (PGFM) framework, as illustrated in Figure 2. The
PGFM framework consists of two primary learning stages:
(1) the pre-training stage and (2) the fine-tuning stage.

Pre-training Stage

The success of existing foundation models is contingent
upon effective pre-training overabundant representative data
samples. Conventional pre-training tasks, e.g., masked to-
ken prediction, are not well aligned with scientific modeling
tasks. This misalignment arises from the complex relation-
ships between the input feature space (e.g., environmental
conditions) and the target variable space (e.g., properties of
lake systems). This challenge is further compounded by lim-
ited and less representative data. A key innovation of this
work is pre-training in a physics-based simulated environ-
mental system. This enables the development of a robust and
generalizable model by leveraging comprehensive data that
are well-aligned with established physical principles. The
pre-training objective is to extract features and their inter-
actions that are generalizable to various downstream tasks.

In the following, we outline the simulated environmental
system used in the pre-training stage, and then discuss the
evolution-based feature selection that facilitates the learning
and adaptation of the proposed foundation model.

28550

Simulated environmental system. We first construct a
simulated environmental system. It encompasses a wide
range of data features and various simulated labels gener-
ated by physics-based models. For simulating lake temper-
atures, we employ the general lake model (GLM) (Hipsey,
Bruce et al. 2019), a widely used physics-based model that
captures various heat energy fluxes affecting water temper-
ature in lakes. These include the heating of the water sur-
face from terrestrial long-wave radiation (Rryw) and incom-
ing short-wave radiation (Rgw). The lake loses heat mainly
through the outward fluxes of back radiation (Rrwout ), Sen-
sible heat fluxes (H), and latent evaporative heat fluxes (E),
as illustrated in Fig. 1. For short-wave radiation (Rgyw) and
long-wave radiation (Rry ), a portion of the energy is re-
flected by the lake surface. For DO concentration dynam-
ics, an advanced physics-based model is adopted, as detailed
in (Ladwig et al. 2022). The model simulates several key DO
mass fluxes, including fluxes from the atmospheric exchange
(FATM) net ecosystem production (FNEP) and oxygen
consumption by sediment (F'SFP). Additionally, during the
summer, it accounts for DO entrainment fluxes from or into
the other layer driven by turbulent flow (FFNT), as depicted
in Fig. 1. Turbulent forces drive entrainment fluxes that ei-
ther shallow or deepen the thermocline, affecting the trans-
port of DO into either the epilimnion or the hypolimnion.

Evolution-based feature selection. We train the founda-
tion model to perform evolution-based feature selection in



the simulated environmental system using a heuristic algo-
rithm. This training process is conceived as an evolutionary
search, akin to how organisms strive to evolve better traits
for higher survival rates. In this analogy, we liken feature in-
teractions to genomes and foundation models to organisms,
where traits inherited via genes drive evolutionary success.

To facilitate this process, we use an embedding layer to
convert input phenological features into a series of multi-
field feature embeddings fa: = [fy, -, fi], where

5. = embed(z),). Using these embeddings, the aim
of evolution-based feature selection can be formally de-
scribed as identifying the most informative feature inter-
actions to improve the prediction of target objectives, as
H : M(f,g(f)) — {T, DO}, where g denotes the set of
operations to interact on feature pairs, and g(f) denotes the
set of interactions. The algorithm # is designed to minimize
the mean squared error loss Lyy (M) for the outputs of the
foundation model M. The smaller the loss, the better the
fitness of M, reflecting a closer alignment between the pre-
dicted labels from the foundation model and the simulated
labels from physics-based models. Here the simulated labels
could include multiple variables involved in the aquatic sys-
tems, thus the loss Ly (M) can be a multi-task objective.

To explicitly capture interactions amongst influencing
features in the system, we introduce operations as the basic
units of feature interaction. In particular, operations convert
two individual features into interactions. Reflecting the di-
versity of genetic base pairs, we extend the operation set
with four types of operations: ¢ = {@,®,H, X}, which
have been widely utilized in prior research (Khawar et al.
2020; Song et al. 2020; Liu et al. 2020a; Yu et al. 2023).
As depicted in Fig 2, these operations encompass element-
wise sum (), element-wise product (&), and more complex
forms like concatenation with a feed-forward layer (X)) and
element-wise product with a feed-forward layer (H).

Motivated by the goal of enhancing model fitness through
the preservation of beneficial genetic information, we aim
to discern and prioritize important features and their inter-
actions via a parameterized method. The idea is to introduce
a set of relevance parameters to strengthen relevant feature
interactions while diminishing or mutating those that con-
tribute less. In this context, we define relevance parameters
for features fq, and interactions §(fq.) as & = {a;|1 <
i <m}and B ={F; ;|1 <i<j < m}, respectively. Here,
G(fa:) denotes the interaction of applying any operations
from g to a pair of features. The predictive response of our
model at time step ¢ is formulated as: M (oofm7 ﬂ{](fd,t)).
Note that M is agnostic of specific ML-based models. In
this work, we opt for long short-term memory (LSTM) net-
works (1997), chosen for their proven effectiveness in cap-
turing temporal dependencies in hydrology, as demonstrated
in several studies (Jia et al. 2021; Hanson et al. 2020; Chen
et al. 2023). We also test other advanced models (e.g., Trans-
former) in the experiments. We use a regularized dual aver-
aging (RDA) optimizer to learn the relevance parameters o
and B (Xiao 2009), with the aim to distinguish between rel-
evant and irrelevant feature interactions. When the absolute
value of the cumulative gradient average value in a certain
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position in « or B is less than a threshold, the weight of that
position in relevance parameters will be set to 0, resulting in
the sparsity of the relevance (Xiao 2009; Liu et al. 2020b).
Mutation and crossover serve as key mechanisms of
our evolution process. The mutation mechanism primarily
aims at mutating the operations associated with irrelevant
interactions into alternative operations, thus generating a
new model (the offspring). For example, for an interaction
gi( ffi’t, ffi’t), mutation is triggered with a probability o af-
ter every 7 steps if the relevance parameter 3; ; drops below
a threshold . In other words, to regenerate a new interac-
tion, the operation g, of the interaction gy ( ffiyt, ffi’t) mu-
tates into another operation ¢;, which is randomly selected
from the operation setas g; = {g|g € 9,9 # gx}. The new
interaction g;( fﬁl’t, fiz,t) replaces the irrelevant interaction

gr( ffi,t? ff“) and its corresponding relevance 3, ; is reset.
Consequently, the parent model M evolves into its offspring
M. The mutation mechanism is shown in Fig. 2. When the
relevance of interactions is low (indicated by a lighter color),
these are targeted for mutation, meaning that the operations
of the interactions change into the other operations.

For a population-based search with a population size of
n (n > 1), a crossover mechanism is used across multiple
parent models to generate the offspring model. Consider n
random models as a population P. For a model M,, € P, we
denote the relevance of features and interactions as e~ and
B™Mv, respectively. Different models in the population may
have various operations for the same feature pair (f;, f;),

represented as 91 = {g . ,gZ Vo ,g%"’}. We se-
lect the operation w1th the 1711 ghest relevance for the offspring

model, given as g*! ¢ argmax my ¢ » ﬁM" We illus-

trate the crossover mechanism of tWo parents in Fig. 2. If
the relevance of interactions of a parent is small (shown as
lighter color), the operations should be selected from the
other parents whose relevance of the interactions is large.
Meanwhile, interactions of the offspring inherit their rele-
vance from respective parents.

Instantiation of (n+1)-PGFM pre-training. We present
an instantiation to illustrate the steps for pre-training foun-
dation models. In line with the canonical nomenclature used
in evolution strategies, we refer to this as the (n+1)-PGFM.

Initially, (n+1)-PGFM creates a population of n random
models. For every 7 iterations, the crossover mechanism
generates an offspring from parent models, and mutation is
applied to ensure diversity within the population. New par-
ents are selected from both the parents and offspring, with
offspring only advancing to the next generation’s parent pool
if its fitness meets or exceeds that of the least fit current par-
ent, given as M = arg max, cp Lrm (M, ). Additionally,
the 1/5 successful rule is employed to adapt the search re-
gions for the population, that is, if previous iterations fail to
improve the model significantly, it suggests that the model
may be approaching a local optimum. In such cases, reduc-
ing the mutation probability can help exploit the promising
region near the optimum more effectively (2002). Finally,
the algorithm culminates by delivering the best foundation



model in P, given as M = arg minpg, cp Lry(M,).

Discussion and remark. We progressively evolve founda-
tion models within the simulated environmental system, se-
lecting important feature interactions that align with multi-
task objectives. This approach offers two significant advan-
tages. Firstly, it effectively mitigates the issue of limited ob-
served labels in real-world environments. Secondly, by en-
abling the model to learn from extensive labels rooted in uni-
versal physical laws and diverse environments, the feature
interactions identified by the foundation model demonstrate
broad generality. This strategy addresses the constraints of
traditional physics-guided machine learning, which typi-
cally focuses on isolated and simple scenarios.

Fine-tuning Stage

The fine-tuning process leverages the features and their in-
teractions selected through the pre-training stage, refining
them to capture the dynamics of specific target variables in a
real system. It utilizes the observations of target variables as
references while also regularizing the model with physical
laws that govern the underlying processes.

Specifically, we utilize standard ML training loss Ly,
that measures the difference between observed labels and
predicted labels. Besides, we introduce the physical loss
Lppy, which measures the degree of violation of estab-
lished physical laws such as energy or mass conservation.
The fine-tuning loss function is formulated as: Lpr =
Lyvr + Apuy Lpuy, where the hyper-parameter Appy ad-
justs the balance between the standard ML loss and the
physics-based penalties. It is noteworthy to mention that the
computation of Ly, relies on the sparsely available obser-
vations, and thus can only be defined on certain dates and
depth layers when observations are available. In contrast, the
physical loss does not require observed variables but only
needs to check whether the predictions are consistent with
known physical relationships. Hence, the physical loss can
be applied to all the data points and thus contribute to learn-
ing better continuous dynamics. In the following, we detail
the implementation of physical loss functions designed for
modeling lake water temperatures and DO concentrations.

Energy conservation loss. Fig. 1 illustrates the major in-
coming and outgoing heat fluxes for a lake system. The im-
pact on the balance between these fluxes results in changes
to the lake’s total thermal energy (U;). Specifically, the re-
lationship between the lake’s thermal energy U, and these
energy fluxes should satisfy AU; = Rsw(l — asw) +
RLWin(l — aLw) — RLWout — F — H, where AUt =
Uiy1 — U, agw represents the short-wave albedo (the pro-
portion of short-wave radiation reflected by the lake sur-
face), and agw represents the long-wave albedo. We denote
the net gain of heat on the right side of the equation as Fx.
In this context, we define the physical loss based on en-
ergy conservation, as Lpy = », ReLU (|JAU; — Fg| —
Trc), where AU, is computed directly as Uyq — Uy, and U
is estimated as the volume-averaged water temperature pre-
dicted over different depth layers. The hyper-parameter ¢
represents a tolerance threshold for the violation of energy
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Figure 3: Map of 117 tested lakes.

conservation. This is introduced to account for potential im-
pacts from minor factors not included in estimating the heat
fluxes or from observational errors in meteorological data.
All the heat fluxes can be estimated from the input drivers.

DO mass conservation loss. Referring back to Fig. 1,
we categorize the fluxes caused by atmospheric exchange
(FATM) ‘net ecosystem production (F'NFP) and mineraliza-
tion through sediment oxygen demand (FSFP), among other
factors, as exogenous fluxes (F*X©). In the well-mixed con-
ditions from fall to spring, assuming that diurnal variations
in total lake volume are negligible, we can model the DO

- _total 2 _fotal
dynamics as DO, = DO;itla + FEXO x At. During

the stratified conditions typical of summer, the dynamics
become more complex. It becomes necessary to account
for daily volume changes in both the epilimnion and hy-
polimnion, as well as the entrainment fluxes between layers
caused by turbulent flow (F*NT), The modeling is adjusted

epi
t—1

> epi ~ .epi

accordingly: DO, = (DOt_l + FEXOerl o At) X et +
t
epi ~_h ~ h yhyp
FPNTepi and pOPP = (Doti‘i + FEXObyp o At) X sk T
FPNTP \where VP and V™ represent the volumes of the

epilimnion and hypolimnion, respectively. In the context of
predicting DO concentrations, we define the physical loss as
Lpuy = Zt ReLLU (|lj0t — DOt| — TMC), with 7y set as
a tolerance threshold for the mass conservation loss.

Recognizing the interdependence between these tasks,
particularly how temperature fluctuations influence oxygen
solubility and biochemical reactions, we substitute the tem-
perature from the simulated environmental system in the in-
put variable x with the predicted lake temperature T, for pre-
dicting DO concentrations. This change enhances the accu-
racy and relevance of the model’s predictions. Additionally,
exogenous flux (FEXOY and lake volume (V;) are included
in the input variables z. The entrainment fluxes (F*NT) are
calculated based on the predicted DO concentration (let)
and fluctuations of the thermocline (tc).

Discussion and remark. The integration of the physical
loss Lppy, based on energy conservation and mass con-
servation, offers several benefits. By aligning the machine



Water temperature (°C')

DO concentration (g/m?)

Summer (epi.)

Summer (hyp.)

Fall to spring

2.277 (0.000)
2.825 (0.160)
3.936 (0.160)
2.678 (0.374)
3.137 (1.021)

2.367 (0.000)
2.775 (0.166)
3.759 (0.165)
2.625 (0.320)
3.127 (0.424)

2.481 (0.000)
2.908 (0.313)
4.654 (0.279)
3.148 (0.638)
2.433 (1.021)

2.306 (0.309)
2.117 (0.012)
2.145 (0.200)

2.389 (0.304)
2.292 (0.008)
2.346 (0.201)

2.414 (0.784)
2.350 (0.017)
2.264 (0.352)

Algo. Name Summer Fall to spring
Phy-based 2.795 (0.000) 1.624 (0.000)
LSTM 3.841 (0.290) 3.929 (0.498)
EA-LSTM 4.590 (0.378) 2.993 (0.575)
Transformer 3.589 (0.606) 4.806 (1.283)
iTransformer 2.828 (0.231) 2.619 (0.313)
LSTM (w/ pre-train) 2.249 (0.229) 1.779 (0.543)
FM+LSTM 2.003 (0.011) 1.578 (0.030)
FM+Transformer 2.177 (0.197) 1.603 (0.334)
PGFM (w/o pre-train) 3.578 (0.938) 3.044 (0.939)
PGFM (w/o T) — —

PGFM 1.953 (0.126) 1.365 (0.200)

2.772 (0.242)

2.104 (0.126)
2.077 (0.111)

2.725 (0.226)

2.170 (0.106)
2.162 (0.114)

2.833 (0.291)

2.267 (0.311)
2.258 (0.288)

Table 1: Comparative performance in predicting water temperature and DO concentration in terms of RMSE.
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Figure 4: Time-series analysis of water temperature.

learning model with established physical principles, this
approach effectively narrows the search space, enhancing
model performance, particularly in scenarios with sparse
data and out-of-sample conditions. Moreover, the computa-
tion of Lpyy does not require observed values and thus can
be implemented on large unlabeled data points.

Experimental Evaluation

Data preparation. We evaluate the proposed PGFM
framework for predicting water temperature and DO con-
centration using a comprehensive dataset covering 41 years
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Figure 5: Time-series analysis of DO concentrations.

(1979-2019). This dataset includes ecological observations
from 117 lakes in the Midwestern USA, as shown in Fig-
ure 3. The color intensity of each point indicates lake depth,
while the size represents surface area. The dataset consists of
approximately 1.75 million daily records, each with 47 phe-
nological features such as morphometric attributes, weather
conditions, trophic states, and land use. Data source descrip-
tions are available in (Meyer et al. 2024; Yu et al. 2024b;
Willard et al. 2021). Of these, 57,156 days contain 476,215
observed water temperature measurements (across depths),
and 23,192 days include observed DO concentrations in
epilimnion and hypolimnion during summer or total DO
concentrations under mixed conditions from fall to spring.

Baselines. To demonstrate our PGFM’s effectiveness, we
compare it against several baselines, including task-specific
physics-based models (Hipsey, Bruce et al. 2019; Ladwig
etal. 2022), LSTM (1997), EA-LSTM (Kratzert et al. 2019),
Transformer (Vaswani 2017), and iTransformer (Liu et al.
2024). Among these, we establish LSTM (w/ pre-train) as
a baseline, which is simply pre-trained on simulated data.
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Figure 6: Physical consistency analysis: water temperature (left), epilimnion (center) and hypolimnion (right) DO concentration.

To evaluate the performance of our proposed foundation
model, we fine-tune the pre-trained foundation model us-
ing LSTM and Transformer, denoted as FM+LSTM and
FM-+Transformer, respectively. These models are fine-tuned
without incorporating physics-based penalties. In contrast,
our PGFM approach integrates LSTM with physics-based
penalties during the fine-tuning phase, ensuring better ad-
herence to physical principles. We also evaluate a variant of
PGFM that skips the pre-training stage but retains physics-
based penalties, referred to as PGFM (w/o pre-train). Addi-
tionally, to assess the impact of incorporating predicted tem-
peratures on DO prediction, we evaluate a version of PGFM
without the inclusion of predicted temperatures on the DO

prediction task, designated as PGFM (w/o ).

Performance comparison (RQ1). Table 1 presents a
comparative analysis of PGFM against baseline methods for
predicting water temperature and DO concentration, with
evaluations tailored to the distinct mixing conditions of wa-
ter bodies between summer and fall to spring. Water tem-
perature evaluations average prediction errors across all lay-
ers, while DO concentration is assessed separately for the
epilimnion and hypolimnion layers in summer, and as to-
tal DO concentration under mixed conditions from fall to
spring. Performance is measured using root mean square er-
ror (RMSE), with results including both the mean and stan-
dard deviation (indicated in grey) from five runs.

From the results, we observe the following key insights:
First, physics-based models generally outperform ML mod-
els, primarily due to the limited availability of observed data,
which hinders the generalization ability of ML models to
unseen conditions. Second, pre-training with our proposed
foundation model significantly improves the performance
of both LSTM and Transformer, surpassing physics-based
models and LSTM (w/ pre-train). This improvement is due
to the foundation model’s ability to leverage extensive la-
bels rooted in universal physical laws and diverse environ-
ments, allowing it to identify broadly applicable feature in-
teractions. Third, unlike simply pre-training an LSTM or
omitting the pre-training stage—both of which risk over-
looking complex, nonlinear relationships—the evolutionary
algorithm identifies critical feature interactions that enhance
predictive accuracy and physical consistency. Fourth, direct
comparisons of PGFM with baseline methods show substan-
tial performance gains across all evaluated periods, demon-
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Figure 7: Surface water temperature and epilimnion DO con-
centrations: predictions vs. observations for the same period.

strating its effectiveness in both tasks. Lastly, incorporating
predicted water temperature into the DO concentration pre-
dictions during the fine-tuning stage further enhances per-
formance, underscoring the value of integrating the related
task to improve overall model efficacy.

Time-series analysis (RQ2). Figure 4 provides a time-
series comparison of water temperature predictions from
LSTM and PGFM against physics-based simulations and
observed values at several depth layers. Figure 5 does the
same for DO concentration. These comparisons specifically
highlight results from the summer season of the testing pe-
riod, given the limited availability of observed data from fall
to spring and the heightened concern for DO in lakes during
summer (when the hypolimnion often experiences oxygen
depletion, potentially leading to aquatic organism fatalities).

The figures illustrate a sharp drop in lake temperature at
a certain depth, indicative of the thermocline, and distinct
DO patterns in the epilimnion and hypolimnion layers dur-
ing the stratified period. The analysis reveals that PGFM not
only aligns more closely with observed values compared to
LSTM but also captures subtle fluctuations more effectively,
demonstrating its sensitivity and ability to accurately track
trends seen in physics-based simulations. In contrast, LSTM
struggles to capture these critical dynamics, making its re-
sults less reliable. Additionally, it is evident that physics-
based methods generally struggle with accurately predicting
lake bottom temperature and DO concentration.



Figure 8: Gene map of PGFM.

Physical consistency analysis (RQ3). In scientific appli-
cations, machine learning models are expected to align with
observed data and maintain physical consistency. To demon-
strate how PGFM enhances physical consistency, Figure 6
displays the RMSE and physical inconsistency metrics (i.e.,
energy and mass inconsistency) for each method’s predic-
tions of water temperature (left), epilimnion DO concentra-
tions (center), and hypolimnion DO concentrations (right)
during summer conditions. Physics-based models are ex-
cluded from this analysis as they inherently exhibit zero
physical inconsistency. PGFM consistently positions closest
to the bottom left corner, underscoring its superior ability to
reduce both prediction RMSE and physical inconsistency.
Physical consistency is also evident in the relationships
between different variables, such as the well-known princi-
ple that oxygen solubility decreases as water temperature in-
creases. Figure 7 showcases predictions from various meth-
ods alongside observed values of surface water temperature
and epilimnion DO concentrations for a lake during the same
period. Analysis of the envelope curves reveals that PGFM
closely matches the observed values and most accurately re-
flects this physical principle. In contrast, LSTM fails to cap-
ture the relationship between these two variables accurately.

Selected feature interactions (RQ4). To demonstrate the
evolutionary process of PGFM and how feature interactions
evolve under multi-task guidance, we visualize the gene
maps of PGFM in Figure 8. Using an encoding where & =
0,® = 1,H = 2,X = 3, we represent the model’s fitness as
a symmetric matrix. Distinct colors are allocated to each op-
eration, creating a vibrant gene map where each gene sym-
bolizes an interaction; like red “0”, green “1”, yellow “27,
and blue “3”. For example, a green “1” within the “depth
x area” block signifies that the element-wise product ® is
identified as the optimal operation for “depth” to interact
with “area”. The color intensity on the gene map correlates
with the relevance of the interactions, where darker hues sig-
nify higher relevance and lighter hues indicate lesser impor-
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tance. Each feature is also visually represented by uniformly
colored bars. Interactions deemed irrelevant, with their rel-
evance parameters reduced to 0, are omitted, leaving their
corresponding genes depicted in white “—1”. One observa-
tion from the analysis is that water temperature and DO con-
centration are predominantly influenced by features such as
water volume, weather conditions, and air temperature, with
relatively minor effects from local land use factors.

Conclusion

This paper proposed a Physics-Guided Foundation Model
(PGFM) for scientific discovery. PGFM leverages a wide
range of influencing features and various simulated vari-
ables generated by physics-based models for pre-training,
enabling it to learn from extensive labels rooted in univer-
sal physical laws and diverse environments. We applied the
PGFM framework specifically to aquatic science, where we
developed physical loss functions based on principles of en-
ergy and mass conservation and incorporated them into the
fine-tuning stage. In the future, we encourage the adaptation
of this idea to other scientific fields to explore its potential.
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