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Abstract

If a Large Language Model (LLM) were to take a driving
knowledge test today, would it pass? Beyond standard spa-
tial and visual question-answering (QA) tasks on current
autonomous driving benchmarks, driving knowledge tests
require a complete understanding of all traffic rules, sig-
nage, and right-of-way principles. To pass this test, human
drivers must discern various edge cases that rarely appear
in real-world datasets. In this work, we present DriveQA,
an extensive open-source text and vision-based benchmark
that exhaustively covers traffic regulations and scenarios.
Through our experiments using DriveQA, we show that (1)
state-of-the-art LLMs and Multimodal LLMs (MLLMs) per-
form well on basic traffic rules but exhibit significant weak-
nesses in numerical reasoning and complex right-of-way
scenarios, traffic sign variations, and spatial layouts, (2)
fine-tuning on DriveQA improves accuracy across multi-
ple categories, particularly in regulatory sign recognition
and intersection decision-making, (3) controlled variations
in DriveQA-V provide insights into model sensitivity to en-
vironmental factors such as lighting, perspective, distance,
and weather conditions, and (4) pretraining on DriveQA
enhances downstream driving task performance, leading to
improved results on real-world datasets such as nuScenes
and BDD, while also demonstrating that models can in-
ternalize text and synthetic traffic knowledge to general-
ize effectively across downstream QA tasks. Project page:
https://drivegaiccy.github.io.

1. Introduction

Safe navigation in traffic requires not only recognizing and
interpreting visual information but also reasoning over traf-
fic rules and making decisions that align with regulations.
To ensure drivers develop these critical skills, before receiv-
ing their license they must first pass a written knowledge
test—a structured (multiple choice questions) assessment
designed to evaluate precise understanding of traffic laws,
right-of-way rules, and complex driving scenarios [32, 56].

Driving tests are not merely procedural; they assess
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Figure 1. Can LLMs Pass a Driving Knowledge Test? We in-
troduce a comprehensive multimodal dataset to evaluate the traffic
rule-following capabilities of MLLMs. While most question an-
swering (QA) benchmarks in autonomous driving focus on spatial
understanding and common planning tasks, our DriveQA dataset
assesses broad driving knowledge. The challenging benchmark
comprises text-based questions derived from various U.S. state
driving manuals, as well as visual tasks for traffic sign recognition
and right-of-way judgment. We evaluate both text-only and image-
text QA using synthetic images (varying perspectives, weather,
time of day, and sign types) while showing transferability and
generalization to downstream real-world driving tasks. Ths figure
shows one example for a right-of-way question, a category where
models frequently struggle. Incorrect responses are highlighted in
red and correct answers in green.

a driver’s ability to apply reasoning across a wide range
of traffic conditions. While primarily textual, these tests
may also include graphical illustrations to ground questions
in real-world scenarios. Recent advances in Multimodal
Large Language Models (MLLMs) [3, 26, 47, 75, 97] as
general-purpose reasoning models provide an opportunity
to explore a key question: how well do current vision-and-
language models perform when faced with the same driving
knowledge assessments? Even without targeted fine-tuning,
MLLMs may inherit some traffic rule knowledge from their
pretraining data (however, our findings indicate that both
such knowledge and associated reasoning capabilities re-
main limited).

Researchers have been increasingly integrating MLLMs
into autonomous driving systems [11, 14, 28, 39,42, 51, 53,
54, 70, 77, 84, 89, 95, 98]. However, while these models



Table 1. A Multimodal Dataset Emphasizing Traffic Rules. The table compares existing benchmarks in terms of: the total number of
images (#Images), the number of QA pairs (#QA Pairs), the method of annotation (Annotations, A+M means semi-automatic labeling),
environment settings (Settings, including camera perspective of forward-Fwd, oblique-Obl, and top-down-Top views, weather, and time
of day conditions), explanations for each question’s answer (Explanations), and traffic rule reasoning (Traffic Rules), which is our focus.

Benchmarks ‘ Image Source #Images #QA Pairs Annotations Settings Explanations Traffic Rules
‘ Perspective Weather Time of Day
EQA-v1 [19] House3D [85] 767 5,281 A Fwd, Obl X X X X
OpenEQA [52] OpenEQA 180 1,600 M Fwd, Obl X X X X
Spatial VLM [9] Internet 10M 2B A Fwd, Obl X X X X
NuScenes-QA [63] nuScenes [0] 34K 450K A Fwd v v X X
DriveLM-nuScenes [72] nuScenes [6] 4,871 443K A+M Fwd v v X X
DriveLM-CARLA [72] CARLA [22] 64,285 1,566K A Fwd v v X X
DriveBench [86] nuScenes [6] 19,200 20,498 A+M Fwd v v X X
LingoQA [55] LingoQA 28k 419.9K A+M Fwd v 4 X X
DriveQA-V (ours) CARLA [22], Mapillary [57] 68K 448K A+M Fwd, Obl, Top v v v 4
DriveQA-T (ours) - - 26K A+M - v v v v

are often tested on perception-focused benchmarks that em-
phasize spatial awareness and standard planning tasks (e.g.,
lane keeping, collision avoidance [44, 78, 87]), they are
rarely evaluated for their ability to understand and comply
with diverse traffic regulations, such as reasoning about traf-
fic rules, reacting safely to no-entry signs, or maintaining
speed limit. While most existing datasets narrowly focus
on perception and basic trajectory planning, driving knowl-
edge tests are designed to assess a broad spectrum of all reg-
ulations, including rare traffic signs, difficult right-of-way
cases, and edge-case rules that are essential for safe nav-
igation but seldom appear in collected driving data. This
highlights a critical gap in evaluating Al systems: while
they may perform well in current benchmarks, their ability
to reason over long-tail traffic rules and regulatory compli-
ance remains understudied. There is also substantial anec-
dotal evidence suggesting that current commercial systems,
e.g., Tesla’s Full Self-Driving [24, 25, 36, 79], often strug-
gle with interpreting traffic rules.

To address this gap and enhance the evaluation of rea-
soning capabilities in both LLMs and MLLMs, we intro-
duce a novel driving knowledge benchmark, DriveQA. Our
dataset includes both text-only question-answers (QA) and
aligned image-text (VQA) pairs. Thus, we enable the first
thorough evaluation of vision-and-language model perfor-
mance across broad driving tasks, from basic regulatory
questions and signs to complex multimodal reasoning tasks.
Our contributions are summarized as follows:

e We introduce DriveQA, a large-scale benchmark fea-
turing both text-based (DriveQA-T) and vision-based
(DriveQA-V) driving knowledge assessments. To ensure
broad coverage of traffic regulations, right-of-way rules,
and rare driving scenarios, we leverage synthetic procedu-
ral data generation with comprehensive traffic reasoning,
controlled variations (e.g., sign placement and weather),
and new 3D sign assets integrated into CARLA [21], as
well as manually annotated real-world data from Mapil-
lary [57]. DriveQA covers 19 question categories, 220

traffic signs, and 474K samples.

* We benchmark state-of-the-art LLMs and MLLMs on
DriveQA to uncover that while these models perform well
on basic traffic rules, they struggle with numerical preci-
sion, right-of-way reasoning, spatial awareness, and envi-
ronmental sensitivity (e.g., time-of-day, perspective, and
geometric layouts). Our findings suggest that MLLMs
inherit limited traffic knowledge from pretraining and re-
quire fine-tuning for our task.

* We demonstrate the effectiveness of DriveQA pretrain-
ing; models trained on our text and purely synthetic data
demonstrate improved performance across various real-
world driving tasks [87, 88]. We show that pretraining
on DriveQA improves the performance on both trajectory
prediction and driving action reasoning tasks. This high-
lights its role in evaluating and enhancing multimodal rea-
soning, and as a step toward bridging theory and practice
in embodied Al systems that can learn to make decisions
in the real-world based on text or synthetic data.

2. Related Work

Based on our survey of MLLM-based studies and VQA
benchmarks for autonomous driving below, we find prior
work rarely addressed traffic rules, signage, and right-of-
way principles within their driving knowledge assessments.
Relevant related benchmarks are compared in Table 1.

Multimodal Large Language Models: Our study diag-
noses multimodal reasoning capabilities in MLLMs [2, 17,
38, 61, 78, 80, 95, 97]. A typical MLLM architecture com-
prises three main modules: a pre-trained modality encoder,
a pre-trained language model, and a modality projector that
aligns them. The modality encoder processes non-textual
inputs, such as images, transforming them into representa-
tions compatible with the language models. Vision Trans-
former (ViT) [23] is widely used to extract image features.
For example, CLIP [65] leverages ViT as its visual en-
coder to transform images into feature representations that



DriveQA-T
When are you legally

allowed to pass another
vehicle on the right?

A. On any two-way street.
B. When the vehicle ahead
is turning left and you have
aclear lane.

C. On a hill where visibility is

obstructed. ' N N i
) \ Assuming several cars arrive at an uncontrolled H

o D ]
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right only when it is safe to

D. No one needs to yield, because there is no conflict. H

| turn left. The Red car will go straight. The Blue car i'| A. No Outlet Right

- i will go straight. Who has the right-of-way? H B. 45 MPH Speed Zone Ahead
Explanation: You are . il €. Dead End Left
1| D. Slow Traffic Ahead

A. Speed Limit 75 MPH
B. Speed Limit 45 MPH

C. Minimum Speed 70 MPH

D. Minimum Speed End 30 MPH

n
do so and when the vehicle i
ahead is making or about to
make a left turn, providing
there is enough space
without leaving the road or
main traveled portion.

approaching from the right at an uncontrolled
intersection; The Blue car going straight has 1}

priority over the Yellow car turning left, as n

i

i Explanation: The Blue car has priority over the ' Explanation: The sign is a yellow diamond

i Red car because vehicles must yield to vehicles i; shape with the black text that reads "SLOW
i TRAFFIC AHEAD." It warns drivers to

i I anticipate reduced speeds and possible

i going straight has priority over left turns. i1, congestion further along the road ahead.

Explanation: The sign is rectangular with a
white background and black text, featuring
the words "SPEED LIMIT" above the
number "75" and "MPH" below. It
indicates that the maximum legal driving
speed on this road is 75 miles per hour.

— GT: State, Question Type ——

GT: Question Type, Camera Perspective, Time of Day, Weather, Distance

Figure 2. Example Questions and Answers of DriveQA Dataset. We introduce a text and vision-based benchmark for extensively
validating driving knowledge with question type categorization, answer explanation, and environmental information ground truth (GT).

align with text through extensive pre-training on large-scale
image-text pairs. The modality projector aligns encoder
outputs with the language model, enabling integration of
modality data with text. A common approach is to use a set
of learnable query tokens to extract information in a query-
driven manner [7], which has been employed by a variety of
models [10, 13, 18, 40, 43, 90-92]. Additionally, methods
may design MLPs to transform the high-dimensional input
features into a unified representation [2, 50, 62, 73]. Our
systematic study controlling for variations in QA category
and image factors reveals limitations of current alignment
mechanisms in supporting multimodal or spatial reasoning.

MLLM-based Driving Agents: While recent advance-
ments have applied MLLMs to autonomous driving tasks,
most focus on leveraging reasoning and language under-
standing capabilities to improve driving decisions in nar-
row tasks [12, 15, 16, 28, 53, 70, 82, 89, 98]. For in-
stance, several vision-and-language agents for motion plan-
ning and decision-making have been proposed and evalu-
ated on datasets such as nuScenes [4, 6, 28, 42, 51, 53,
54, 67,78, 89]. The key hypothesis in such studies is that
MLLMs can inherit general-purpose reasoning and knowl-
edge from pretraining; however, our findings suggest that
while they may grasp basic traffic concepts, their ability
to apply traffic reasoning in driving-specific scenarios re-
mains limited. Moreover, these works have not explicitly
addressed MLLMs’ ability to comprehend diverse traffic
rules and regulations-a critical requirement for safe driving.

Datasets for Autonomous Driving: Several real-world,
synthetic, and VQA benchmarks for autonomous driving
are currently being used to evaluate driving models, includ-
ing KITTI [30, 45], Waymo Open [74], Argoverse [8, 83],
and nuScenes [6]. However, few incorporate more than a

handful of traffic rules, e.g., researchers may evaluate colli-
sion on nuScenes [6, 20, 34, 78, 93, 94, 99], yet lack cov-
erage and exclude explicitly evaluating for traffic signs or
right-of-way reasoning. Crowdsourced benchmarks such
as Mapillary [57], which we augment with VQA annota-
tions, are broad but still lack in long-tail events, motivat-
ing the use of synthetic benchmarks. Yet, prior simulation-
based studies (e.g., [1, 21, 27, 35, 66, 68, 71, 96]) have
only accounted for a handful of potential regulatory and
safety violations. For instance, while CARLA [21] en-
ables controllable and diverse data generation (e.g., per-
spectives, scenarios, weather), most traffic signs are missing
in CARLA, a limitation addressed by our work. The devel-
opment of MLLMs and their applications in autonomous
driving lead to the emergence of driving vision-language
datasets [5, 55, 64, 69, 72, 78, 80] specifically designed
to support vision understanding and reasoning in complex
driving scenarios. However, here as well existing efforts fo-
cus on scene understanding, perception and basic planning
(i.e., collision avoidance, intersection boundary [44]), ne-
glecting reasoning about traffic rules and regulations (i.e.,
reacting safely to no-entry signs, maintaining speed limit,
etc.) which is a foundational driving test for humans.

3. A Multimodal Driver Knowledge Test

In this section, we outline our scalable data collection
and annotation process. Our dataset consists of QA pairs
that cover essential aspects of real-world driving knowl-
edge. As illustrated in Fig. 2, our dataset comprises two
tasks: DriveQA-T, which consists of text-based QA pairs
on general driving rules, and DriveQA-V, focusing on visual
(image-based) QA related to traffic sign comprehension and
right-of-way scenarios. We adhere as closely as possible
to standard driving knowledge tests to ensure meaningful
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Figure 3. Distribution of Question Type in DriveQA-T. The
benchmark covers five key domains and 19 sub-class types.

comparisons to human performance on these assessments,
and generate a diverse set of multiple-choice questions. We
note that there are commercial driver knowledge tests avail-
able [56, 76], however these are closed-source. To ensure
in-depth analysis, we further provide reasoning for ground-
truth answers on both tasks. This design is intended to pro-
vide a holistic and systematic analysis of both LLMs and
MLLMs in decision-oriented tasks. Ultimately, our overar-
ching goal is to enable novel mechanisms to teach MLLMs
real-world tasks, e.g., through text descriptions or synthetic
examples.

Text-based QA Dataset—DriveQA-T: Our DriveQA-T
dataset contains a total of 26K QA pairs covering different
general driving topics, including traffic lights, traffic signs,
parking, regulation, and symbols (see our supplementary
for full details on the categories). Each QA pair contains
an explanation for the correct answer, which can be used
to evaluate the reasoning capabilities of LLMs. To curate
the QA pairs, we first gathered 51 official driver’s hand-
books from all 50 US states plus DC. Although our data set
is US-centric, it can inform the construction of additional
international datasets in the future. We build DriveQA-T in
three steps. First, we generate questions automatically by
prompting GPT-4o [59, 98] with the driver’s handbooks as
context, and then conduct manual quality verification based
on the driver’s handbooks. Quality checks were performed
in rounds, where each verifier went through questions, and
then ambiguous or inconsistent cases were discarded. Ad-
ditional details about this process can be found in the sup-
plementary. We note that humans, once trained, can obtain
100% on our benchmark. We categorized the text data into
19 classes, grouped into five main categories, as shown in
Fig. 3. A summarized description of the dataset is depicted
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in Fig. 4, showing a focus on traffic participants and inter-
sections (e.g., right-of-way, yielding behaviors).

Multimodal Extension With DriveQA-V: Driver knowl-
edge tests [56, 76] are primarily text-based, e.g., with a full
description of objects and spatial layout information in text.
However, certain questions particularly related to traffic
signs and right-of-way, test understanding through graph-
ical illustrations accompanying text information. DriveQA-
V focuses on these two types of questions. To ensure com-
prehensive coverage through procedural variations (e.g.,
camera perspectives, time of day, weather, distance), im-
ages are collected with the open-source Unreal Engine-
based CARLA simulator [21]. However, since CARLA was
not originally designed with extensive traffic rule knowl-
edge, e.g., traffic signs, we augment the simulation with ad-
ditional 3D assets and automatic traffic rule scripts. Due to
procedural and synthetic generation, in addition to aligned
text-image VQA pairs, we are able to collect full state in-
formation, such as camera perspective, distance from ego-
vehicle, and sign type. Specifically, we insert 220 US-based
traffic sign models into the map, simulator, and spawn an
ego vehicle to collect sensor readings. For right-of-way
questions, we identify intersections in the CARLA maps
and randomly spawn vehicles on each side of the intersec-
tion. Each vehicle varies in color to facilitate identification
in the questions.

4. Method

In this section, we describe our approach to evaluating mod-
els on our proposed dataset. The methodology includes
question-type classification, model evaluation using Chain
of Thought (CoT) [81] reasoning, Retrieval-Augmented
Generation (RAG) [41] techniques, and model fine-tuning
on the benchmark.

Question-Type Classification: To precisely assess model
performance across specific traffic rule categories, we di-



vide the DriveQA-T dataset questions into types. This en-
ables us to assess performance on specific traffic rule cate-
gories, thereby providing a nuanced understanding of how
well they generalize across various traffic contexts. Specif-
ically, we apply hierarchical clustering [58] to organize
questions into semantically coherent groups, ensuring that
similar questions are grouped together based on their the-
matic content. We begin by generating embeddings for each
question using BERT [37], which effectively captures the
semantic nuances of each question and represents them in a
high-dimensional embedding space. By applying hierarchi-
cal clustering to these embeddings, we identify clusters that
correspond to distinct traffic rule topics, such as traffic sig-
nals, speed limits, parking regulations, etc. To interpret and
label each cluster, we use KeyBERT [31] to extract semantic
keywords for each group, combined with sample questions
from each cluster, finally we assign descriptive types to the
clusters. In DriveQA-V, we assign types manually (see sup-
plementary for more details).

Fine-Tuning: Off-the-Shelf models were trained on open
web data, thus having potential access to driver handbooks
and tests. To further investigate the role of training data for
our task, we also fine-tune models on our dataset. We find
this to enhance, but not fully address, models’ ability to han-
dle the specific complexities of traffic scenarios. We employ
LoRA [33], which reduces the number of trainable parame-
ters by introducing low-rank updates to the weight matrices
in transformer layers, allowing efficient fine-tuning without
requiring extensive computational resources.

CoT and RAG: We employ CoT reasoning and RAG-based
context in our evaluation. CoT reasoning guides the LLMs
and MLLMs through each reasoning step in a logical pro-
gression, which allows us to test their capacity for logical
consistency, especially in multi-vehicle or rule-based sce-
narios. We also evaluate the produced reasoning, e.g., to
ensure correct answers are selected for the correct reasons.
For RAG, we construct a retrieval corpus derived from the
official driver’s handbooks of all 50 U.S. states and DC.
This corpus serves as a reliable, contextually relevant ref-
erence to provide the models with related context when an-
swering questions. By retrieving it for each question, RAG-
based context grounds the model’s responses in actual regu-
lations, aiming to enhance both the accuracy and contextual
relevance of answers.

5. Experiments
5.1. Setup

We evaluate our dataset on various MLLMs. For each
model type, we consider both open-source and closed-
source variants, applying CoT and RAG strategies to struc-
ture the input prompts. Our evaluation is based not only on
testing the original capabilities of each off-the-shelf model

but also on a comprehensive analysis of their performance
after fine-tuning the open-source checkpoint on our dataset.

Prompt Structure: We designed four prompt structures to
explore model performance under varying levels of reason-
ing and contextual support. Beginning with a basic prompt,
we tested standard question-answering without additional
guidance. Building on this, we introduced a CoT prompt
to encourage step-by-step reasoning, aiming to enhance an-
swer consistency in complex scenarios. To further improve
contextual relevance, we combined CoT with RAG-based
context by retrieving pertinent information from drivers’
handbooks, thereby grounding the responses in real-world
regulations. Finally, we assessed the impact of RAG-
based context alone, where we provided retrieved contex-
tual information without step-by-step reasoning. These four
prompts allowed us to examine the models’ capabilities in
integrating both reasoning and factual support effectively.

Metrics: To comprehensively evaluate our model’s perfor-
mance on both the DriveQA-T and DriveQA-V datasets, we
use accuracy as the primary metric, reflecting the model’s
ability to correctly answer a wide range of driving-related
questions across textual and visual domains. For the
DriveQA-T dataset, we place an additional emphasis on rea-
soning capability, as each question includes an accompany-
ing explanation. To measure the relevance of the model’s
reasoning, we employ BLEU-4 [60] and ROUGE-L [46],
providing insights into the model’s ability to generate re-
sponses that are not only accurate but also demonstrate
high-quality reasoning aligned with expected standards.

5.2. Results

Performance of LLMs on DriveQA-T: Table 2 presents
the performance of various models on our DriveQA-T
dataset. Phi-3.5-mini and Gemma-2 (9B) generally perform
better across most categories than other models, demon-
strating their ability to comprehend driving rules. Observ-
ably, models with CoT reasoning and RAG-based context
tend to achieve higher accuracy, suggesting that these en-
hancements contribute to performance improvements. This
trend highlights the importance of advanced reasoning and
contextual retrieval for complex, rule-based tasks. While
certain models show promising results in accurately inter-
preting and following traffic regulations, consistent perfor-
mance across diverse driving-related categories may still re-
quire further refinement.

As shown in Table 2, all models exhibit a significant im-
provement in overall accuracy after fine-tuning. However,
they still struggle with numerical questions, such as those
in the “Limits” and “Alcohol” categories. This dif-
ficulty suggests that models may lack the precise numeri-
cal reasoning capabilities needed to respond accurately to
questions involving specific values or quantitative thresh-



Table 2. Challenging Categories on DriveQA-T. We show the
results of most difficult 3 types: Limits: Speed and Distance Lim-
its, Parking: Parking and Wheel Positioning, Intersection: Right-
of-Way and Lane Selection. The Average is the summary based on
all 19 types of questions. We denote with green the top method,
and light green second best.

Models Size ‘ CoT RAG Finetune ‘ Limits Parking Intersection ‘ Average
4215 3564 27.88 44.15

e v 4298 4257 3451 52.77
Gemma-2[75] 2B\, 5868  47.52 55.75 56.62
VR v 6240 61.39 85.84 72.01

5785 5446 58.41 71.00

e v 5050  58.42 62.83 72.20
Gemma-2[75]1 9B\, 6488 6832 77.88 76.91
VR v 7231 88.12 9115 87.28

5372 37.62 48.23 55.89

v 5537 3861 65.93 56.22

Vlama-3.1[261 8B, 5537 4653 68.58 60.79
VR v 7273 8614 91.59 87.62

3678 3564 42.92 50.93

v 4835 2673 49.56 48.92

Llama-32[26] 3B 1, 6116 5347 61.50 64.19
N v 6942 7525 85.84 82.82

4917 4851 79.65 69.79

) - v 5579 4554 79.65 71.14
Phi-3.5-mini [3] 388 |, 6322 6238 84.96 77.30
v v 66.94 6535 87.17 81.08

GPT-4o [59] v | 7672 9375 9727 | 919

Table 3. Performance of CoT Reasoning on DriveQA-T. The
evaluation includes both off-the-shelf and fine-tuned models under
two settings of with and without RAG.

Models Size | BLEU-4 ROUGE-L
| w/o RAG  w/RAG | w/o RAG w/RAG

Off-The-Shelf Models

Gemma-2 [75] 2B ‘ 0.1098 0.1704 0.2920 0.3387
Gemma-2 [75] 9B 0.3234 0.3116 0.4295 0.4276
Llama-3.1 [26] 8B 0.2573 0.2619 0.3270 0.3317
Llama-3.2 [26] 3B 0.2258 0.3140 0.3348 0.4024
Phi-3.5-mini [3] 3.8B 0.2437 0.2574 0.3616 0.3996
GPT-40 [59] - 0.3905 0.3989 0.5354 0.5393

Finetuned Models

Gemma-2 [75] 2B 0.3623 0.2934 0.5058 0.4458
Gemma-2 [75] 9B 0.4112 0.4105 0.5420 0.5528
Llama-3.1 [26] 8B 0.3042 0.2946 0.4749 0.4750
Llama-3.2 [26] 3B 0.2131 0.1916 0.3853 0.3570
Phi-3.5-mini [3] 3.8B 0.2362 0.1891 0.4073 0.3476

olds, which are critical in understanding speed limits, al-
cohol levels, and other regulatory metrics. Furthermore,
for certain decision-making-focused categories, including
“Passing”, “Signs” and “Turning”, most models
achieve only slightly above accuracy of 80%. These cat-
egories are crucial for safe driving in practical conditions,
highlighting the models’ continuous shortcomings in han-
dling nuanced, context-dependent traffic rules despite fine-
tuning improvements.

CoT Reasoning of LLMs on DriveQA-T: Table 3 shows
the evaluation results of CoT reasoning on the DriveQA-
T dataset. Most models show improvements when us-
ing RAG-based context. Specifically, GPT-40 achieves the
highest BLEU-4 and ROUGE-L scores among the off-the-

shelf models, reaching a BLEU-4 score of 0.3989 and a
ROUGE-L score of 0.5393 with RAG-based context. Af-
ter fine-tuning, Gemma-2 (9B) surpasses GPT-40 in both
BLEU-4 and ROUGE-L scores, demonstrating the effec-
tiveness of fine-tuning in adapting the model specifically
to traffic rules and enabling it to provide more accurate,
context-specific explanations. However, these scores still
fall short of what would be considered high-quality for
generating fully robust and exhaustive explanations, indi-
cating that the models are not yet capable of consistently
producing complete and nuanced responses. Furthermore,
the lower scores of Llama-3.2 and Phi-3.5-mini after fine-
tuning suggest potential issues. One possible reason for
this decline is overfitting the fine-tuning dataset, which may
cause the models to become too specialized and lose some
of their generalization capabilities. This overfitting can re-
sult in explanations that are overly tailored to specific train-
ing examples, reducing the models’ ability to produce flexi-
ble, broadly applicable responses. Additionally, fine-tuning
may interfere with the effectiveness of RAG-based retrieval,
leading to less relevant contextual information and, conse-
quently, lower alignment with ground-truth explanations.
These factors highlight the challenges of balancing speci-
ficity and generalization in fine-tuning for complex, rule-
based tasks.

Performance of MLLMs on DriveQA-V: Table 4 presents
the accuracy of MLLM models on DriveQA-V, which as-
sesses model performance across intersection types and
traffic sign categories. The dataset divides intersections
into 4 different categories based on the intersection types
and camera perspective, and 4 different categories of signs
based on most states’ driver handbooks. Among the off-the-
shelf models, GPT-40 achieves the highest accuracy in all
intersection and sign categories, with a particularly strong
performance in the sign types (around 94%). This suggests
that GPT-40 possesses a deep understanding of signs. How-
ever, for intersection-based categories, the performance re-
mains relatively low, with the highest off-the-shelf accu-
racy of 60.36% in the “T-Top” category. Most models
except GPT-40 perform below random guess level (25%)
in several categories due to bias [2]. This indicates that
off-the-shelf models struggle to fully understand and apply
traffic rules in intersection scenarios, which often require
more complex visual-spatial reasoning. Additionally, Fine-
tuning significantly enhances model performance across all
categories. All models achieve notable improvements after
fine-tuning, which demonstrates that fine-tuning effectively
adapts MLLMs to handle the visual-spatial and contextual
nuances for the accurate understanding of both right-of-way
rules and traffic signs.

Despite these gains, there remain limitations. Both
LLaVA-1.5 and VILA-1.5, even after fine-tuning, achieve
only moderate accuracy in intersection categories, with par-



Table 4. Summarized Results on DriveQA-V. We show model performance (accuracy %) for VQA. The dataset is divided into two main
categories: intersections and signs (categorized into camera perspective and type).

Size | DriveQA-V (Inters.)

DriveQA-V (Signs)

Models Average
‘ T-Front T-Top Cross-Front Cross-Top ‘ Regulatory Warning Guide Temporary Control
Off-The-Shelf Models
Mini-InternVL [29] 2B 27.83 24.83 26.00 25.65 64.06 55.34 65.82 45.04 41.82
LLaVA-1.5 [48] 7B 23.30 23.10 24.96 23.24 23.51 26.61 22.31 21.10 23.52
LLaVA-1.6-mistral [49] 7B 18.77 19.66 30.99 30.47 42.58 43.01 52.75 37.50 34.47
VILA-1.5 [47] 8B 15.53 16.86 15.69 20.35 25.32 23.33 27.78 21.46 20.79
GPT-4o [59] - 55.09 60.36 50.52 59.14 93.75 94.02 95.11 94.35 75.29
Finetuned Models
Mini-InternVL [29] 2B 86.73 82.07 74.33 76.01 93.79 92.19 91.08 96.51 86.59
LLAVA-1.5 [48] 7B 64.18 70.57 54.77 56.52 72.22 73.00 76.82 89.27 69.67
LLaVA-1.6-mistral [49] 7B 86.08 85.52 74.38 74.53 82.05 84.10 88.11 94.49 83.66
VILA-1.5 [47] 8B 47.67 52.27 55.60 57.26 87.10 83.14 91.46 95.33 71.23

Table 5. 10 Most Difficult Sign Types in DriveQA-V. We calculate the lowest accuracy over all the

models’ performance based on

different sign types. Most challenging cases belong to regulatory and warning signs.

Model Size | Playeround Trauma  Golf Ground No No Push  Weekday  Fire Tractor

e Center Carts Clearance Stopping Parking Button Only Truck Crossing
Off-The-Shelf Models

Mini-InternVL [29] 2B \ 0.00 27.78 14.81 15.00 42.10 48.14 0.00 8.70 0.00 20.00

LLaVA-1.5 [48] 7B 5.26 2.38 5.43 11.76 16.30 10.42 12.50 20.83 20.45 21.59

LLaVA-1.6-mistral [49] 7B \ 0.00 16.67 25.93 25.00 5.00 22.22 48.00 17.39 0.00 24.00

VILA-1.5 [47] 8B 1.32 2.38 0.00 8.82 8.70 5.21 2.78 19.79 3.41 31.82

Finetuned Models

Mini-InternVL [29] 2B 88.46 94.44 88.88 95.00 100.00 90.91 96.00 100.00 92.86 80.00

LLaVA-1.5 [48] 7B \ 73.68 85.71 61.96 64.71 65.22 61.46 75.00 37.50 59.09 57.95

LLaVA-1.6-mistral [49] 7B 80.77 83.33 74.07 85.00 85.19 77.27 92.00 100.00 92.86 92.00

VILA-1.5 [47] 8B ‘ 68.42 59.52 83.70 66.18 65.22 79.17 66.67 80.21 80.68 52.27

ticularly lower performance on first-person perspective im-
ages. This suggests that the models still struggle with com-
plex, multi-vehicle intersection scenarios, where perspec-
tive and spatial relationships are critical. For the traffic
signs recognition task, We can observe the best training per-
formance in the Guide Signs and Temporary Traffic Con-
trol categories. This is because guide signs typically fea-
ture simpler images with blue backgrounds, while tempo-
rary traffic control signs have distinct orange backgrounds
and normally larger sign sizes, making them easier for the
model to learn and generalize. However, many critical traf-
fic signs fall under the Regulatory and Warning categories,
including speed limit, no entry, etc. As shown in Table 5,
among the ten worst-performing sign types, only “Trauma
Center” belongs to the Guide Signs category, with the most
challenging signs coming from the Regulatory and Warning
categories. This highlights significant room for improve-
ment in the current visual model. While fine-tuned models
perform well on “Guide” and “Temporary Control”
signs, their performance does not consistently exceed 90%.
Based on both Table 2 and Table 4 and shown in cate-
gories’ accuracy, the zero-shot performance on DriveQA-V
is much lower than on DriveQA-T. This indicates that cur-

rent MLLMs’ fine-grained perception and visual reasoning
capabilities are nascent, exhibiting systematic shortcomings
due to CLIP’s failures.

Role of Difficulty and Distractors: To further increase the
evaluation difficulty, we adopt a negative sampling strategy
to construct more challenging distractors. Specifically, for
DriveQA-T, we construct a difficult question set containing
1249 questions. For DriveQA-V (Signs), we leverage meta-
data, i.e., the ground-truth traffic sign artifact categories to
ensure that distractors belong to the same category as the
correct answer. For numeric signs, all candidates are con-
strained to numerical values to further increase ambiguity.
Evaluation results on GPT-40 and a representative open-
source baseline are summarized in Table 6.

Sim-to-Real Transferability: We evaluate our models
finetuned on DriveQA on a curated dataset by us from
Mapillary [57] (1303 annotated images, including 166 sign
types), as shown in Table 7. Additionally, results in Table 8
show the downstream trajectory planning task with Open-
EMMA [87] on nuScenes dataset, where our task-agnostic
QA model is intentionally only fine-tuned on DriveQA but
tested zero-shot in waypoint prediction to measure general-



Table 6. Role of Difficult Questions and Distractors. The ac-
curacy degradation on a hard subset of DriveQA-T and on a chal-
lenging set of DriveQA-V with negative sampling shows the limi-
tations of current models, including GPT-40, in accurately under-
standing complex traffic rules and signs.

Test Set Models Size M Degradation
Before  After

Llama-3.1 [26] 8B 55.89  39.87 28.66%

DriveQA-T GPT-40 [59] = 9196 7891 14.19%
. ) LLaVA-15[48] 13B 1192 982 17.62%
DriveQA-V (Signs)  GpT.40 [39] o410 7940 15.62%

Table 7. Sim-to-Real Generalization. We pre-train on synthetic
DriveQA (DQA) and evaluate on real-world Mapillary images.
The Mapillary dataset comprises challenging scenarios with var-
ious traffic sign placements, occlusion, and illumination.

Test Set ‘ Models Size ‘ Accuracy

‘ Off-The-Shelf DQA-Finetuned
Mini-InternVL [29] 2B 57.25 68.61
LLaVA-1.5 [48] 7B 40.68 52.34
Real-World Mapillary [57] | LLaVA-1.6-mistral [49] 7B 53.18 57.71
VILA-1.5 [47] 8B 34.38 60.86
GPT-4o [59] - 84.73 -

Table 8. End-to-End Trajectory Planning Results on nuScenes.
We compute the L2 error at different prediction horizons (1s, 2s,
and 3s). Lower L2 error shows our DriveQA (DQA) dataset can
transfer from simulation to real-world driving tasks.

. L2(m)]
Model ‘ Pretrained on DQA ‘ Is 2 3s Ave.
LLaVA-1.6-mistral [49] (OpenEMMA [87]) 149 338 4.09 298
LLaVA-1.6-mistral [49] v 130 346 398 291

v

166 336 415 306
fnternVL-2.5-88 ‘ ‘ 130 308 373 271

Table 9. Evaluation on BDD-OIA Dataset [88]. We report mean
F1 score (mF1) and overall F1 score (Fl,;) for both action and
explanation tasks. The results show that fine-tuning on DriveQA
improves performance on both tasks.

Finetune ‘ Action Explanation

Model ‘
\DQA BDD-OIA\ mF11  Flyt mFlfT  Flyt

02951  0.554  0.0624  0.2223
v 0.2226 04103 0.1549 0.1850
0.4911 0.7072 0.2872  0.5015
0.5285 0.7334 0.3102 0.5448

InternVL-2.5-8B

ENEN

v

ization. Reduced L2 errors show the transferability of our
dataset. However, nuScenes lacks diversity and is gener-
ally uneventful (e.g., minimal signage), while our bench-
mark exhaustively covers all traffic rules and scenarios. We
therefore also make evaluations on the more diverse datasets
of BDD-OIA [88] as shown in Table 9. After fine-tuning on
DriveQA, the models achieve better performance in cross-
domain real-world driving tasks, demonstrating the effec-
tiveness of our data in improving the understanding of traf-
fic rules and real-world generalizability. We provide addi-
tional analysis in the supplementary.

Limitation: While our benchmark, models, and analysis
provide insights into the performance of models in under-
standing diverse traffic rules for autonomous driving, there

are several limitations, which we plan to address in future
work. First, the benchmark primarily evaluates static, struc-
tured knowledge of traffic rules. While this is aligned with
standard driving knowledge tasks, there is an opportunity
to leverage video-based models in the future (e.g., using
our augmented CARLA simulation). Our analysis demon-
strates that incorporating knowledge from text does indeed
transfer to dynamic settings in nuScenes, yet vision-based
reasoning remains nascent in MLLMs (or even spatial rea-
soning [2]). Moreover, our study highlights weaknesses
in numerical reasoning and spatial awareness yet does not
explore potential mitigation strategies beyond fine-tuning.
The reliance on synthetic data also raises concerns about do-
main adaptation. Nonetheless, simulation data is crucial for
scalability, as we are able to control for various variations,
including occlusions and ambiguous signage, which may
be rare in real-world benchmarks. Finally, while the dataset
includes controlled variations in environmental factors like
lighting and weather, it does not extensively cover edge
cases such as emergency vehicle interactions (only covered
in DriveQA-T) or pedestrian intent recognition. The mod-
els also exhibit biases towards frequently seen traffic pat-
terns, which may result in poor generalization to geograph-
ically diverse driving environments with different road lay-
outs and regulations.

6. Conclusion

In this paper, we introduce DriveQA, a novel benchmark
for autonomous driving that evaluates models through text-
based (DriveQA-T) and visual-text (DriveQA-V) question-
answering, focusing on general traffic rules, traffic signs,
and complex right-of-way scenarios. Our evaluation of
state-of-the-art models reveals critical limitations: even
fine-tuned models struggle with nuanced right-of-way sce-
narios, falling short of the reasoning needed for safe driv-
ing guidance. Our work deliberately focuses on static vi-
sual and textual inputs, i.e., to align with real-world driver
knowledge tests. While video-based learning is not re-
quired to adhere to these standards, future research could
explore hybrid frameworks incorporating video to address
time-dependent scenarios. Ultimately, while humans can
learn traffic rules through textual instruction and contextual
practice, current models remain overly reliant on observa-
tional training data. Models thus lack the ability to inter-
nalize explicit textual knowledge and apply it effectively in
decision-making. This suggests that learning traffic rules
from text remains an underexplored paradigm, highlighting
the need for methods that better integrate language under-
standing with spatial reasoning.

Acknowledgments: We thank the National Science Foun-
dation (award IIS-2152077) and Red Hat Collaboratory
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