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Abstract

Self-supervised learning (SSL) is essential to obtain foundation models in NLP
and CV domains via effectively leveraging knowledge in large-scale unlabeled
data. The reason for its success is that a suitable SSL design can help the model
to follow the neural scaling law, i.e., the performance consistently improves
with increasing model and dataset sizes. However, it remains a mystery whether
existing SSL in the graph domain can follow the scaling behavior toward building
Graph Foundation Models (GFMs) with large-scale pre-training. In this study,
we examine whether existing graph SSL techniques can follow the neural scal-
ing behavior with the potential to serve as the essential component for GFMs.
Our benchmark includes comprehensive SSL technique implementations with
analysis conducted on both the conventional SSL setting and many new settings
adopted in other domains. Surprisingly, despite the SSL loss continuously de-
creasing, no existing graph SSL techniques follow the neural scaling behavior on
the downstream performance. The model performance only merely fluctuates
on different data scales and model scales. Instead of the scales, the key factors
influencing the performance are the choices of model architecture and pretext
task design. This paper examines existing SSL techniques for the feasibility
of Graph SSL techniques in developing GFMs and opens a new direction for
graph SSL design with the new evaluation prototype. Our code implementation
is available online to ease reproducibility .

1 Introduction

Self-supervised learning (SSL) [1] is to leverage the informative patterns from abundant unlabeled
data via pre-training. SSL techniques serve an indispensable role in building Foundation Models in
CV and NLP domains with successful applications [2, 3, 4]. A successful SSL design can observe
the neural scaling law behavior where the test performance can continuously improve and the test
loss continuously decreases with increasing pre-training data size and the model parameter size [5].
Neural scaling laws serve as the key principle for the success of foundation models in CV and NLP
domains.

"https://github.com/HaitaoMao/GraphSSLScaling

Q. Ma et al., Do Neural Scaling Laws Exist on Graph Self-Supervised Learning. Proceedings of the Third
Learning on Graphs Conference (LoG 2024), PMLR 269, Virtual Event, November 26-29, 2024.



Do Neural Scaling Laws Exist on Graph Self-Supervised Learning

SSL techniques [6, 7, 8] are also successfully adopted in the graph domain while there is no Graph
Foundation Model (GFM) with SSL so far . It remains unclear whether graph SSL techniques follow
the scaling law. To this end, we benchmark existing graph SSL techniques to examine whether they
can follow the neural scaling behavior with the potential to build GFMs [9, 10]. We focus on the graph
classification task instead of transductive node classification and link prediction as the unidentified
relationship between train and test nodes. An inductive graph classification setting helps to construct
clear-control data scaling settings. We also provide more discussion on the inductive settings in
Appendix D. Initial observations demonstrate that the graph SSL loss continuously decreases on the
test set with increasing data scale and model scale. However, despite the decreasing SSL loss, the
downstream task performance does not observe the scaling behavior correspondingly. Instead of data
scale and model scale, key factors that influence the downstream performance are the non-parametric
aggregations derived from model architecture design and the SSL objective design. Such observations
illustrate that the current graph SSL objective may not be a good choice for training a GFM [9, 10].
Therefore, we introduce a new evaluation perspective on scaling law. The setting helps state a new
position on the graph SSL design in the GFM era towards better scaling.

Organizations. The main focus of this work is to explore the scaling law on the existing GraphSSL
methods from both data scaling and model scaling. We tend to examine whether the scaling law can
be applied to the existing GraphSSL methods so that they can have the potential to serve as a part
of the Graph Foundation Model. The following sections will be arranged in the following way: In
Section 2, we briefly introduce the neural scaling law and the SSL learning on Graph. In Section 3,
we introduce the basis settings of our experiments and the existing GraphSSL methods to investigate.
In Section 4, we present the results related to data scaling, and our analysis reveals that there is a gap
between the SSL pre-training task and the downstream task resulting in the vanishing of data scaling
law. In Section 5, we present the results related to model scaling. Our observations indicate that the
model architecture is a key factor influencing the model’s performance on SSL tasks instead of the
simple number of parameters or model scale.

2 Related Works

Neural Scaling Law The general idea of the neural scaling law is that the model’s performance
will keep improving with the scaling of training data or model parameters [11]. The quantitive
formulation of the Neural Scaling Law is typically described in a power-law form as follows, which
is first proposed by Hestness et al [12].

e=aX P+ e ey

The variable X represents the size of the model or the training set. The ¢ is the prediction error
of the model. a, b and €., > 0 are all positive parameters. Under the guidance of neural scaling
law, researchers could predict the performance of large models based on small-scale experiments,
which greatly saves the costs of redundant runs. Moreover, the scaling laws can be applied to
benchmark different models for the backbone of foundation models. Hence, neural scaling law has
helped the development of large models in computer vision [12, 13, 14, 15] and natural language
processing [11, 13, 16, 17, 18, 19, 20].

Liu et al [21] take an initial step of developing the neural scaling laws in the general graph domain.
Specifically, it verifies the general forms of neural scaling laws on graphs. It also discovers some
unique phenomena of model scaling and proposes a proper metric for data scaling on graphs. Within
specific graph domains e.g., molecular graphs, there are existing works [22] that discovered the
scaling of GNNs. These works provide a foundation for our study but are limited to supervised
learning, while our focus is self-supervised learning.

Self-Supervised Learning and its applications on Graph. The rise of self-supervised learning in
Natural Language Processing (NLP) and Computer Vision (CV) [23, 24, 25] has shifted attention to
learning paradigms that do not depend on annotated data. The burgeoning interest in self-supervised
learning methodologies presents an invaluable opportunity for graph learning research, particularly
in overcoming the reliance on annotated data. A growing body of work has introduced a variety of
self-supervised learning strategies for graph data [26, 27, 28, 29, 30, 31, 32, 6], marking a critical
evolution in the field. These methods aim to reproduce the success of self-supervised learning in
graph learning research. However, whether scaling law exists under these Graph SSL methods are
still mysterious.
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By leveraging abundant unlabeled data in the real world and expanding model scale, there are a lot of
models [2, 3] in CV, and NLP areas that serve as foundation models as they benefit from the scaling
law during the pre-training stage. If there exists a GraphSSL method following the neural scaling law,
we believe that it has a solid basis to serve as a part of the graph foundation model.

3 Experiment Setups

To ensure the comprehensiveness of our exploration, we implement the existing representative Graph
SSL methods on various datasets. We select graph classification as the downstream task for evaluation.
Each experiment setting is repeated with five different random seeds are deployed. Here we provide
some basic description of the methods and datasets.

Graph SSL Methods. We conducted experiments on the following Graph SSL methods. (1)
InfoGraph: As a pioneer work of Graph SSL, InfoGraph [8] maximizes mutual information between
global graph embeddings and local sub-structure embeddings, leveraging JSD as its contrastive
loss. (2) GraphCL: GraphCL [7] is a general contrastive learning framework. By maximizing the
representations similarity between two different randomly perturbed local sub-graphs of the same
node, the encoder can be pre-trained in a SSL manner. (3) JOAQO: JOAO [33] can automatically and
dynamically select augmentations during GraphCL training. (4) GraphMAE: GraphMAE [34] is a
generative SSL methods, which aims at reconstructing the feature and information of the data. The
encoder of GraphMAE is trained by reconstructing the masked data feature with provided context.

Datasets. We used the following Datasets for conducting experiments whose detailed statistics are
outlined in Appendix A. reddit-threads [35] contains graphs presenting the task to predict whether
a thread is discussion-based. ogbg-molhiv,ogbg-molpcba are curated by ogb [36], all of them are
molecular property prediction datasets and the task performance metrics are ROC-AUC and AP
correspondingly.

Experiments Settings. We pre-train the encoder with the existing Graph SSL methods using
unlabeled data and the details for the specific settings e.g., training hyper-parameters and backbone
selections are outlined in Appendix B. We evaluate the GraphSSL methods by applying the pre-trained
encoder to downstream task via linear probing following the existing evaluation protocol [37] and
more details about the evaluation protocol are outlined in Appendix C.

Data Split. All datasets are split with the ratio 8:1:1 for training, validation, and testing set and
only the pre-split training set is used to pre-train the model. To ensure the reproducibility of our
experiments, we fix the split for all datasets and all methods will use the same split for experiments.

4 Data scaling

In this section, we conduct experiments to explore the data scaling of Graph SSL methods and our
findings. The main observation is that there is no obvious downstream performance gain along with
the scaling-up data, indicating no data-scaling effect.

4.1 Data Scaling on Downstream Performance

To explore how the performance of downstream tasks improves with the scale-up pre-training data
for Graph SSL methods, we introduce the settings and then present our observations.

Settings. To verify the existence of the data scaling phenomenon of GraphSSL methods, we construct
the following pipeline for pre-training and evaluation to verify data scaling.

* For a reasonable data scaling setting, we gradually increase the ratio for pre-training data with a
fixed interval by containing all data used in the previous ratios.

* For each dataset, we further slice the pre-split training data with the fixed interval with 0.1 as
different pre-training data ratio settings. The order of indices is fixed after generation, so we can
gradually increase the data ratio for pre-training from 0.1 to 1 by slicing the indices to make sure
the data from previous lower ratio can be included.

* For the evaluation on the downstream tasks, we trained an SVM classifier with the pre-trained
model fixed following the existing protocols and reported its performance on the held-out test set
as the metrics for evaluation.
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* To examine whether the Graph SSL methods can consistently exhibit the scaling effect, we fit the
equation of scaling law to our empirical results on different data scales with the least square and
calculate the coefficient of determination R? for examining the quality of the fitting to the scaling.

Observation 1. With gradually scaled-up pre-training data, no obvious scaling effect can be
observed from the downstream performance.

We conduct experiments to gradually increase the data ratio for pre-training to observe whether the
performance gain, along with the increasing data, serves as evidence for the data-scaling behavior.
Figure 1 and 2 illustrate the performance on ogbg-molpcba and reddit-threads datasets and more
results on more datasets can be found in Appendix E. The x-axis indicates the number of graphs for
pre-training, and the y-axis indicates the downstream performance, respectively. The data points are
used to fit the parameters of the scaling law and R? is calculated to examine the overall quality of
fitting. Typically, a R? value larger than 0.5 can be considered significant.

Our key observation is that the performance of all investigated Graph SSL methods does not exhibit a
consistent and obvious scaling behavior despite the consistently increased data ratio for pre-training.
There is no fitted curve nor large R? value to indicate that the downstream performance can scale up
along with more pre-training data amount in Figure 1 and 2.
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Figure 1: Data Scaling of Performance on ogbg-molpcba with standard deviation. x-axis indicates
the data amount used for pre-training and y-axis indicates the downstream performance. No obvious
scaling behavior can be observed.
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Figure 2: Data Scaling of Performance on reddit-threads with standard deviation. x-axis indicates
the data amount used for pre-training and y-axis indicates the downstream performance. No obvious
scaling behavior can be observed.

The key conclusion derived from the above results is that, unlike the SSL methods in the NLP [11, 13,
16,17, 18, 19, 20] and CV [12, 13, 14, 15] domains , Graph SSL methods do not observe data scaling
behavior across graphs. A further investigation to understand why such a phenomenon happens can
be found as follows.

During the pre-training stage, the Graph SSL methods will try to optimize their own SSL task
objectives or SSL Losses as we introduced in Section 2. These objectives or losses are improved
during the pre-training stage. Therefore, we would like to investigate whether they benefit the
downstream loss i.e., whether the knowledge can be generalized to the unseen datasets. If such a
reduction can be observed on the downstream loss, then it indicates that the GraphSSL methods fail
to scale up on downstream performance due to the huge gap between pre-training and downstream
tasks. Therefore, our further investigation aims to examine if the capability obtained along with
increasing large-scale pre-training data doesn’t correspond to the downstream performance gain.

4.2 Data Scaling on SSL loss

Settings. We investigate the above question by changing the metrics we observed from the down-
stream performance to the same SSL task objectives. More specifically, we utilize the held-out test
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Figure 3: Data Scaling of SSL Loss on ogbg-molpcba with standard deviation. x-axis indicates the data amount
used for pre-training and y-axis indicates the SSL Loss on the held-out test data. More obvious scaling behavior
can be observed on InfoGraph and GraphCL compared to performance.
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Figure 4: Data Scaling of SSL Loss on reddit-threads with standard deviation. x-axis indicates the data amount
used for pre-training and y-axis indicates the SSL Loss on the held-out test data. More obvious scaling behavior
can be observed compared to performance.

set to compute the same SSL loss used in the pre-training stage with the pre-trained model fixed. In
this way, we can examine if there is a gain on the same SSL task from improved capability obtained
by scale-up pre-training data.

Observation 2. With gradually scaled-up pre-training data, consistent scaling behavior can be
observed on the SSL loss.

We conduct data scaling experiments to examine if the gain can be observed on SSL tasks with
the scale-up pre-training data. The results presented in Figure 3 and 4 illustrate how the SSL Loss
improves on ogbg-molpcba and reddit-threads datasets with scale-up pre-training data. The x-axis is
the pre-training data amount and the y-axis is the SSL Loss. The overall fitting quality of the fitted
curve obtained with the data points is examined by the R? value.

Compared with the observation on the downstream task performance, the scaling behavior on the SSL
loss is consistent and obvious. However, the scaling behavior could be method-specific i.e., some
methods behave more consistently and stably in a scaling manner while others do not. Taking the
InfoGraph as an example, as shown in Figure 3(a) and 4(a) , the SSL loss evaluated on the testing
data decreases as pre-training data scales. Meanwhile, for other methods e.g., GraphCL the scaling
effect is less obvious and consistent as shown in Figure 3(b) and 4(b).

According to the above results, we observe that the scale-up pre-training data can improve the
capability of SSL tasks in a data-scaling manner. Notably, we do not observe the scaling behavior on
the downstream performance in Section 4.1. Therefore, it could be the gap between the pre-training
and downstream tasks that block the GraphSSL methods from following the scaling law on the
downstream performance.

S Model Scaling

In this section, we conduct experiments to explore the model scaling of Graph SSL methods. Specif-
ically, we aim to observe how the performance improves as we increase the number of model
parameters. Our key observation is that no consistent scaling behaviour can be observed with model
scaling on performance.

Settings. To observe the model scaling effects on the Graph SSL methods, we scale up the model
parameters by increasing (1) size of hidden dimensions and (2) number of layers for the encoders
applied in the Graph SSL methods. Following the settings in the Section 4, we monitor both the
graph classification downstream performance and the value of SSL objectives on the held-out test set.
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Figure 5: Performance on ogbg-molpcba. x-axis denotes the total number of parameters and y-axis denotes the
downstream performance. No obvious scaling behaviour can be observed on all methods.The R? values for each
method are listed as follows.GraphCL:0.0,JOAO:0.0,InfoGraph:0.0,GraphMAE:0.46. The standard deviation is
shown in Figure 22.

——- nhid=32 nhid=64 ——- nhid=128 ——- nhid=256

¢ GraphCL JOAO InfoGraph 0.76 GraphMAE
£ no ot s e e A
£0.77 o5F 7 0.77| o277~ 077 277y O
50.76¢ !4 076« ¢ ¢ I e i ayd 0.75{" ¢
e o ! ! ‘o’ ®
= d v 9
0 4 0.75 4 076 * Y ¥ | o
a 104 10° 106 104 10> 10° 105 107 104 105

# Parameters # Parameters # Parameters # Parameters

Figure 6: Performance on reddit-threads. x-axis denotes the total number of parameters and y-axis de-
notes the downstream performance. Obvious scaling behavior can be observed on all methods except
GraphMAE. However, the range is quite narrow .The R? values for each method are listed as follows,
GraphCL:0.99,JOA0:0.99,InfoGraph:0.95,GraphMAE:0.36.The standard deviation is shown in Figure 23.

5.1 Model Scaling on Downstream Performance

Observation 3. Under the two different manners of model scaling settings, there is no obvious
scaling effect can be observed from the downstream performance.

We present the results showing how the downstream performance of investigated methods improve
with scale-up model size on two datasets, ogbg-molpcba in Figure 5, 6, and reddit-threads in Fig-
ure 7, 8, where the number of parameters is indicated by the x-axis and the downstream performance
is indicated by the y-axis, and different colors indicate different settings of hidden size or number of
layers. Due to the space limit, the results on more datasets can be found in Appendix F.

By increasing the number of layers with the hidden size fixed, no consistent scaling behavior can be
observed as shown in Figure 5 and 6. Even for GraphCL, JOAO, and InfoGraph, there seems to be
an obvious scaling effect exhibited only on Reddit Threads datasets as shown in Figure 6, however,
this could be limited to the scale of plotting as the differences between the downstream performance
metrics are very marginal and far away from being called ‘scaling’, especially compared with the
number of parameters increasing in a exponential way. Similarly, by increasing the number of hidden
size with the number of layers fixed, no scaling effect can be consistently presented for all methods
across all datasets, as shown in Figure 7 and 8.

Therefore, our key observation is that there is no consistent scaling behavior in the downstream
performance of GraphSSL methods with either scale-up hidden dim or number of layers, unlike
the scaling effect that universally exists in CV and NLP domains by increasing the total number of
parameters of the model. Consequently, we conducted further investigation on SSL loss to examine
if the capability of scale-up model parameters benefits the SSL tasks without corresponding to the
downstream performance gain.

5.2 Model Scaling on SSL loss

To examine if the scaled-up model parameters can improve the capability of SSL task to reveal scaling
law, we target the SSL loss on the downstream data as a metric. To better examine the GraphCL and
JOAO, we select proper settings for data augmentation for contrastive learning as it is indicated as
the key component in their original papers [7, 33]. The details are deferred to the Appendix G.

Observation 4. Under the model scaling setting with increasing numbers of layers, the scaling
effect on the SSL loss can be observed on particular datasets and SSL methods.
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Figure 7: Performance on ogbg-molpcba grouped by layers. x-axis denotes the total number of parameters
and y-axis denotes the downstream performance. No obvious scaling behaviour can be observed.The R? values
for each method are listed as follows,GraphCL:0.10,JOA0:0.09,InfoGraph:0.02,GraphMAE:0.18.The standard

deviation is shown in Figure 24.
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Figure 8: Performance on reddit-threads grouped by layers. x-axis denotes the total number of param-
eters and y-axis denotes the downstream performance. The R? values for each method are listed as fol-
lows.GraphCL:0.56,JOA0:0.79,InfoGraph:0.49,GraphMAE:0.64. The standard deviation is shown in Figure 25.

We present the results of all methods on the same dataset in Figure 9 and 10, where the x-axis
denotes the total number of parameters of the model and the y-axis denotes the metrics of SSL loss
respectively. Different colors represent different hidden size settings.
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Figure 9: SSL Loss on ogbg-molpcba with standard deviation. Obvious scaling behaviour can be observed
except GraphMAE. x-axis denotes the total number of parameters and y-axis denotes SSL Loss on the held-out
test set. The R? values for each method are listed as follows. GraphCL:0.99, JOAQ:0.99, InfoGraph:0.99,

GraphMAE:0.17.
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Figure 10: SSL Loss on reddit-threads with standard deviation. Obvious scaling behaviour can be observed
on all methods. x-axis denotes the total number of parameters and y-axis denotes SSL Loss on the held-out
test set. The R? values for each method are listed as follows. GraphCL:0.99, JOAO:0.99, InfoGraph:0.99,

GraphMAE:0.99.

Our key conclusion from the above results is that there is method-specific model scaling behavior
can be observed with the scale-up number of layers and fixed hidden size. For InfoGraph, as shown
in Figure 9, it can exhibit more obvious scaling behavior compared to the trend observed with the
performance metrics. Moreover, the scaling behavior is consistently obvious on all other datasets
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as shown in Figure 9 and 10. Compared with the representative contrastive SSL method InfoGraph,
GraphMAE is a generative method, the scaling effect is not consistent nor obvious on its SSL loss
i.e., its feature reconstruction cosine loss. As shown in Figure 9 , the scaling effect indicated by the
R? value is not as obvious and consistent as that presented in Figure 10. These differences indicate
that the SSL task design of GraphMAE can not consistently benefit from the scaling up of model
parameters. As contrastive SSL methods, GraphCL and JOAO can exhibit similar scaling behavior
as InfoGraph on all datasets as shown in Figure 9 and 10.

Observation 5. Under the model scaling settings with increasing hidden size, there is no obvious
scaling effect can be observed from the SSL loss across datasets.

We also grouped the results by the same number of layers. The results are presented in Figure 11
and 12, where different colors indicate different number of layers settings. The fitted curve and R?
value to examine the fitting quality, all indicate that no consistent and obvious scaling behavior can
be observed.

Our key conclusion from the above results is that there is no consistent or obvious scaling behavior
can be observed with the scale-up hidden size while fixing the number of layers. Taking InfoGraph as
an example, the SSL Loss results grouped by the same number of layers shown in Figure 12 indicates
that there is no improvement on the objectives by increasing the hidden size with the number of
layers fixed. Moreover, compared to the scaling behavior exhibited by InfoGraph with scale-up
number of layers in the model shown in Figure 10, the different behaviors with different model
scaling manners indicate that the improvement is more likely to be the result of more aggregations
by stacking more layers instead of the capability of transformation with more learnable model
parameters. Consequently, we conducted a further investigation on InfoGraph for this phenomenon
to examine whether the aggregation benefits the capability of InfoGraph on SSL objectives rather
than the transformation with more learnable parameters.
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Figure 11: SSL Loss on ogbg-molpcba grouped by layer. No obvious scaling behavior can be consistently
observed. x-axis denotes the total number of parameters and y-axis denotes SSL Loss on the held-out test set. The
R2 values for each method are listed as follows. GraphCL:0.99, JOAO:0.99,InfoGraph:0.95, GraphMAE:0.38.
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Figure 12: SSL Loss on reddit-threads grouped by layer with standard deviation. No obvious scaling behavior
can be observed. x-axis denotes the total number of parameters and y-axis denotes SSL Loss on the held-out
test set. The R? values for each method are listed as follows. GraphCL:0.36, JOAQ:0.18, InfoGraph:0.00,
GraphMAE:0.99. Kindly note that R? is the metric to evaluate how well the fitted curve is instead of a direct
metric to indicate the existence of the scaling effect.

Observation 6. By fixing the hidden size for transformation and increasing the number of
aggregations, an obvious and consistent scaling behavior can be observed on SSL Loss for the
new implementation with transformation and aggregation decoupled.

To decouple the aggregation and transformation of the model, we modify the implementation of
the original InfoGraph accordingly. More specifically, we replaced the layers except for the last
layers from the GINConv layer to Message Passing layers. For the original implementation, all layers
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Figure 13: SSL loss Comparison on three datasets with nhid=96. x-axis denotes the number of aggregations
and y-axis denotes SSL Loss on the held-out test set. Decoupled new implementation of InfoGraph with only one
transformation(InfoGraph1T) can also exhibit consistent scaling behavior with marginal difference to original
results

are the same, i.e., for each layer, the GINConv layer will aggregate the features and then transform
them. Our new implementation only remains the one transformation layer, which is the same as the
original version for feature transformation while the other layers are only message passing layers for
aggregation. In this way, the aggregation and transformation are decoupled. The embedding obtained
with the trained encoder will be fed into the projection head to map the embeddings into another latent
space for calculating the SSL Loss. Our new implementation with aggregation and transformation
decoupled is denoted as InfoGraph1T. We fit the the empirical results to the curve of scaling law
and compare the original(InfoGraph) and new implementation(InfoGraph1T) pairwise. Figure 13
illustrates how the SSL Loss improves with more aggregations compared to the original InfoGraph,
where the x-axis and y-axis indicate the number of aggregation and the SSL Loss metrics respectively.
Our key observation is that the newly implemented InfoGraph1T, with decoupled aggregation and
transformation, exhibits scaling behavior with scale-up number of aggregation, which is similar to
the scaling behavior with scale-up number of layers exhibited in Figure 9 and 10 . The fitted curves
of the original implementation with more transformation layers and decoupled implementation are
almost overlapped. Therefore, we can draw a conclusion that the improvement in the SSL Loss is
primarily due to the model architecture or structure with more aggregations, rather than the capability
with more learnable parameters for transformation.

6 Conclusion

In this work, we take the first step to explore the neural scaling laws on the existing Graph SSL
methods. Specifically, we try to verify the existence of two basic forms of neural scaling laws: the
model scaling law and the data scaling law. Our attempts obtain some key observations and provide
some insights for future work. Obs 1 and 3 indicate that no scaling behavior can be observed in
the downstream performance. Meanwhile, Obs 2 and 4 indicate that scaling behavior can only be
observed in the SSL loss with the increasing number of layers of the encoder in GraphSSL methods.
The above observations can draw a conclusion that the gain in the downstream performance does not
correspond to SSL loss. These results indicate that there is a huge gap between the existing SSL and
downstream tasks in Graph domain. Therefore, for further GFM design, we believe that a proper SSL
task design is critical to mitigate this gap to exhibit scaling behavior on the downstream tasks. Obs 5
and 6 indicate that the scaling behavior we observed is mainly caused from the characteristics of the
model architecture i.e., more aggregations instead of the improved capability with more learnable
parameters. These observations provide insights to future work like verifying the existence of neural
scaling law on more powerful backbones e.g., Graph Transformer for GraphSSL methods. Moreover,
the scaling behavior exhibited in SSL loss for contrastive methods is more consistent than generative
methods. These results suggest that SSL task design and the component design of GraphSSL methods
should be considered as the key factors to reveal the potential of scaling law. Therefore, for further
GFM design, we believe that a powerful and representative backbone is critical to be able to scale up
to accommodate continuously increasing pre-training data. Our findings shed light on the absence of
the scaling behaviors of existing GraphSSL methods and point to critical components that should be
considered in future design.
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A Dataset

All the datasets can be obtained from TU Dataset [35] and OGB Dataset [36]. Here we provide their
statistics in Table 1.

Table 1: Datasets statistics.

Name # Graphs  # Avg. nodes # Avg. edges Metric
ogbg-molhiv 41,127 25.5 27.5 ROC-AUC
ogbg-molpcba 437,929 26.0 28.1 AP
ogbg-ppa 158,100 2434 2,266.1 Accuracy
Reddit-Threads 203,088 23.93 24.99 Accuracy
ZINC-Full 249,456 23.15 24.90 RMSE
PCQM4MV2 3,746,619 14.11 14.52 MAE

B Experiment Specific Settings

All hyper-parameter configuration files for the methods used in this study are provided in the code
repository. Below, we outline the settings for some general hyper-parameters:

¢ Backbone Selection: For all methods, the backbone architecture is GIN [38].

* Hidden Size and Number of Layers: For all methods involved in data scaling experiments, the
hidden size is set to 32, and the number of layers is set to 2.

* Learning Rate and Optimizer: Across all experiments, the initial learning rate is set to 0.001,
and the Adam optimizer [39] is employed for training.

* Graph Classification Task: For downstream evaluation, an SVM classifier is trained, with the
C parameter selected via grid search over the range [0.001, 0.01, 0.1, 1, 10, 100, 1000].

* Graph Regression Task: For downstream evaluation, a two-layer MLP is trained with a hidden
size matching that of the pre-trained encoder.

C More Details about Evaluation Protocols

In this work, we only use the split training set for pre-training to ensure the testing set used for
evaluation will not be leaked in the pre-training stage. For the evaluation of SSL methods, we follow
the existing setting in previous works [7, 8, 37, 40] by fixing the pre-trained encoder and use the
embeddings obtained by this specific fixed pre-trained encoder to conduct a downstream task, such
as training a classifier for graph classification. The pre-training data and downstream data are from
the identical dataset. Then the metrics on the downstream task will be reported to serve as the
performance of the pre-trained encoder to reflect the feasibility of the SSL method correspondingly.
Specifically, for the downstream task settings, we only used the pre-first 10% of the split training data
with labels. For each experiment settings, five different random seeds are deployed. We stored the
model pre-trained after 100 epochs to further evaluate them with the downstream tasks.

D More dicussions on data scaling settings

Here we would like to provide more illustration on why we focused on the inductive graph classifica-
tion to construct clear-control data scaling settings.

For the node classification, under the transductive settings, the whole graph structure will be used
during both training and testing stage. During the training stage, the test nodes will be masked, i.e.,
without label information. Moreover, the edges and nodes are all contributing to the message passing
process. Then if we want to investigate the data scaling on the node classification dataset, we need to
gradually enlarge the graph, i.e., attach the edges and nodes correspondingly. In reverse, we will need
to remove the edges and nodes from the original dataset to construct the subsets. However, there is
no principle for conducting such a process, then a natural idea is to random remove the nodes and
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their connected edges. An extreme situation is that we removed all 1-hop neighbors of the testing
nodes during the training stage to make the testing nodes isolated. In this case, the model’s ability
to classify these isolated test nodes would be diminished, making it difficult to evaluate meaningful
scaling behavior in node classification. It could also skew our conclusions, as the extreme isolation
might lead to more generalization issues than those related purely to data scaling.

In link prediction, constructing subsets to explore data scaling may present new challenges. During the
testing stage, edges used for evaluation are removed, as the model’s goal is to predict their existence.
Successful link prediction depends on generating negative samples i.e. node pairs without links, to
train the model in distinguishing true links from non-existent ones. However, as we reduce nodes and
edges to examine scaling, some negative samples might reflect non-links absent in the original graph,
introducing noise. This distribution shift in negative samples can impact test performance.

Therefore, we focus on the graph classification task as the inductive graph classification setting helps
to construct clear-control data scaling settings.

E More Results on Data Scaling
E.1 Data Scaling on Downstream Performance Using different metrics

As illustrated in [21], a proper metric may better reflect the scaling behavior. Therefore, we provide
the following Figures showing the results on ogbg-molpcba and reddit-threads datasets with the
number of edges or nodes as the metrics. As the average numbers of nodes and edges are stable across
different pre-training sets with different ratios, the overall conclusions from Figure 1, 2, 3, 4 remain
the same, which is that there is no scaling behavior can be observed on the downstream performance.
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Figure 14: Data Scaling of Performance on ogbg-molpcba with standard deviation. x-axis indicates the number
of edges used for pre-training and y-axis indicates the downstream performance. No obvious scaling behavior
can be observed.
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Figure 15: Data Scaling of Performance on reddit-threads with standard deviation. x-axis indicates the number
of edges used for pre-training and y-axis indicates the downstream performance. No obvious scaling behavior
can be observed.

E.2 Data Scaling on Downstream Performance

In this section, we are providing additional results on the deferred ogbg-molhiv for graph classification
task, and ZINC-Full dataset for graph regression task.

Our observations from these results remain the same as that we illustrated in the main content that
there is no scaling behavior can be observed on downstream performance with the gradually scaled-up
pretraining data.
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Figure 16: Data Scaling of Performance on ogbg-molpcba with standard deviation. x-axis indicates the number
of nodes used for pre-training and y-axis indicates the downstream performance. No obvious scaling behavior
can be observed.
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Figure 17: Data Scaling of Performance on reddit-threads with standard deviation. x-axis indicates the number
of nodes used for pre-training and y-axis indicates the downstream performance. No obvious scaling behavior
can be observed.
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Figure 18: Data Scaling of Performance on ogbg-molhiv with standard deviation. x-axis indicates the number
can be observed.
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E.3 Data Scaling on SSL Loss

In this section, we are providing additional results of Data Scaling on SSL Loss on the deferred
ogbg-molhiv dataset for graph classification and ZINC-Full dataset for graph regression task.

Our observations from these results remain the same as that we illustrated in the main content that
scaling behavior can be observed on downstream SSL loss with the gradually scaled-up pre-training

data.
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Figure 20: Data Scaling of SSL Loss on ogbg-molhiv with standard deviation. x-axis indicates the data amount
used for pre-training and y-axis indicates the SSL Loss on the held-out test data. More obvious scaling behavior

can be observed compared to performance.
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Figure 21: Data Scaling of SSL Loss on ZINC-Full with standard deviation. x-axis indicates the data amount
used for pre-training and y-axis indicates the SSL Loss on the held-out test data. More obvious scaling behavior

can be observed compared to performance.

F More Results on Model Scaling

F.1 Model scaling results on downstream performance with standard derivation

Here we present the plots of results on the ogbg-molpcba and reddit-threads, shown in Fig-
ure 22, 23, 24, 25 with standard deviation of the results, corresponding to Figure 5, 6, 7, 8, resepctively.
With the standard deviation taken into account, our conclusion that under the two different manners
of model scaling settings, there is no obvious scaling effect can be observed from the downstream

performance still stands.
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Figure 22: Performance on ogbg-molpcba with standard deviation.. x-axis denotes the total number of parame-
ters and y-axis denotes the downstream performance. No obvious scaling behaviour can be observed on all meth-
ods.The R? values for each method are listed as follows.GraphCL:0.0,JOAQ:0.0,InfoGraph:0.0,GraphMAE:0.46

F.2 Model scaling on Downstream performance

In this section, we are providing additional results on the ogbg-molhiv (Figure 26, 27), ogbg-
ppa (Figure 28, 29) and ZINC-Full (Figure 30, 31) datasets respectively. ZINC-Full is evaluated by
graph regression tasks while the others are evaluated by graph classification task.
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Figure 23: Performance on reddit-threads with standard deviation. x-axis denotes the total num-
ber of parameters and y-axis denotes the downstream performance. Obvious scaling behavior can be
observed on all methods except GraphMAE. The R? values for each method are listed as follows,
GraphCL:0.99,J0A0:0.99,InfoGraph:0.95,GraphMAE:0.36.
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Figure 24: Performance on ogbg-molpcba grouped by layer with standard deviation. x-axis de-
notes the total number of parameters and y-axis denotes the downstream performance. No ob-
vious scaling behaviour can be observed. = The R? values for each method are listed as fol-
lows.GraphCL:0.0,JOAOQ:0.0,InfoGraph:0.11,GraphMAE:0.18.
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Figure 25: Performance on reddit-threads grouped by layers with standard deviation. x-axis denotes the total
number of parameters and y-axis denotes the downstream performance. The R? values for each method are
listed as follows.GraphCL:0.56,JOA0:0.79,InfoGraph:0.49,GraphMAE:0.64.

Our observations from these results remain the same as that we illustrated in the main content that
there is no obvious scaling behavior can be observed under model scaling via increasing number of
layers or the hidden size of the model.

F.3 Model scaling on SSL loss

In this section, we are providing additional results of the Model scaling on SSL loss on the ogbg-
molhiv (Figure 32, 33), ogbg-ppa (Figure 34, 35) and ZINC-Full (Figure 36, 37) datasets respectively.

Our observations from these results remain the same as that we illustrated in the main content that
there is obvious scaling behavior on downstream SSL loss that can only be observed under model
scaling via increasing number of layers of the model.

G Deferred details about GraphCL/JOAO SSL method

Compared with InfoGraph, there are two major differences between GraphCL/JOAO and InfoGraph.
(1) The SSL Loss (2) The strategy for constructing the augmented view for contrastive learning.

We first investigate the influence of loss. InfoGraph is using JSD Loss while GraphCL and JOAO are
using InfoNCE loss. As this is the most obvious difference between the methods, we switch the SSL
Loss, which can be considered as switching a single component between two different frameworks.
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Figure 26: Performance on ogbg-molhiv. x-axis denotes the total number of parameters and y-
axis denotes the downstream performance. The R? values for each method are listed as follows.
GraphCL:0.0,JOA0:0.0,InfoGraph:0.42,GraphMAE:0.0.
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Figure 27: Performance on ogbg-molhiv grouped by layer. x-axis denotes the total number of parameters and
y-axis denotes the downstream performance. No obvious scaling behaviour can be observed. The R? values for
each method are listed as follows.GraphCL:0.0,JOAO:0.0,InfoGraph:0.11,GraphMAE:0.18.
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Figure 28: Performance on ogbg-ppa. x-axis denotes the total number of parameters and y-axis denotes the
downstream performance. No obvious scaling behaviour can be observed on all methods.The R? values for each
method are listed as follows.GraphCL:0.39,JOA0:0.33,InfoGraph:0.43,GraphMAE:0.22.
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Figure 29: Performance on ogbg-ppa grouped by layers. x-axis denotes the total number of parameters and
y-axis denotes the downstream performance. No obvious scaling behaviour can be observed.The R? values for
each method are listed as follows,GraphCL:0.06,JOA0O:0.14,InfoGraph:0.75,GraphMAE:0.38
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Figure 30: Performance on ZINC-Full. x-axis denotes the total number of parameters and y-axis denotes the
downstream performance. Scaling behavior can be observed but the range is narrow. The R? values for each
method are listed as follows.GraphCL:0.0,JOA0O:0.55,InfoGraph:0.97, GraphMAE:0.46
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Figure 31: Performance on ZINC-Full grouped by layers. x-axis denotes the total number of parameters and
y-axis denotes the downstream performance. Scaling behavior can be observed but the range is narrow. The R?
values for each method are listed as follows,GraphCL:0.99,JOA0:0.96,InfoGraph:0.99,GraphMAE:0.41. Kindly
note that R? does not indicate the existence of scaling effect instead of the fitting quality.
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Figure 32: SSL Loss on ogbg-molhiv with standard deviation. Obvious scaling behaviour can be observed
on all methods. x-axis denotes the total number of parameters and y-axis denotes SSL Loss on the held-out
test set. The R? values for each method are listed as follows. GraphCL:0.99, JOAO:0.99, InfoGraph:0.99,
GraphMAE:0.73.

The initial observation indicates that the instability of GraphCL and JOAO remained the same for the
revised version while the revised InfoGraph was still stable. Consequently, our key conclusion from
the above results is that the SSL Loss is not the factor that affects the stability.

We further investigated the difference in generating the augmented views. By fixing the randomness
in utilizing augmenters to generate augmented views for contrastive learning. The rest of the settings
are the same as the model scaling settings with fixed hidden size. After fixing the randomness
in augmented view generation and selecting a proper contrastive strategy, GraphCL and JOAO
obtain more stable results, where more obvious scaling behavior can be exhibited. Meanwhile, their
downstream performances are still almost overlapped with the ones with randomly selected data
augmentations. These results also support our conclusions that the gap between SSL and downstream
tasks blocks the SSL methods from improving on downstream performance corresponding to SSL loss
and the component design is critical for exhibiting scaling behavior for the future Graph Foundation
Model design.

H The Investigation Results on PCQM4Myv2

In this section, we present the results of InfoGraph and GraphMAE on PCQM4Myv?2 datasets.

H.1 Data Scaling Results

We follow the same data scaling settings outlined in Section 4 to ensure consistency in our results.
It is important to note that the PCQM4Myv?2 task is a regression problem, with mean absolute error
(MAE) as the evaluation metric.

Therefore, the observed increase in MAE with larger amounts of pre-training data in Figure 38(a)
does not indicate improved downstream performance for InfoGraph. In fact, this trend suggests
that as more pre-training data is used, the downstream performance of InfoGraph actually declines.
We hypothesize that the enhanced capabilities from increased pre-training data primarily benefit
the SSL task but may harm downstream task performance due to the gap between Graph SSL and
downstream tasks. The gain in the SSL Loss corresponds to the increasing pre-training data, as shown
in Figure 39(a) can support our hypothesis.
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Figure 33: SSL Loss on ogbg-molhiv grouped by layer with standard deviation. No obvious scaling behavior
can be observed. x-axis denotes the total number of parameters and y-axis denotes SSL Loss on the held-out
test set. The R? values for each method are listed as follows. GraphCL:0.99, JOAO:0.99, InfoGraph:0.70,

GraphMAE:0.26.
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Figure 34: SSL Loss on ogbg-ppa with standard deviation. Obvious scaling behaviour can be observed. x-axis
denotes the total number of parameters and y-axis denotes SSL Loss on the held-out test set. The R values for
each method are listed as follows. GraphCL:0.97, JOAO:0.97, InfoGraph:0.95, GraphMAE:0.98.
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Figure 35: SSL Loss on ogbg-ppa grouped by layer with standard deviation. No obvious scaling
behaviour can be observed. x-axis denotes the total number of parameters and y-axis denotes SSL
Loss on the held-out test set. The R? values for each method are listed as follows. GraphCL:0.18,
JOAO:0.11, InfoGraph:0.34, GraphMAE:0.92
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Figure 36: SSL Loss on ZINC-Full with standard deviation.Obvious scaling behaviour can be observed on all
methods. x-axis denotes the total number of parameters and y-axis denotes SSL Loss on the held-out test set. The
R? values for each method are listed as follows. GraphCL:0.99, JOA0:0.99, InfoGraph:0.99, GraphMAE:0.95.

For our evaluation on GraphMAE, there is no scaling behavior on the downstream performance can
be observed as shown in Figure 38(b). However, the Graph SSL loss of GraphMAE, specifically the
feature reconstruction loss, does not exhibit any scaling behavior neither as shown in Figure 39(b).
We hypothesis this phenomenon is caused by the inherently low difficulty of the feature reconstruction
task within PCQM4Mv?2 dataset. The node features in PCQM4Mv2 represent atom features, which
are relatively stable and straightforward to reconstruct due to the inherent nature of features in real
world. This contrasts with datasets like reddit-threads, where node features are based on degree
information, leading to more variability and instability in the features. The simplicity of reconstructing
atom features in molecular graphs likely contributes to the absence of scaling behavior in the SSL loss.
Even when trained with minimal data in Figure 39(b), GraphMAE demonstrates strong performance
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Figure 37: SSL Loss on ZINC-Full grouped by layer with standard deviation. No obvious scaling behaviour
can be observed. x-axis denotes the total number of parameters and y-axis denotes SSL Loss on the held-out
test set. The R? values for each method are listed as follows. GraphCL:0.99, JOAO:0.99, InfoGraph:0.78,

GraphMAE:0.58.

on the Graph SSL task. This suggests that the model does not rely heavily on large-scale data to
achieve effective feature reconstruction, further supporting the notion that the task’s ease within our
specific dataset diminishes the potential scaling behavior.
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Figure 38: Data Scaling of Performance on PCQM4Mv2 with standard deviation. x-axis indicates the number
of edges used for pre-training and y-axis indicates the downstream performance. Notably, the increasing
MAE(mean absolute error) does not indicate improved downstream performance.
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Figure 39: Data Scaling of SSL Loss on PCQM4Mv?2 with standard deviation. x-axis indicates the number of
edges used for pre-training and y-axis indicates the SSL Loss on the held-out test set.

H.2 Model Scaling Results

We follow the same model scaling settings outlined in Section 5 to ensure consistency in our results.
It is important to note that the PCQM4Mv?2 task is a regression problem, with mean absolute error
(MAE) as the evaluation metric. Therefore, the observed increase in MAE with more layers of
backbone GIN in Figure 40 does not indicate improved downstream performance for InfoGraph or
GraphMAE. In fact, this trend suggests that as stacking more layers of backbone GIN, the downstream
performance actually declines. We hypothesize this phenomenon as the result of over-squashing issue,
which may hinder the model’s capability to capture the long-range dependency. The PCQM4Mv2
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consists of small graphs with “average nodes”: 14.11, and “average edges”: 14.52. Then in this case,
it is very likely that increasing more layers of the backbone GIN may cause over-squashing. Then
the critical long-range interaction may not be well-captured [41], potentially leading to the loss of
valuable information in the graph-level representation and thus affecting the regression performance
of the model. Moreover, as shown in Figure 41, using only 1 or 2 layers of the backbone GIN achieve
better results than using more layers. Meanwhile, increasing the hidden-size with the number of layer
fixed can not further improve the performance. Therefore, our observation is that under two different
manners of model scaling settings, the downstream performance can not improve to the increasing
model parameters correspondingly.
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Figure 40: SSL Loss on PCQM4MV?2 with standard deviation . x-axis denotes the total number of parameters
and y-axis denotes the downstream performance. The R? values for each method are listed as follows, Info-
Graph:0.96,GraphMAE:0.66.
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Figure 41: SSL Loss on PCQM4MV?2 with standard deviation . x-axis denotes the total number of parameters
and y-axis denotes the downstream performance. The R? values for each method are listed as follows, Info-
Graph:0.19,GraphMAE:0.13.

Under the two different manners of model scaling settings, there is scaling behavior can be observed
on the SSL loss of InfoGraph by increasing the number of layers of the backbone GIN, as shown in
Figure 42 , while no scaling behavior can be observed for increasing the hidden size with the number
of layers fixed in Figure 43. This conclusion remain the same as the conclusion in the main content.

However, for GraphMAE, there is a trend that the Graph SSL loss of GraphMAE, i.e., the feature
reconstruction loss will increase by stacking more layers of the backbone GIN as shown in Figure 42.
Conversely, for other datasets such as ogbg-molhiv, ogbg-molpcba, and ogbg-ppa, the SSL loss
consistently decreases as the number of GIN layers increases.

Here we propose two potential factors contributing to this phenomenon:

1. Inherent Difficulty of Masked Feature Reconstruction on PCQM4Mv2: The PCQM4Mv2
dataset could present a more challenging masked feature reconstruction task compared to other
datasets. This difficulty may arise from the diverse atomic compositions and the stringent real-
world constraints associated with quantum chemical properties. Specifically, the PCQM4Mv2
dataset encompasses a wider variety of atom types, which may make accurate prediction of masked
nodes more complex. In contrast, other datasets like biological datasets(e.g., ogbg-molhiv, ogbg-
molpcba), and chemical compound dataset (including organic chemical compound,e.g., ZINC_full)
predominantly feature molecules rich in carbon atoms. The prevalence of carbon could simplify the
reconstruction task, as predicting a masked carbon atom could be more likely to be accurate given its
commonality in these datasets.
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2. Over-Squashing Induced by Increasing GIN Layers Impairs Long-Range Dependency
Capture: Long-range dependencies are crucial for accurately reconstructing masked features in
molecular graphs, particularly for quantum chemical properties [41]. In the PCQM4Mv?2 dataset,
these dependencies are essential to satisfy the complex interactions required for chemical stability
and accurate electronic structure representation. However, increasing the number of GIN layers in
GraphMAE may cause the over-squashing problem, where information from distant nodes becomes
compressed as it propagates through multiple layers. This compression may hinder the model’s ability
to capture and utilize long-range dependencies effectively, potentially leading to poorer reconstruction
performance and, consequently, higher Graph SSL loss.
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Figure 42: SSL Loss on PCQM4MV?2 with standard deviation . x-axis denotes the total number of parameters
and y-axis denotes the SSL Loss on the held-out test set. The R? values for each method are listed as follows,
InfoGraph:0.96,GraphMAE:0.0.
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Figure 43: SSL Loss on PCQM4MV?2 with standard deviation . x-axis denotes the total number of parameters
and y-axis denotes the SSL Loss on the held-out test set. The R? values for each method are listed as follows,
InfoGraph:0.76,GraphMAE:0.0.

I Results of replacing backbone for model scaling.

According to our obtained observation that the scaling behavior we observed is more related to the
increasing number of aggregation, we also try to investigate by replacing the backbone with basic
Graph Transformer for long-range perception.

We denote the InfoGraph using basic graph transformer as InfoGraphGTS and conducted the experi-
ments on three datasets, reddit-threads, ogbg-molhiv and ogbg-molpcba.

The conclusion that there is no scaling behavior on the downstream performance remains the same
like ogbg-molhiv and ogbg-molpcba as shown in Figure 44 and 45.

Meanwhile, for reddit-threads, the InfoGraphGTS perform worse than original InfoGraph with GIN
as shwon in Figure 46. This may be resulted by the heavy rely on the graph structure. As the node
features only including the degree information, it is very likely that capturing the connection among
different nodes via basic Graph Transformer could be challenging.
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Figure 44: Performance on ogbg-molpcba grouped by layers. x-axis denotes the total number of parameters
and y-axis denotes the downstream performance. No obvious scaling behaviour can be observed.The R? values

for each method are listed as follows, InfoGraphGTS:0.0,InfoGraph:0.03,GraphMAE:0.07,GraphCL:0.03
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Figure 45: Performance on ogbg-molhiv grouped by layers. x-axis denotes the total number of parameters and
y-axis denotes the downstream performance. No obvious scaling behaviour can be observed.The R? values for

each method are listed as follows, InfoGraphGTS:0.06.InfoGraph:0.04,GraphMAE:0.07,GraphCL:0.00.
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Figure 46: Performance on reddit-threads grouped by layers. x-axis denotes the total number of parameters
and y-axis denotes the downstream performance. No obvious scaling behaviour can be observed.The R? values

for each method are listed as follows, InfoGraphGTS:nan,InfoGraph:0.33,GraphMAE:0.53,GraphCL:0.61.
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