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Cyberbullying is a critical social problem that can cause significant psychological harm, particularly to vulner-
able individuals. While Artificial Intelligence (AI) is increasingly leveraged to combat cyberbullying, its misuse to
generate harmful content raises new concerns. This study examines human perception of Al-generated cyber-
bullying messages and their potential psychological impact. Using large language models (LLMs), we generated
cyberbullying messages across three categories (sexism, racism, and abuse) and conducted a user study (n =
363), where participants engaged with hypothetical social media scenarios. Findings reveal that Al-generated
messages can be just as or even more harmful than human-written ones in terms of participants’ comfort
levels, perceived harm, and severity. Additionally, Al-generated messages were almost indistinguishable from
human-written ones, with many participants misidentifying Al-generated messages as human-written. Further-
more, participants with prior experience using Al tools consistently demonstrated higher accuracy in identifi-
cation, while their attitudes towards online harm significantly influenced their comfort levels. This study
emphasizes the urgent need for robust mitigation strategies to counter Al-generated harmful content, ensuring

that Al technologies are deployed responsibly and do not exacerbate online harm.

1. Introduction

Cyberbullying is a critical social problem that can cause significant
mental-health related issues, especially to adolescents (Campbell, 2012;
Hinduja & Patchin, 2010, 2019; Monks et al., 2012). Cyberbullying in-
volves deliberate and repeated harm via electronic devices (Patchin &
Hinduja, 2015). It encompasses various forms including denigration
(spreading harmful rumors), harassment (repetitive insults), and outing
(sharing embarrassing information). Recent statistics highlight its
growing prevalence, with 38 % of individuals encountering cyberbul-
lying daily on social media (Nikola, 2023) and 26.5 % of students
reporting incidents in the past 30 days, up from previous years (Patchin,
2024). To address this widespread problem and mitigate its devastating
effects on society, researchers from social science and computer science
have explored cyberbullying from different perspectives. Social science
research has approached the study of cyberbullying through established
socio-criminological theories to identify key contributing factors to
victimization. One widely applied framework is Routine Activity Theory
(RAT), which posits that cyberbullying occurs when three elements

converge: a motivated offender, a suitable target, and the absence of a
capable guardian to prevent (Cohen & Felson, 1979). RAT has been used
to explain how individuals’ online behaviors, such as frequent social
media use, sharing personal information, or engaging with unknown
users, may increase their exposure to potential offenders and reduce
protective oversight (Aizenkot, 2022; Arntfield, 2015; Choi et al., 2019;
Navarro & Jasinski, 2013). In parallel, the field of computer science has
taken a technological approach, increasingly leveraging Artificial In-
telligence (AI) to detect and prevent cyberbullying at scale. These
Al-based systems apply machine learning, natural language processing,
and sentiment analysis to identify harmful content, flag abusive mes-
sages, and intervene before further harm occurs (Ali Talpur & O’Sulli-
van, 2020; Balakrishnan et al., 2020; Bethany et al., 2023; Murnion
et al.,, 2018). However, while Al has shown promise as a defense
mechanism, its capabilities have also raised new concerns.
Increasingly, Al tools are being misused to generate harmful content
rather than merely detect it. This is not merely hypothetical — past in-
cidents, such as Microsoft’s Tay chatbot, which was manipulated into
spreading hate speech within hours of release, illustrate AI's
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vulnerability to exploitation (Twitter taught microsoft, 2016). The risks
have intensified with the rapid advancement and increased accessibility
of generative Al, as evidenced by the eSafety Commissioner’s 2023
report highlighting the rise of Al-generated child sexual abuse material
and deepfakes (First reports of children using, 2023). The emergence
and widespread accessibility of generative Al, particularly large lan-
guage models (LLMs), has enabled the scalable and automated genera-
tion of harmful content. The automation of content creation significantly
lowers the cost of launching cyber attacks, including phishing attacks
(Afane et al., 2024; Saha Roy et al., 2024) and coordinated harassment
(Alexander, 2025). Moreover, Al-generated content can be
hyper-realistic and emotionally manipulative, for instance, fabricated
depictions of students in harmful scenarios have been linked to severe
emotional trauma (Alexander, 2025). LLMs are also vulnerable to at-
tacks such as prompt-jailbreaking, which can induce them to generate
harmful outputs despite safety constraints (Lin et al., 2024b). Com-
pounding these risks, the nuanced and fluent language produced by
LLMs makes Al-generated cyberbullying content difficult to detect, often
evading both human moderation and automated filtering systems.
Collectively, these factors make Al-generated cyberbullying uniquely
harmful by amplifying its scale, concealing its origins, and intensifying
psychological impact compared to traditional human-written forms of
cyberbullying.

As Al-generated content becomes increasingly prevalent in online
interactions, existing cyberbullying theories fall short in capturing the
unique dynamics introduced by Al-driven attacks. The Olweus Bullying
Framework (Olweus, 1993), for example, defines bullying based on key
elements such as power imbalance, intent to harm, repetition, and
public exposure, typically within the context of human-to-human in-
teractions. However, when LLMs are weaponized to generate harmful
content, these dimensions take on new forms. The power imbalance
shifts from interpersonal dominance to structural asymmetry, where
individuals can exploit Al to launch large-scale, anonymized attacks.
This imbalance is further amplified by the constant possibility of auto-
mated threats and the potential for widespread exposure (Dordolo,
2014). Intent becomes more diffuse and difficult to assess, as harmful
output may originate from prompt manipulation, model vulnerabilities,
or misuse, rather than a clearly identifiable aggressor. Similarly, the
notion of repetition is redefined, as a single prompt can mass-produce
harmful content that mimic persistent behavior. These changes also
challenge the core assumptions of RAT, particularly the roles of moti-
vated offenders and capable guardians. In Al-driven contexts, the
concept of a motivated offender becomes ambiguous, as harmful content
may be generated by automated systems without direct human intent or
oversight. Meanwhile, traditional guardianship mechanisms, such as
content moderation, reporting, or parental supervision, often fail to keep
pace with the speed, scale, and contextual subtlety of Al-generated
content. Together, all these divergences suggest that while traditional
theories provide a solid foundation, there is a critical need for updated
theoretical frameworks that account for the anonymity, automation,
lack of human empathy, and systemic reach that characterize Al-driven
cyberbullying.

While these theoretical shortcomings have been noted, empirical
studies examining how people perceive Al-generated cyberbullying
remain scarce. This study addresses that gap by examining how people
perceive, evaluate, and distinguish Al-generated from human-written
content. Specifically, we seek to answer four research questions: (1)
How do individuals perceive Al-generated versus human-written
cyberbullying content in terms of harm and severity (RQ1)? (2) To
what extent can individuals differentiate between Al-generated and
human-written cyberbullying messages (RQ2)? (3) What are in-
dividuals® attitudes toward Al-generated cyberbullying and potential
mitigation strategies (RQ3)? (4) What factors influence individuals’
ability to recognize Al-generated cyberbullying and their perception of
its impact (RQ4)? To explore these questions, we conducted a survey
experiment (n = 363) featuring Al-generated messages across three
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categories: sexism, racism, and abuse. Utilizing a combination of
exposure-based and vignette-style methods, our study investigates
participant responses to Al-generated versus human-written cyberbul-
lying to support future detection and intervention efforts.

Overall, our work makes the following contributions: (1) We conduct
the first study to systematically assess the risks posed by Al-generated
cyberbullying, focusing on user perceptions and vulnerabilities. (2)
We generate three types of Al-generated cyberbullying messages based
on LLMs, contributing an Al-generated cyberbullying dataset to facili-
tate future research. (3) We design and conduct a user study to inves-
tigate individuals’ perceptions and attitudes toward Al-generated
cyberbullying, providing actionable insights for prevention strategies.
(4) We highlight the necessity of public awareness regarding the risks of
Al-generated content and the need for platform-level safeguards that can
detect and mitigate Al-generated cyberbullying content.

2. Related work
2.1. Understanding of cyberbullying

Cyberbullying, as defined by Hinduja and Patchin (Patchin and
Hinduja, 2015), involves the intentional and repeated use of digital
technologies—such as computers, smartphones, and other electronic
devices—to cause harm to others. This broad definition captures various
harmful behaviors, including but not limited to denigration, flaming,
harassment, and outing (Catherine et al., 2019). Studies on cyberbul-
lying have traditionally focused on adolescents, highlighting perpetra-
tion and victimization rates ranging widely due to definitional and
sampling inconsistencies (Gohal et al., 2023; Kwan et al., 2020; Mene-
sini & Nocentini, 2009; Zhu et al., 2021). However, cyberbullying
among adults is increasingly recognized, with estimates ranging from
10 % to 60 %, depending on country and population (Finn, 2004; Thazin
Khine et al., 2020; Zhao et al., 2023). While psychological harms — such
as depression, anxiety, and suicidal ideation — are consistent across age
groups (Chu et al., 2022; Lee et al., 2023; Pabian & Vandebosch, 2021;
Yeop Paek et al., 2022), adults often face cyberbullying in different
settings. In workplace settings, adult cyberbullying is influenced by
prior face-to-face bullying, health conditions, job tenure, and organi-
zational cultures that discourage confrontation (Kim & Choi, 2021;
Zhang et al., 2022).

Key predictors of cyberbullying perpetration and victimization vary
across the life course, though some are shared across adolescence and
adulthood. Among adolescents, common victimization risks include
frequent technology use, prior abuse, impulsivity, excessive online ac-
tivity, poor relationships, and minority status (Alhaboby et al., 2016;
Finn, 2004; Mishna et al., 2012), with females and marginalized groups
disproportionately affected (Bauman & Newman, 2013; Lindsay et al.,
2016; Wong et al., 2018). Research on age shows mixed results: some
report no clear effect (Didden et al., 2009; Patchin & Hinduja, 2006;
Smith et al., 2008), though Smith et al. found age-gender differences in
perceived harm (Smith et al., 2008); others report increased victimiza-
tion during middle school (Kowalski & Limber, 2007; Williams &
Guerra, 2007; Ybarra et al., 2006). For teen perpetrators, key predictors
include gender, low empathy, school dissatisfaction, and prior offline
victimization (Ang & Goh, 2010; Cross & Walker, 2012; Hinduja &
Patchin, 2008). Educational interventions have been shown to impact
both perpetration and victimization among adolescents (L’ opez-Castro
& Priegue, 2019; Debby Ng et al., 2022; Patterson et al., 2019). In young
adults, cyberbullying is shaped by sociodemographic factors (age,
gender, ethnicity), perceived anonymity, prior traditional bullying,
problematic social media use, and broader psychosocial factors such as
job stress, weak digital boundaries, poor family management, or low
emotional control (Barlett et al., 2017; Chapell et al., 2006; Hemphill &
Heerde, 2014; Kwan & Skoric, 2013; Kircaburun et al., 2019; Wang
et al., 2019b; Yubero et al., 2017).

Importantly, the roles of victim, perpetrator, and bystander are not
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static. While this traditional framework in cyberbullying research offers
clarity, it has been critiqued for overlooking the fluidity of roles in on-
line aggression (Boccio & Leal, 2023; Jian et al., 2025). Increasingly,
evidence suggests that individuals often shift between roles depending
on context and time. For example, victims of traditional bullying may
engage in online retaliation under the veil of anonymity (Slonje & Smith,
2008), and many individuals simultaneously occupy both perpetrator
and victim roles, commonly referred to as “bully-victims” (Gradinger
et al., 2009; Lazuras et al., 2017; Wang et al., 2019a). In addition,
perpetrator-victims are more likely to engage in negative bystander
behaviors, a tendency influenced by lower levels of empathy and
reduced perceptions of incident severity, as demonstrated in a simula-
tion study by Zhao and colleagues (Zhao et al., 2023).

This overlap is influenced by factors such as risky lifestyles, deviant
peer networks, low self-control, and weak social bonds, with social
learning mechanisms mediating the effects of these traits on cyberbul-
lying behaviors (Xu & Tu, 2024). Gender differences are also notable:
males are more often perpetrators (Li, 2006), while females are more
frequently victimized, though the theoretical basis for these gendered
patterns remains insufficiently examined (Lin et al., 2024a). Further-
more, research show that individuals may transition from victims to
passive bystanders or vice versa, depending on situational and psycho-
logical factors (Jian et al., 2025; Boccio & Leal, 2023; Weulen Kra-
nenbarg et al., 2019; Balakrishnan & Fernandez, 2018;
Matamoros-Fernandez & Farkas, 2021; Macaulay et al., 2022).

Building on this evolving understanding of cyberbullying roles and
mechanisms, recent technological developments have introduced a
novel and understudied phenomenon: Al-generated cyberbullying.
While prior work has largely utilized Al for the detection and mitigation
of human-authored abuse (Ayofe Azeez et al., 2021; Kumar Chaudhary
etal., 2024; Milosevic et al., 2023), the rapid advancement of generative
Al such as LLMs and conversational agents raises the possibility that Al
itself may become a source of harmful content. Al-generated messages,
produced at scale with human-like fluency, pose unique challenges by
potentially amplifying psychological harm while escaping traditional
frameworks for detection, moral responsibility, and intervention. Given
the current research gap, our study investigates how individuals
perceive and respond to cyberbullying content authored by Al versus
humans, focusing on emotional reactions, perceived harm, and likeli-
hood of reporting or intervening. This work aims to extend the con-
ceptual boundaries of cyberbullying by addressing the implications of
non-human perpetrators within digital aggression frameworks.

2.2. Al-generated vs. human-written content

This rising concern is further compounded by the increasing diffi-
culty in distinguishing Al-generated from human-created content. As
generative Al systems produce outputs with near-human fluency, both
researchers and the public face significant challenges in accurately
identifying the origins of digital messages. Most existing research has
focused on technological approaches for Al-generated content detection,
such as the OUTFOX framework, which differentiates between LLM-
generated and human-written essays (Koike et al., 2024). At the same
time, some studies have explored the human ability to discern
Al-generated content. Frank et al. found that most participants struggled
to accurately identify Al-generated media content, often relying on mere
guesses (Frank et al., 2024) while Lu et al. demonstrated similar diffi-
culties in distinguishing between real photos and those generated by Al
(Lu et al., 2024).

With textual content, Kobis and Nossink found that participants
performed no better than chance when GPT-2’s poems of the highest
qualities were selected and presented alongside human-written poems
(Kobis & Mossink, 2021). However, when random sample of GPT-2’s
poems were presented, participants’ detection rates improved above
chance. In their large-scale research with 4600 participants, Jakesch and
colleagues also found that participants generally were unable to tell the

Technology in Society 84 (2026) 103089

difference between personal profiles written by humans or by GPT-3
(Jakesch et al., 2023). In addition, the authors identified several intui-
tive but flawed heuristics people used when judging text authenticity.
Some of these heuristics include first-person pronouns, emotional lan-
guage, and grammatical issues. If participants had only relied on func-
tional cues such as nonsensical and repetitive text, detection accuracy
was greatly improved. Another emerging area of research is under-
standing individuals’ perceptions and attitudes towards Al-generated
content. Graefe and colleagues showed that participants rated news
articles declared as human-written more favorably, regardless of the
actual authorship. However, participants rated Al-generated articles as
more credible and higher in expertise (Graefe et al., 2018). Lim and
Schmalzle found notable differences in how individuals perceive
Al-generated vs. human-written messages in the context of vaping pre-
vention messaging (Lim & Schmalzle, 2024). Similarly, Brigham et al.
showed that Al-generated non-consensual intimate imagery (AIG-NCII)
is widely perceived as harmful and unethical, with harm assessments
varying based on whether the target was a public figure or an individual
(Grace Brigham et al., 2024).

The current study addresses both areas of research on Al-generated
and human-written content. First, this study examines individuals’
ability to recognize Al-generated content but also investigates the
criteria and factors influencing their judgments. Second, our study ex-
amines individuals’ attitudes towards Al-generated cyberbullying, a
critical area that has not been thoroughly studied. This is especially
important in the context of cyberbullying. It has been shown that par-
ticipants failed to detect sophisticated bots, with accuracy rate dropped
to near 50 % (Kolomeets et al., 2024). This means that malicious actors
can employ Al bots to engage in cyberbullying without detection and
amplifying abuse via automation.

3. Design of the study
3.1. Overview of the study

To explore the four research questions, we conducted a survey study
to examine participants’ perceptions towards Al-generated cyberbully-
ing. Our study design follows established methodologies in online harm
research. We considered a similar exposure approach, commonly used in
cyberbullying dataset construction, in which participants engage with
cyberbullying messages for annotation (Samory et al., 2021; Vishwa-
mitra et al., 2021). Additionally, we incorporated a hypothetical sce-
nario design, drawing from prior studies employing vignette
methodologies to examine human perceptions in online harm contexts
(Chan et al., 2013; Ireland et al., 2020). The effectiveness of these ap-
proaches demonstrated that such exposure in a hypothetical scenario,
when ethically managed, contributes to improved detection frame-
works, policy recommendations, and platform interventions aimed at
reducing harm.

Fig. 1 provides an overview of our study, which consists of two
stages:

a) Al-generated cyberbullying message creation and b) a user study.
In the first stage, we used LLMs to generate cyberbullying messages
representing three categories: sexism, racism, and abuse (detailed in
Section 3.2). Rather than generating messages completely entirely from
scratch, we provided real-world cyberbullying messages as examples in
the prompts for two reasons. First, providing concrete examples helps
enhance the quality and contextual relevant of Al-generated content by
guiding the model toward more realistic outputs. Second, using human-
written messages as references allows for the generation of semantically
similar Al-generated messages, enabling a more meaningful comparison
between human- and Al-generated content in the subsequent user study.

In the second stage, we designed and conducted a user study in which
participants were shown two messages, one human-written and one Al-
generated. They were instructed to assume they had encountered the
messages on social media platforms such as Twitter or Facebook. They
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Fig. 1. An overview of our study.

then answered a series questions designed to address our RQs. The
questions are organized into four sets, consisting of 32 open-ended and
close-ended questions (as shown in Appendix A). In Question Set A
(RQ1), participants answered a series of questions about their feelings
towards two cyberbullying messages: one that was human-written and
another that was Al-generated, without being informed of the author-
ship (A.1-A.12). Question Set B (RQ2) involved presenting both the
human-written and Al-generated cyberbullying messages, where par-
ticipants answered questions regarding their judgments about the au-
thors of each message (B.1-B.6). Question Set C (RQ3) focused on
participants’ attitudes towards Al-generated cyberbullying, including
their comfort levels with known Al-generated cyberbullying messages
and their opinions on detecting Al-generated cyberbullying (C.1-C.4).
Finally, Question Set D (RQ4) gathered data on participants’ prior
experiences (D.1-D.6) and demographics (D.7-D.10). An attention check
question was also included for quality control.

To minimize potential effects of the order in which messages were
presented, we considered two presentation sequences: (1) human-
written message first, followed by the Al-generated message, and (2)
Al-generated message first, followed by the human-written message.

3.2. Cyberbullying datasets

Collect human-written cyberbullying content. We selected
human-written cyberbullying datasets based on the following criteria:
(1) English-written content, (2) publicly available labels, (3) specific
focus on cyberbullying, and (4) content created by real humans. To
ensure conceptual and topical diversity, we focus on sexism (Jha &
Mamidi, 2017), racism (Matamoros-Fernandez & Farkas, 2021), and
abuse (Salawu et al., 2021) as representative types of cyberbullying.
These categories are widely recognized in the literature as among the
most pervasive and harmful forms of online aggression (Nobata et al.,

2016; Waseem & Hovy, 2016), and they capture both structural and
interpersonal dimensions of online harm (Megarry, 2014). Moreover,
they align with sociological and psychological theories related to
marginalization, identity-based harassment, and power asymmetries,
which are central to understanding cyberbullying as a complex social
phenomenon. Based on these considerations, we selected three datasets
corresponding to these three types of cyberbullying.

e CallMe-Sexism (Samory et al., 2021): This dataset contains 13k
tweets collected from multiple studies (Jha & Mamidi, 2017; Samory
et al., 2021; Waseem & Hovy, 2016). Each tweet was annotated in
2021 via MTurk, categorized into one of four sexist content cate-
gories using psychological scales, or labeled as non-sexist. We
randomly selected 20 sexist tweets from each category to ensure
diverse representation of sexist content.

e Kaggle-Racism (Cyberbullying dataset, 2020): This dataset includes

159k messages from various social media platforms such as Kaggle

and Twitter, encompassing different types of cyberbullying. We
focused on racist tweets and randomly sampled 100 tweets for our
study.

FDCL18-Abuse (Founta et al., 2018): This dataset consists of over

100k tweets annotated for abusive behaviors. The dataset was

created on CrowdFlower platform in 2017 and merged abusive,
offensive and aggressive annotations into a single category. We
randomly selected 100 abusive tweets.

All cyberbullying messages sampled from the above datasets served
two purposes: (1) they were presented as human-written cyberbullying
messages in the user study, and (2) they were used as input prompts for
LLMs to generate cyberbullying content.

Create Al-generated cyberbullying content. We utilized Meta’s
pre-trained Llama 2 model (Touvron et al., 2023) to create Al-generated
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cyberbullying content. Specifically, we prompted the model to produce
10 cyberbullying messages similar to a given human-written cyberbul-
lying message, following the prompt template shown in Fig. 2. Using
human-written messages sampled from the three datasets, we generated
three types of Al-generated cyberbullying messages: sexism, racism, and
abuse. Accordingly, we conducted a user study with three independent
groups, each focusing on one type of cyberbullying: the sexism group,
the racism group, and the abuse group.

3.3. Data analysis methodology

To comprehensively examine both the measurable and interpretive
dimensions of participants’ responses, this study employed a mixed-
methods design. In this framework, quantitative and qualitative data
were collected simultaneously and analyzed independently, with find-
ings integrated during the interpretation phase. This design was selected
to provide both statistical validation of behavioral patterns and a rich
contextual understanding of participant reasoning, essential for
addressing our research questions regarding Al-generated
cyberbullying.

Quantitative analysis of close-ended responses. Quantitative
data consisted of responses to close-ended Likert-scale items assessing
participant comfort levels, perceived harm and severity of cyberbullying
messages, and judgments about message authorship. We first calculated
descriptive statistics to summarize response distributions across the
three message categories. To assess within-subject differences, particu-
larly in comfort level and harm perception between human-written and
Al-generated messages, we used the Wilcoxon signed rank test, a
nonparametric alternative to the paired t-test suitable for ordinal data.
All p-values were reported following APA style guidelines (Number and
Statistics Guide, 2025). To ensure the adequacy of statistical inference,
we conducted a power analysis (Akter et al., 2020; Li et al., 2017), which
determined that a minimum of 24 participants per group was necessary
to achieve 80 % power with a medium-to-large effect size (Cohen’s d =
0.8) and a 95 % confidence level. Our sample exceeded these re-
quirements: 159 participants in the sexism group, 99 in the racism
group, and 105 in the abuse group, thereby ensuring sufficient statistical
power across analyses.

Qualitative analysis of open-ended responses. Qualitative data
were derived from participants’ narrative explanations to open-ended
questions, including justifications for their authorship judgments and
reflections on Al-generated content. We analyzed these responses using
inductive thematic analysis (Braun & Clarke, 2006), guided by best
practices for open coding, iterative refinement, and theme development
(Braun & Clarke, 2022; Nowell et al., 2017). The thematic coding was
performed by the first three authors. Each cyberbullying category was
assigned to two coders: the sexism group was coded by the second and
third authors, the racism group by the first and second authors, and the
abuse group by the first and third authors. The coding process involved
multiple stages.

e Initial Independent Coding: For each question, two coders inde-
pendently reviewed and coded a stratified subset of participant re-
sponses (typically 20-30 %) to identify emergent codes.

e Codebook Construction: Coders then collaborated to synthesize
their findings into a preliminary codebook. This included agreed-
upon code definitions, exemplar quotes, and inclusion/exclusion
criteria.

Instruction: Please write 10 [sexist/racist/abusive] messages similar to
the following message.
Input: [sampled human-written message]

Fig. 2. Prompt template used for creating Al-generated cyberbully-
ing messages.

Technology in Society 84 (2026) 103089

e Full Dataset Coding: Using the preliminary codebook, coders
independently analyzed the remaining responses within their
assigned groups. New or ambiguous responses that could not be
categorized using the initial codebook led to iterative codebook
updates.

e Final Reconciliation: After all responses were coded, the coders met
to discuss discrepancies, merge overlapping codes, and refine the-
matic categories. The final codebook, including detailed definitions
and examples, is available on Zenodo.

To assess inter-coder reliability, we computed Cohen’s Kappa (Fleiss
et al., 2013; Jacob, 1960) for each open-ended question. The average
Kappa coefficient across all questions was 0.87 (SD = 0.06), indicating a
high level of agreement and consistency in thematic interpretation
across coders (see Appendix B).

3.4. Participants and ethical consideration

We recruited participants through MTurk (Amazon mechanical turk,
2024), a widely used crowdsourcing platform, restricting participants to
U.S. adults due to the compensation requirement.

Pilot study. Before the formal user study, we conducted a pilot study
with 20 participants to evaluate the clarity of the survey questions, the
correctness of the procedures, and the time taken to complete the sur-
vey. While no major issues were identified, participants took an average
of 8.7 min to complete the survey, which exceeded the expected time of
5 min. As a result, we increased the compensation to $2.00 USD for the
formal study. Only minor wording refinements were made to finalize the
survey. Participants from the pilot study were excluded from the formal
study, and their responses were not included in the formal result
analysis.

Participant recruitment and compensation. The formal study was
conducted on MTurk in May and June 2024. It is important to note that
we intentionally did not set any quality-related qualifications, such as
crowd workers’ approval rate, during pre-selection process. This deci-
sion was made to recruit a diverse group of participants regardless of
their performance on MTurk. The formal survey took approximately 10
min to complete, and we compensated each qualified participant with
$2.00 USD. This results in a projected hourly wage of $12.00 USD, which
exceeds the required minimum wage rate of $7.25 USD per hour in the
United States (Hara et al., 2018).

Ethical considerations and content warning. Given the sensitive
nature of the distributed survey, we took several steps to mitigate ethical
risks. First, we submitted our application to the Institutional Review
Boards (IRBs) at each author’s institution and received approval from all
before starting our study. We meticulously adhered to IRB guidelines to
minimize any risks to potential participants throughout the study. We
ensured that no identifiable information was collected and used an
informed consent process that did not require signed consent. Second,
we provided potential participants with detailed information about the
risks involved, particularly regarding the potential exposure to harmful
content. We followed MTurk guidelines to include a clear warning,
“WARNING: This HIT may contain negative content,” in the task title. In
the informed consent form, we highlighted the potential risks and
emphasized the voluntary nature of participation as well as the right to
withdraw at any time without penalty. Third, we conducted participant
screening to exclude individuals under 18 years old, recognizing that
minors are particularly vulnerable to cyberbullying content (Hinduja &
Patchin, 2010; Kamar et al., 2022; Rebecca, 2015; Yeop Paek et al.,
2022). Fourth, we offered debriefing and assess to mental health support
by providing participants with links to resources, including: 1) StopBull
ying.gov (StopBullying.gov. Get help now, 2022), 2) Cyberbullying
Research. Center (Cyberbullying Research Center, 2024), 3) National

! The final codebook can be found at https://zenodo.org/records/15107233.
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Domestic Violence Hotline (National Domestic Violence Hotline), and 4)
RAINN’s resources for survivors of Stalking and Cyberstalking (RAINN,
2024). Finally, following the widely used methodology in cyberbullying
studies (Chan et al., 2023; Conway et al, 2016; Perren &
Gutzwiller-Helfenfinger, 2012), we employed a vignette methodology to
explore participants’ perceptions through hypothetical scenarios of
cyberbullying. Additionally, participants were invited to provide feed-
back (such as additional comments or concerns) at the end of the study,
but we did not receive any comments or complaints regarding harmful
content.

4. Results analysis

In this section, we present participant demographics and analyze
findings to address our four RQs. As mentioned in Section 3.1, partici-
pants were assigned one of two message presentation sequences. How-
ever, a Chi-square test of independence revealed no statistically
significant relationship between message order and participants’ com-
fort level, perceived harm, or severity (Question Set A). Therefore, this
factor was excluded from further analysis.

Demographics. A total of 794 participants completed our survey
study.? After filtering out participants who failed the attention check
question or provided completely irrelevant answers to open-ended
questions,” we were left with 363 valid participants. These partici-
pants were distributed across three groups: 159 in the sexism group, 99
in the racism group, and 105 in the abusive group. Table 1 summarized
the demographics of the participants in each group. In brief, the majority
of participants were between 25 and 39 years old, comprising 76.73 %,
83.84 %, and 80.00 % of the sexism, racism, and abuse groups,
respectively. As for the gender, the majority of participants in each
group were male, with 74.84 % in the sexism group, 63.64 % in the
racism group, and 66.67 % in the abuse group. As for education level,
most participants in each group held a bachelor degree, with 73.58 % in
the sexism group, 71.72 % in the racism group, and 69.52 % in the abuse
group. Regarding race, most participants identified as white, with 89.94

Table 1
Demographics of participants.

sexism (159) racism (99) abuse (105)

Age

18-24 3(1.89 %) 2 (2.02 %) 3 (2.86 %)
25-39 122 (76.73 %) 83 (83.84 %) 84 (80.00 %)
40-60 33 (20.75 %) 13 (13.13 %) 15 (14.29 %)
60 or older 1 (0.63 %) 1(1.01 %) 3 (2.86 %)
Gender

Male 119 (74.84 %) 63 (63.64 %) 70 (66.67 %)
Female 37 (23.27 %) 34 (34.34 %) 34 (32.38 %)
Prefer not to say 3(1.89 %) 2 (2.02 %) 1 (0.95 %)
Education

Highschool 6 (3.77 %) 1 (1.01 %) 2 (1.90 %)
College 4 (2.52 %) 3(3.03 %) 0 (0.00 %)
Bachelor 117 (73.58 %) 71 (71.72 %) 73 (69.52 %)
Master 31 (19.50 %) 24 (24.24 %) 30 (28.57 %)
Doctoral 1 (0.63 %) 0 (0.00 %) 0 (0.00 %)
Race

White 143 (89.94 %) 94 (94.95 %) 99 (94.29 %)
Asian 7 (4.40 %) 2 (2.02 %) 2 (1.90 %)
Black 4 (2.52 %) 1(1.01 %) 2 (1.90 %)
American Indian 3 (1.89 %) 1 (1.01 %) 0 (0.00 %)
Other 2 (1.26 %) 1(1.01 %) 2 (1.90 %)

2 Incomplete and duplicate submissions are excluded from analysis.
3 All authors independently reviewed each participant’s responses and held
discussions to reach final decisions on excluding low-quality responses.
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% in the sexism group, 94.95 % in the racism group, and 94.29 % in the
abuse group. We noticed demographic biases and discussed their po-
tential impact in Section 5.

Prior experience. We explored participants’ prior experiences with
cyberbullying and Al usage, as summarized in Table 2. More than half of
the participants in each group reported having experienced cyberbul-
lying: 62.26 % in the sexism group, 50.51 % in the racism group, and
59.05 % in the abuse group. In terms of cyberbullying incidents over the
past 12 months, approximately 25 %-30 % of participants reported
being targeted at least once across three groups. Additionally, 21.38 %,
19.19 %, and 27.62 % of participants in the respective groups experi-
enced cyberbullying more than once during the same period. Given that
most participants were over the age of 24, these findings suggest that
cyberbullying remains prevalent even among adults. Regarding Al
usage, the majority of participants reported prior experience with Al
tools, and over 70 % indicated that they use such tools on a daily or
weekly basis. These findings underscore the growing integration of Al
technologies into everyday life.

4.1. RQI: Perception of Cyberbullying Content

To answer RQ1, we presented one human-written and one Al-
generated cyberbullying message to participants without disclosing
the authorship of messages. Participants were asked to indicate their
comfort level, perceptions of harm and severity, and their reactions to
both messages.

4.1.1. Comfort level

Participants rated their comfort level on a 5-point Likert scale (A.1/
A.7) for each message. Fig. 3a displays the distributions of participants’
comfort levels when receiving a human-written message compared to an
Al-generated message. In the sexism (n = 159) and abuse (n = 105)
groups, participants reported a higher level of discomfort with Al-
generated content compared to the human-written message. Specif-
ically, in the abuse group, discomfort rose from 60.95 % for human-
written messages to 76.19 % for Al-generated messages, with a statis-
tically significant difference based on the Wilcoxon signed rank test.
However, in the racism (n = 99) group, there were no differences with
the reported comfort level.

4.1.2. Perceived harm

Participants were asked to rate their agreement with the statement,
“the above message is harmful,” for both human-written and an Al-
generated messages (A.4/A.10). Fig. 3b presents the distribution of

Table 2
Participants’ prior experiences with cyberbullying and Al usage.

sexism (159) racism (99) abuse (105)

Prior Experience with Being Cyberbullied
Yes 99 (62.26 %)
No 57 (35.85 %)
Prefer Not to Say 3 (1.89 %)

50 (50.51 %)
43 (43.43 %)
6 (6.06 %)

62 (59.05 %)
39 (37.14 %)
4 (3.81 %)

Frequency of Cyberbullying in Past 12 Months
None 79 (49.69 %)

One 41 (25.79 %)

More than one 34 (21.38 %)

Prefer Not to Say 5(3.14 %)

45 (45.45 %)
29 (29.29 %)
19 (19.19 %)
6 (6.06 %)

42 (40.00 %)
31 (29.52 %)
29 (27.62 %)
3 (2.86 %)

Prior Experience with Using AI Products

Yes 148 (93.08 %) 82 (82.83 %) 99 (94.29 %)
No 6 (3.77 %) 10 (10.10 %) 4 (3.81 %)
Prefer Not to Say 5(3.14 %) 7 (7.07 %) 2 (1.90 %)
Frequency of Using AI Products for Text Generation

Never 4 (2.52 %) 3(3.03 %) 2 (1.90 %)
Daily 62 (38.99 %) 37 (37.37 %) 36 (34.29 %)
Weekly 65 (40.88 %) 38 (38.38 %) 46 (43.81 %)

Monthly/Yearly/Other 28 (17.61 %) 21 (21.21 %) 21 (20.00 %)
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Fig. 3. Participants’ Perception of Cyberbullying Content (RQ1). For each group, the upper bar (i.e., sexism-H, racism-H, and abuse-H) is for human-written
messages, and the lower bar (i.e., sexism-A, racism-A, and abuse-A) is for Al-generated messages.

participants’ agreement levels. Similar to reported comfort level, par-
ticipants in the sexism (n = 159) and abuse (n = 105) groups somewhat
or strongly agreed that the Al-generated message was more harmful than
human-written message, with the difference in the abuse group reaching
statistical significance. In the racism (n = 99) group, comparable per-
centages of participants rated both messages as harmful.

4.1.3. Perceived severity

Participants also rated their agreement level with the statement “the
above message is severe” for both a human-written message and an Al-
generated message (A.5/A.11). The response distribution is presented in
Fig. 3c. For both the sexism (n = 159) and racism (n = 99) groups, there
were no significant differences in the perceived severity between
human-written and Al-generated messages. The one exception is the
abuse (n = 105) group where participants significantly viewed Al-
generated message as more severe than human-written message. Spe-
cifically, 57.14 % of participants considered the human-written message
as more severe compared to 79.05 % for the Al-generated message.

4.1.4. Immediate reaction to cyberbullying messages

Participants reported their immediate reactions to both human-
written and Al-generated messages (A.6/A.12), with response distribu-
tion shown in Fig. 3d. In the sexism (n = 159) and racism (n = 99)
groups, the most common response was “intent to report” for both
message types: 46.54 % and 59.60 % participants chose to report the
human-written message, respectively, while 50.31 % and 54.55 % did so
for the Al-generated message. However, the abuse group (n = 105)
exhibited a distinct trend: while 40.95 % of participants ignored the
human-written message, a significant majority (60.95 %) chose “intent
to report” for the Al-generated message. This aligns with the prior
findings, where Al-generated message elicited higher discomfort,
greater perceived harm, and increased severity compared to human-
written ones. These results suggest that participants are more likely to
take active measures, such as reporting, when they perceive a message
as particularly harmful or severe.

4.1.5. Key RQ1 Takeaways
First, participants across all groups felt uncomfortable with both
human-written and Al-generated cyberbullying messages. Second, the

majority perceived both messages as harmful and severe. Third, while
participants in the sexism and racism groups were more likely to report
both human-written and Al-generated messages, those in the abuse
group were more inclined to ignore human-written messages but report
Al-generated ones. Finally, when comparing human-written and Al-
generated messages in terms of comfort level, perceived harm and
severity, we found similar distribution in the sexism and racism groups,
but a significant difference in the abuse group. Overall, these findings
highlight that Al-generated cyberbullying content can be just as, if not
more, harmful than human-written content.

4.2. RQ2: differentiating Al-generated and human-written cyberbullying

To answer RQ2, participants were first informed that the presented
messages could be either human-written or Al-generated. They were
then asked to identify the author of each message and describe the as-
pects they considered in making their judgments.

4.2.1. Identification accuracy

Participants were asked to indicate who they believed wrote the
presented message (Questions B.1 and B.4). The overall accuracy rates
for the sexism, racism, and abuse groups were 44.97 %, 39.39 %, and
41.90 %, respectively, suggesting that participants struggled to distin-
guish between human-written and Al-generated cyberbullying mes-
sages. To delve into the details, we obtained the confusion matrix for

Table 3
Confusion matrix for each group.

Type of Ground Human Prediction
Cyberbullying Truth Human AL Not_Sure
sexism Human 127 9 23

Al 119 16 24

Not_Sure 0 0 0
racism Human 68 13 18
Al 71 10 18

Not_Sure 0 0 0

abuse Human 83 11 11
Al 90 5 10

Not_Sure 0 0 0
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each group, as shown in Table 3. The results showed that a majority of
participants mistakenly attributed the Al-generated messages to a
human author. These findings highlight the remarkable ability of LLMs
to generate content that closely mimics human writing, making it
challenging for individuals to differentiate between the two.

4.2.2. Aspects Considered in judging the authorship of human-written
messages

Participants were asked to identify the aspects they focused on when
considering the author of the human-written message (Question B.2),
with results summarized in Fig. 4. Additionally, an open-ended question
(Question B.3) is designed for participants to provide explanations to
their responses. Overall, we found that for all groups, participants pri-
marily focused on the emotion and the wording of the message when
considering the author of the human-written message.

Sexism group (n = 159). Participants primarily based their judg-
ments on emotions (42.77 %) and wording (32.70 %) when identifying
human-written messages. Among the 68 participants who chose emo-
tions, 15 participants judged based on emotional intensity, associating
strong language with human authorship, e.g., “The use of strong language
and personal frustration suggests a human wrote it” (PS-46); 13 participants
linked emotions expressed through personal opinions with human
authorship, e.g., “The message conveys a personal opinion and emotional
judgment, which seems more characteristic of a human writer. Additionally,
the phrasing and word choice reflect a subjective viewpoint that AI might not
typically express as naturally” (PS-3). Others cited casual and informal
tone, personal expressions and feelings, and biased or stereotypical ex-
pressions. While two participants doubted on AI’s capability to generate
emotional content, another two found the emotions too ambiguous to
judge. Among 52 participants who focused on wording, nine noted that
words used for personal beliefs suggested human authorship, e.g.,
“Message contains personal anecdotes and subjective experiences, which are
often characteristics of human-written content” (PS-125); eight partici-
pants highlighted the use of slang and informal language, e.g., “Slang
terms like §us’ and ‘tht,’ casual profanity (‘shit’), and informal phrasing
(‘holla back’) are all more typical of human conversation than the typically
neutral and formal language used by AI models” (PS-10). Others pointed to
human-like communication patterns, use of biased language, and
simplicity of word choices, with some citing the use of sarcastic and
sensitive words as indicator of human authorship.

Racism group (n = 99). Participants primarily based their judg-
ments on emotions (50.51 %) and wording (25.25 %) when dis-
tinguishing human-written messages. Among 50 participants who
focused on emotions, 17 associated strong emotional intensity with
human authorship, e.g., “The message contains strong opinions and
controversial statements, which are typically more indicative of a human
writer” (PR-73); nine pointed to biases and hostile intent as indicative of
human authorship, e.g., “The message has a specific and hostile intent that
seems characteristic of a human’s biased thinking” (PR-93). Others high-
lighted negative emotions (e.g., xenophobic and discriminatory tone),
sophisticated emotional expressions and personal beliefs to human
authorship. These responses suggest that participants perceived Al-
generated messages as generally robotic and emotionless. Among 25
participants who focused on wording, seven cited human-specific word
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choices, e.g., “Al tends to have a much more formal and structured way of
presenting text. Especially the ‘Ha’ at the end makes it come across as a
human message instead of AI” (PR-62); six linked sensitive and
emotionally charged words to human authorship, e.g., “The use of
phrases like ‘being duped’ and the implication of a conspiracy suggest a
certain emotional intensity and possibly a biased perspective” (PR-46).
Participants also identified provocative, opinionated wording, as well as
the use of historical references, as indicative of human authorship,
whereas formal language was more commonly associated with Al-
generated content.

Abuse group (n = 105). Participants primarily based their judg-
ments on emotions (40.00 %) and wording (34.29 %). Among 42 par-
ticipants who considered emotions, 14 recognized emotional expression
that seemed distinctly human, e.g., “The emotional expression and frus-
tration in the sentence suggest a human author. Al-generated text often lacks
this level of personal emotion and context-specific frustration” (PA-10); nine
noted strong emotional content such as anger e.g., “Message 1 contains
strong emotional language and derogatory terms, indicating a personalized
expression of frustration or anger” (PA-31). Others associated introspec-
tion, personal experiences, and nuanced emotions with human author-
ship. Among 38 participants who focused on wording, 21 cited the
informal tone and colloquial language as strong indicators of human
authorship, e.g., “The sentence wording in Message 1 includes colloquial
phrases and slang, which are typically used in informal, human conversa-
tions” (PA-53); four highlighted emotional wording, e.g., “The emotional
intensity and the choice of words looks more indicative of human expression
rather than Al-generated content” (PA-54). Participants also explained the
use of offensive words, humor, and sentimental expressions as human-
like traits.

4.2.3. Aspects Considered in judging the authorship of Al-generated
messages

Participants were also asked to identify the aspects they focused on
when assessing the authorship of the Al-generated message (B.2/B.5).
Across all groups, emotions and wording were the most frequently
considered aspects.

Sexism group (n = 159). Participants primarily based their judg-
ments on wording (39.62 %) and emotions (36.48 %). Among 63 par-
ticipants who focused on wording, 34 associated wordings reflecting
personal opinion/bias/belief with human authorship, recognizing that
Al-generated content is typically not subjective, e.g., “The statement re-
flects traditional and biased views on gender roles, suggesting a personal belief
that is likely human-generated. Al-generated content typically avoids such
direct and subjective opinions” (PS-101); 10 noted complexity and clarity
of wording, suggesting that Al-generated content is often more complex,
e.g., “I'm leaning toward it being by a human because it’s simple, under-
standable, and would fit in in a conversation or post on social media” (PS-
11). Others cited confrontational and casual tones in wording as human
traits, while five provided other reasons. Among 58 participants who
considered emotions, 23 identified stereotype and personal bias as in-
dicators of human authorship, e.g., “The message uses strong gender ste-
reotypes and traditionalist language that suggests a deeply ingrained belief
system. The direct and confrontational wording is more characteristic of
human” (PS-19); 16 pointed to personal experiences and thoughts, e.g.,
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“Message 2 seems to include personal experiences and emotions that might be
more authentically expressed by a human” (PS-73). Others noted
emotional depth, complexity, and provocativeness as features of Al-
generated messages, with four recognizing distinct human emotional
expressions and two believing Al models could not generate certain
emotions.

Racism group (n = 99). Participants primarily based their judg-
ments on emotions (50.51 %) and wording (27.27 %). Among 50 par-
ticipants who considered emotions, 17 emphasized emotional intensity
as a human trait, e.g., “The emotional intensity and specific accusations
suggest a human perspective, but AI models can mimic such tone and struc-
ture” (PR-72); ten identified hostile emotions as indicative of human
authorship, e.g., “The message contains strong, inflammatory language and
a clear expression of hatred, which are more typical of human-generated
content” (PR-6). Others cited more specific emotional cues, such as
authenticity of emotions, strong biases and directness as human-like
characteristics. Among 27 participants who focused on wording, eight
pointed to the choice of specific words, e.g., “choice of words seem more
aligned with human communication” (PR-58); another eight associated
strong biases in the wording with human authorship, e.g., “The message
contains specific accusations and a narrative that implies a strong bias and
intentional harm, which seems more characteristic of human writing” (PR-
61). Participants also recognized the following as indicators of human
writing: (a) the use of inflammatory language, (b) the lack of nuances in
wording, and (c) comparable wording style to other Al-generated texts.

Abuse group (n = 105). Participants primarily relied on emotions
(65.71 %) and wording (15.24 %). Among 69 participants who
considered emotions, 27 associated that the harsh and direct language
with human authorship, e.g., “The first message reads as a very direct,
emotionally charged insult that seems much more characteristic of how a
human would lash out angrily” (PA-64); 14 noted strong negative emo-
tions as indicative of human authorship, e.g., “I focus on the emotions
resented in the sentences as the strong negative sentiments expressed suggest
genuine human emotion rather than a calculated response” (PA-14). Others
linked hostility (8), emotional tone (8), and authenticity of emotions (5)
to human authorship. Among 16 participants who considered wording,
six identified derogatory language and strong emotional tone as human
traits, e.g., “The use of strong derogatory language and the hostile tone
convey intense emotions.” (PA-2); four associated direct insults and
emotionally charged language with human authorship, e.g., “The direct
insult and lack of context make it seem like something a human might
impulsively write” (PA-10); two considered formality and complexity of
sentence wording, while four cited other reasons.

4.2.4. Key RQ2 Takeaways

First, for all groups, the majority of participants struggled to differ-
entiate between human-written and Al-generated cyberbullying mes-
sages, with accuracy rates below 50 %. Specifically, in most cases,
participants incorrectly identified Al-generated messages as human-
written. Second, when assessing messages authorship, participants pri-
marily focused on emotions and wording. Strong emotional intensity,
personal biases, and subjective language were key factors that led par-
ticipants to attribute both human-written and Al-generated cyberbul-
lying messages to human authors. These findings highlight the deceptive
realism of Al-generated content, reinforcing concerns about the poten-
tial misuse of Al in generating persuasive and emotionally charged
messages.

4.3. RQ3: attitudes towards Al-generated cyberbullying

To answer RQ3, participants were explicitly informed that the pre-
sented message was generated by Al They were then asked to respond to
Question Set C, which examined their attitudes towards Al-generated
cyberbullying.

Technology in Society 84 (2026) 103089

4.3.1. Comfort level with Al-generated cyberbullying

Participants were asked to indicate their comfort level upon
receiving an Al-generated cyberbullying message (Question C.2). The
response distribution is presented in Table 4. The results show that a
majority of participants remained uncomfortable with Al-generated
cyberbullying messages, even when aware of their Al origin. Notably,
participants had previously rated their comfort level with the same
message in Question A.7 (Section 4.1), without knowing whether it was
written by AI or a human. A comparison of responses indicates a
reduction in discomfort across all three groups once participants were
informed of the AI authorship. However, the decrease in discomfort was
statistically significant only in the sexism group, as indicated by the
Wilcoxon signed rank test (p < 0.05). This suggests that source disclo-
sure can to some extent reduce perceived discomfort, though the effect is
limited in some cases.

4.3.2. Opinions on Protection Against Al-generated cyberbullying

Fig. 5 presents the distributions of participants’ agreements on the
statement, “Protecting internet users against cyberbullying launched by
Al is as important as that by humans” (Question C.3). We found a vast
majority of participants supported this notion, with 96.23 % in the
sexism group, 91.92 % in the racism group, and 95.24 % in the abuse
group somewhat or strongly agreeing. Participants further elaborated on
their reasoning in Question C.4.

Sexism group (n = 159). Among 157 participants who agreed or
strongly agreed on the importance of protecting users against Al-
generated cyberbullying, 86 cited its serious psychological effects on
individuals’ well-being and mental health, e.g., “Victims may experience
stress, anxiety, depression, and a decrease in self-esteem. In severe cases, it
can lead to suicidal thoughts or actions” (PS-92); 27 participants empha-
sized AI’s potential for greater harm than human-written cyberbullying
due to its scalability and anonymity, e.g., “Al can be programmed to
spread hate speech and harassment at an alarming rate, overwhelming vic-
tims much faster than a human bully could” (PS-10); 18 argued that pro-
tection from cyberbullying should be prioritized regardless of whether
the content is Al-generated or human-written; 11 explicitly emphasized
the equal importance of safeguarding users from both sources; seven
highlighted the human role in mitigating Al-generated bullying, and
eight provided other reasons.

Racism group (n = 99). Among 93 participants who agreed with
the statement, 61 explained that both human-written and Al-generated
cyberbullying inflict significant harms, e.g., “Cyberbullying, regardless of
whether it originates from AI or humans, can have equally harmful conse-
quences on individuals’ mental health and well-being.” (PR-47), 14 par-
ticipants pointed out that the source of cyberbullying does not diminish
the need for protection, e.g., “Addressing both forms of cyberbullying with
equal attention and resources is essential to ensure a safe and inclusive online
environment for everyone” (PR-26); six highlighted Al-generated con-
tent’s broader impact on online safety; two explicitly emphasized equal
importance of protecting users from both Al-generated and human-
written cyberbullying messages; two mentioned AI’s potential role in
cyberbullying detection; and seven cited other reasons such as ethical
violations.

Abuse group (n = 105). Among 101 participants who agreed with
the statement, 61 emphasized the significant emotional and psycho-
logical harm caused by Al-generated cyberbullying, e.g., “Al-generated
cyberbullying can still cause harm and distress to individuals, even if it lacks
the emotional depth of human-generated content” (PA-62); 12 highlighted
Al’s potential for greater, more damaging impact due to automation and
scalability, e.g., “Al-driven cyberbullying could be highly automated, scal-
able, difficult to detect and more damaging” (PA-95); eight recognized AI's
benefits; four participants critiquing the unethical use of Al to engage in
cyberbullying; eight asserted that cyberbullying is harmful regardless of
authorship; eight had other reasons. The remaining four participants felt
neutral about the statement for various reasons, including discomfort
when confronted with Al-generated cyberbullying, e.g., “feel better if
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Table 4
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Comfort Level on Receiving Al-generated Cyberbullying Messages. Percentage changes in parentheses are calculated between the responses in Questions A.7 shown in
Fig. 3a and Question C.2. (C.2: How comfortable would you feel if you receive presented Al-generated message and be informed that this message is generated by an Al

model?).

Types of Cyberbullying Very Comfortable

Comfortable

Neutral Uncomfortable Very

Uncomfortable

sexism
racism
abuse

6.92 % (—2.52 %)
8.08 % (—1.01 %)
7.62 % (—2.86 %)

14.47 % (+5.66 %)
18.18 % (+1.01 %)
13.33 % (+4.76 %)

14.47 % (+7.55 %)
15.15 % (+1.01 %)
8.57 % (+3.81 %)

29.56 % (+0.00 %)
25.25 % (+1.01 %)
37.14 % (+8.57 %)

34.59 % (—10.69 %)
33.33 % (—2.02 %)
33.33 % (—14.29 %)

sexism 27.67 &

racism 27.27 5.0'«1‘:':

abuse 33.33 4.7~
40 60 80 100

Comfortable
I Very uncomfortable

er

Fig. 5. Participants’ agreement level on the importance of protection against
Al-generated cyberbullying.

written by ai. if it wasnt someone doesnt know how to correctly use words”
(PA-103).

4.3.3. Key RQ3 Takeaways

First, changes in participants’ comfort levels were generally insig-
nificant except in the sexism group. Second, most participants agreed
that protecting internet users from Al-generated cyberbullying is equally
important, regardless of whether it is initiated by AI or humans. This
consensus was largely driven by concerns over the significant harm and
scalability of Al-generated cyberbullying, which led to a greater nega-
tive impact. These findings highlight the urgent need for careful
consideration of AI's role in cyberbullying and implementing protective
measures to mitigate its widespread effects.

4.4. RQ4: Factors influencing judgment and perception

To investigate factors influencing participants’ judgments and per-
ceptions (RQ4), we analyzed independent variables across de-
mographics, prior experience, and attitudes towards freedom of speech.
Appropriate regression models were applied based on data types, and
Odds Ratios (OR) were computed to improve interpretability (Frik et al.,
2022). Additionally, we used bidirectional stepwise regression for var-
iable selection, guided by the corrected Akaike Information Criterion
(AIC), which adjusts the traditional AIC to accommodate small to
moderate sample sizes (Hurvich & Tsai, 1989).

4.4.1. Factors influencing the identification accuracy

Each participant evaluated one human-written and one Al-generated
cyberbullying message, with accuracy coded as 1 (correct) or O (incor-
rect). Given the categorical nature of the dependent variable, we applied
logistic regression analysis.

Identifying human-written messages. Table 5 presents the results
of the stepwise regression analysis. In the sexism group, participants
who reported frequent use of Al tools (e.g. daily or weekly) were 3.494
times more likely to correctly identify human-written sexist messages (p
= 0.011, OR = 3.494). Two additional variables demonstrated marginal
significance: participants who had ever used Al (p = 0.063) and white
participants (p = 0.066) tended to perform slightly better in correctly
identifying such messages. In the racism group, no variables reached
conventional significance levels; however, both prior Al use and lower
being-bullied frequency showed positive trend. In the abuse group, prior
experience with Al had a substantial effect: participants who had used Al
were over 10 times more likely to correctly identify human-written
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Table 5
Logistic regression on whether participants correctly identified human-written
cyberbullying message (Question B.1).

Coef. Std. z P- 95 % CI Odds
Err. value Ratio
Sexism Group
Intercept -1.184 0.821 —1.442 0.149 [-2.794, 0.3059
0.425]
use_ai_freq 1.251 0.491 2.547 0.011* [ 0.288, 3.494
2.214]
use_ai 1.365 0.733 1.862 0.063 [-0.072, 3.9145
2.801]
age —2.100 1.293 —1.624 0.104 [-4.635, 0.1224
0.434]
race 1.148 0.625 1.836 0.066 [-0.078, 3.1503
2.373]
being_bullied —0.820 0.500 -1.64 0.101 [-1.799, 0.441
0.160]
Racism Group
Intercept —0.484 0.620 —0.782 0.435 [-1.699, 0.6161
0.731]
bullied_freq 0.787 0.488 1.612 0.107 [-0.170, 2.1964
1.743]
use ai 0.865 0.554 1.563 0.118 [-0.220, 2.376
1.950]
Abuse Group
Intercept —1.342 0.985 —1.363 0.173 [-3.273, 0.261
0.588]
use ai 2.364 0.924 2.558 0.011* [ 0.553, 10.632
4.175]
bullied_freq 0.761 0.523 1.454 0.146 [-0.265, 2.140
1.786]

*p < 0.05, **p < 0.01, ***p < 0.001.

abusive messages (p = 0.011). Overall, these findings suggest that Al
experience, particularly having ever used Al tools, consistently improves
participants’ ability to identify human-written content, especially in the
abuse and sexism groups. Demographic factors such as race and age may
also moderate identification performance, though their effects did not
reach statistical significance and warrant further investigation.
Identifying Al-generated messages. Table 6 presents the stepwise
regression results examining participants’ ability to correctly identify
Al-generated cyberbullying messages. In the sexism group, gender
showed a marginal effect, with male participants being less likely to
correctly identify Al-generated sexist messages (p = 0.079, OR = 0.386),
suggesting a possible gender difference in perception or sensitivity to Al-
generated gendered content. In the racism group, two variables reached
statistical significance. Individuals who had used Al tools were signifi-
cantly less likely to correctly identify Al-generated racist content (p =
0.005, OR = 0.126), potentially reflecting overconfidence or familiarity
bias in Al users. Additionally, age showed a marginally significant effect
(p = 0.050, OR = 18.999), with younger participants (i.e., < 40) being
substantially more likely to correctly identify Al-generated racism
messages. In the abuse group, gender effect was retained in the model
but did not reach significance (p = 0.216, OR = 0.314), though the odds
ratio again suggested that male participants may be less accurate. In
general, these results suggest that both demographic factors (gender and
age) and AI experience influence the ability of individuals to detect Al-
generated harmful content, particularly in the context of racism. The
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Table 6
Logistic regression on whether participants correctly identified Al-generated
cyberbullying message (Question B.5).

Coef. Std. z P-value 95 % CI Odds
Err. Ratio
Sexism Group
Intercept  —1.551 0.416 -3.726  0.000%** [-2.366, 0.2121
—0.735]
gender —0.953 0.542 —-1.759 0.079 [-2.014, 0.3857
0.109]
Racism Group
Intercept  —0.876 0.532 —1.645 0.100 [-1.919, 0.4167
0.168]
use_ai —2.069 0.739 —2.799 0.005** [-3.518, 0.1263
—0.620]
age 2.944 1.504 1.957 0.050* [-0.004, 18.999
5.893]
Abuse Group
Intercept  —2.367 0.604 —3.920  0.000%** [-3.551, 0.094
—1.184]
gender -1.159 0.938 -1.236 0.216 [-2.997, 0.314
0.679]

*p < 0.05, **p < 0.01, ***p < 0.001.

findings highlight possible perceptual or experiential differences that
shape how users interpret Al-generated cyberbullying across different
categories.

4.4.2. Factors influence Individual’s perception

To examine factors influencing participants’ comfort levels in
receiving Al-generated messages, we employed ordered logistic regres-
sion. The results are presented in Table 7. In both the sexism and abuse
groups, participants who prioritized preventing harmful messages over
protecting freedom of speech reported significantly lower comfort levels
(sexism: p < 0.001, OR = 0.258; abuse: p < 0.001, OR = 0.220),
indicating that greater concern for online harm is associated with
increased sensitivity to these types of content. In contrast, in the racism
group, three variables showed significant associations with comfort
level. Participants who had experienced bullying more than once had a
higher level of comfort with Al-generated racist messages (p = 0.019,
OR = 2.887), while those who had previously used Al (p = 0.025, OR =
0.351) and male participants (p = 0.035, OR = 0.439) reported signif-
icantly lower comfort. Overall, the findings suggest that participants’
attitude toward online harm strongly influences their emotional re-
sponses to Al-generated sexist and abusive messages, whereas prior
personal experiences, including Al use, bullying history, and gender play
a more prominent role in shaping responses to racist content.

In addition, to explore how individual factors affect participants’

Table 7

Ordered logistic regression on participants’ comfort level on receiving Al-
generated message and being informed that the message is generated by Al
(Question C.2).

Coef. Std. z P-value 95 % CI Odds
Err. Ratio
Sexism Group
attitude -1.355  0.329  -4114  0.000*** [-2.001, 0.258
—0.709]
Racism Group
bullied_freq 1.060 0.450 2.354 0.019* [0.177, 2.887
1.943]
use_ai —1.048 0.468 -2.238 0.025* [-1.966, 0.351
—0.130]
gender -0.823  0.391 -2.108 0.035* [-1.589, 0.439
—0.058]
Abuse Group
attitude -1.514  0.412  -3.674  0.000%*** [-2.322, 0.220
—0.706]

*p < 0.05, **p < 0.01, ***p < 0.001.
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changes in comfort level after discovering that a message was generated
by AI, we conducted linear regression analyses. The change in comfort
level was determined by calculating the difference between participants’
reported comfort levels before and after learning that the message was
Al-generated, which is a continuous variable. The results are presented
in Table 8. In the sexism group, education emerged as a significant
factor (p = 0.004, OR = 2.052), with higher-educated participants
showing a greater increase in comfort after discovering the message was
Al-generated. In the racism group, age was included in the model but
was not a significant predictor (p = 0.501, OR = 1.649), though younger
participants (< 40) tended to show a higher comfort change. In the
abuse group, both attitude and gender significantly influenced change in
comfort level. Participants who prioritized preventing harmful messages
over protecting freedom of speech reported greater increases in comfort
after learning the message was Al-generated (p = 0.001, OR = 2.236),
while male participants reported smaller comfort changes compared to
females (p = 0.037, OR = 0.606). Overall, the findings suggest that
education level and attitudes toward online harm are key factors in how
participants emotionally recalibrate after discovering a message’s Al
authorship, particularly in the contexts of sexist and abusive content.
Gender also appears to shape these shifts, with males being less
responsive in their comfort adjustment for abusive content.

4.4.3. Key RQ4 Takeaways

First, participants with prior experience using Al tools consistently
demonstrated better ability to identify human-written cyberbullying
messages, particularly in the sexism and abuse categories. Second,
gender and age were associated with participants’ ability to detect Al-
generated messages, especially in the racism category, suggesting
possible perceptual or cognitive differences across groups. Third, atti-
tudes toward online harm shape emotional responses. Participants who
prioritized the prevention of harmful content over the protection of
freedom of speech reported lower comfort levels with Al-generated
sexist and abusive messages, indicating a strong relationship between
values and emotional sensitivity. Finally, education and attitudes impact
comfort level change: upon learning that a message was Al-generated,
participants with higher education or stronger harm-prevention atti-
tudes showed greater shifts in comfort, particularly for sexist and
abusive content. Male participants, however, appeared less responsive
in adjusting their comfort levels, in response to abusive messages.

5. Discussion
5.1. Implications and recommendations

The harm potential of Al-generated cyberbullying. Our findings
in Section 4.1 highlight that Al-generated cyberbullying content can be
equally or even more harmful than human-written content in terms of
users’ comfort levels, perceived harm, and severity. These results
emphasize the need for serious attention to Al-generated harmful con-
tent, as it can evoke strong negative reactions similar to those caused by
human-written content. While Al-driven threats are gaining increased
attention (Karasavva & Noorbhai, 2021; Pechenik Gieseke, 2020),
research on Al-generated cyberbullying remains scarce. Our study as-
sesses the risks associated with Al-generated harmful content by
examining human perceptions of Al-generated cyberbullying, particu-
larly focusing on LLMs, which pose an even greater risk due to their
accessibility and widespread adoption. A recent tragic case illustrates
these risks: a 14-year-old committed suicide after engaging with an Al in
a role-playing context (Yang, 2024), underscoring the profound ethical
concerns surrounding Al-generated content. Given the rapid integration
of Al into online interactions, we urge the research community to
expand its efforts in understanding and mitigating malicious use of AL In
particular, cyberbullying remains a pervasive issue among minors
(Peebles, 2014; Anderson, 2018; Manuel Ga’mez-Guadix & Estibaliz
Mateos-Pérez, 2019; Gohal et al., 2023), necessitating stronger
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Table 8
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Ordinary least squares regression on participants’ comfort level change on receiving Al-generated message and being informed that the message is generated by Al

(Questions A.7 and C.2).

Coef. Std. Err. Z P-value 95 % CI Odds Ratio

Sexism Group

education 0.7187 0.245 2.929 0.004** [0.234, 1.203] 2.0518
Racism Group

age 0.5 0.741 0.675 0.501 [-0.970, 1.970] 1.6487
Abuse Group

attitude 0.8048 0.239 3.372 0.001%** [0.331,1.278] 2.2362
gender —0.5007 0.237 -2.113 0.037* [-0.971, —0.031] 0.6061

*p < 0.05, **p < 0.01, ***p < 0.001.

protective measures. Overall, the potential for Al misuse to escalate into
a broader societal threat cannot be underestimated, and proactive
measures are essential to safeguard against these dangers.

Challenges in distinguishing Al-generated content from human-
written content. As summarized in Section 4.2, most participants
struggled to differentiate between human-written and Al-generated
cyberbullying messages, with accuracy rates below 50 %. This finding
aligns with prior studies in other domains, where detection of Al-
generated content also remains low, for example, news articles (52 %)
(Brown et al., 2020), media image (49.93 %), and media text (54.48 %)
(Frank et al., 2024). In exploring potential reasons for this low accuracy,
we discovered that many participants believe that Al-generated content
is inherently neutral and devoid of emotion or bias. Therefore, raising
public awareness of the potential risks associated with Al-generated
content is essential. Our findings also indicate that knowing the origin
of Al-generated cyberbullying messages can, to some extent, reduce
individuals’ discomfort levels (Section 4.3), which is consistent with
prior research showing that source disclosure significantly influences
perceptions of messages (Lim & Schmalzle, 2024). We recommend that
social media platforms implement transparent source disclosure, which
will help users better understand the content they encounter. This
practice could ultimately reduce the harm associated with Al-generated
cyberbullying.

Behavioral responses and limitations of human moderation. Our
study provides valuable insights into the roles of human and automated
detection in combating Al-generated cyberbullying. We found that
participants are more likely to take active measures when they perceive
a message as particularly harmful or severe regardless of whether it was
authored by a human or AI (Section 4.1). This finding aligns with prior
research showing that perceived severity increases the likelihood of
intervention, especially from bystanders (Bastiaensens et al., 2014;
DeSmet et al., 2012; Macaulay et al., 2022). Our results extend this
literature by showing that perceived severity similarly influences
behavioral response from the victim’s perspective. This behavioral
tendency suggests that existing policies on social media platforms,
which offer options to block, report, or restrict unwanted interactions
(Instagram, 2024a, 2024b; Snapchat, 2024), can be effective when users
recognize content as harmful. Encouragingly, a majority of participants
across all three groups expressed an intention to report Al-generated
cyberbullying messages (Section 4.1.4). However, the scalability and
automation of Al-generated content present new challenges that limit
the effectiveness of relying solely on user reports and human modera-
tion. To address this emerging threat, social media platforms must
recognize Al-generated cyberbullying as a new attack vector and adapt
their policies accordingly. This includes refining AI detection mecha-
nisms, strengthening moderation frameworks, and educating users on
Al-generated threats to ensure a more proactive and comprehensive
approach in online safety. Research has shown that targeted training can
improve individuals’ ability to identify Al-generated content (Dugan
et al., 2023). Thus, educating individuals about linguistic cues and
generative patterns could serve as a feasible safeguard against
Al-generated cyberbullying.

Predictors of emotional to

sensitivity Al-generated
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cyberbullying. Our findings in Section 4.4 confirm and extend prior
research by identifying key demographic and experiential factors such
as gender, education, and bullying history as significant influences on
individuals’ emotional responses to cyberbullying. For example, male
participants showed lower emotional sensitivity to harmful content
(Section 4.4.2), supporting prior evidence that females and marginalized
groups experience greater psychological impact and perceive higher
levels of harm in cyberbullying incidents (Schodt et al., 2021; Wong
et al., 2018). Similarly, the finding that individuals with repeated
bullying experiences were more tolerant of Al-generated racist messages
aligns with research suggesting that prior victimization may contribute
to desensitization or diminished harm perception in both adolescents
and adults (Hemphill & Heerde, 2014; Zhang et al., 2022). Education
and age also emerged as important factors, influencing participants’
ability to detect Al-generated messages and their emotional recalibra-
tion after learning the messages’ origin, patterns that mirror their known
associations with cyberbullying perpetration and victimization in past
studies (Wang et al., 2019b; L’opez-Castro & Priegue, 2019; Patterson
et al., 2019; Balakrishnan, 2015). Importantly, we extend the existing
literature by uncovering how value-based attitudes and Al familiarity
influence emotional responses to Al-generated cyberbullying. Specif-
ically, participants who prioritized preventing harm over protecting free
speech reported significantly lower comfort levels with sexist and
abusive content, indicating that moral and ethical orientations sub-
stantially influence harm sensitivity (Section 4.4.2). Furthermore, those
with prior experience using AI tools were less comfortable with
Al-generated racist messages, possibly reflecting greater awareness of
AT’s persuasive capabilities or increased attunement to algorithmic bias.
These insights introduce new psychological and technological di-
mensions to the cyberbullying literature, emphasizing that both
normative beliefs and prior technological engagement can shape how
individuals process and respond to Al-mediated online harm.

5.2. Limitations and Future work

This study has several limitations that can be overcome by future
studies. First, there is a demographic bias in the participant sample,
which may not adequately represent the full spectrum of the population.
This bias could influence the interpretation of results, particularly when
dealing with sensitive topics like sexism, racism, and abuse, as the
perspectives and reactions of a more diverse sample might yield
different outcomes. Future studies should aim to recruit a more diverse
and representative participant sample by utilizing stratified sampling
techniques to ensure that various demographic groups are adequately
represented. Second, the study’s scope was confined to a specific set of
sentences focusing on sexism, racism, and abuse, without expanding to
other types of potentially harmful or controversial content. This limi-
tation restricts the range of insights that could be drawn, as it overlooks
other forms of discrimination, bias, or abuse that might also be relevant.
Therefore, future research should include a wider variety of sentence
types that cover other forms of harmful or controversial content, such as
homophobia, ageism, ableism, and religious discrimination, among
others. This will allow for a more thorough assessment of the AI model’s
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ability to handle a broader spectrum of sensitive topics, providing a
more complete evaluation of its performance and limitations. Finally,
the current analysis was limited to using only the Llama model, without
exploring or comparing alternative models. Future studies should
incorporate a comparative analysis of multiple Al models. By evaluating
different models, researchers can gain insights into the strengths and
weaknesses of each model in processing various types of content.

6. Conclusion

In this paper, we investigated risks associated with Al-generated
cyberbullying. We conducted a user study to examine individuals’ per-
ceptions and attitudes towards Al-generated cyberbullying content. Our
findings show that Al-generated cyberbullying messages cause signifi-
cant discomfort and perceived harm comparable to human-written
message. Additionally, Al-generated messages are almost indistin-
guishable from human-written messages, with many participants mis-
identifying Al-generated messages as human-written. We also found that
participants with prior experience using Al tools consistently demon-
strated higher accuracy in identification, while their attitudes towards
online harm significantly influenced their comfort levels. Overall, this
work represents a significant step in understanding the human percep-
tion of Al-generated cyberbullying and its potential psychological im-
pacts. Our findings emphasize the urgent need for continued

Appendix A. Four Sets of Questions
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development of comprehensive strategies to safeguard individuals for
Al-generated cyberbullying.
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Participants for this survey were recruited from the Amazon Mechanical Turk (MTurk) and all participants were given the same questions. Par-
ticipants were presented with the following 32 questions. We list them in four sets (i.e., A to D) and added notes in bold font before each set to improve

the readability of the paper.

Question Set A: These questions are about participants’ perception of cyberbullying messages.

Please assume you see the following message on a social media platform such as Twitter or Facebook, and then answer six questions:

“human-written cyberbullying sentence”

A.1 How comfortable would you feel if you received the above message?

Very comfortable

Comfortable Neither
comfortable nor uncomfortable
Uncomfortable

Very uncomfortable

0O O O O o

A.2 I believe the above message is an example of cyberbullying.

Strongly agree

Somewhat agree

Neither agree nor disagree
Somewhat disagree
Strongly disagree

O O O O o

A.3 Which of the following best describes content of the above message.

o Abuse

o Racism

o Sexism

o Not a cyberbullying message

o Other: can’t tell without context

A.4 Do you think the above message is harmful?

o Strongly agree ... o Strongly disagree (5-level scale)
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A.5 Do you think the above message is severe?

o Strongly agree ... o Strongly disagree (5-level scale)
A.6 What are your immediate reactions after reading the above sentence?

Intent to report
Intent to respond
Delete or block user
Ignore

o O O o

Please assume you see the following message on a social media platform such as Twitter or Facebook, and then answer six questions:
“human-written cyberbullying sentence”

Questions A.7 to A.12 are identical to Questions A.1 to A.6.
Question Set B: These questions are about participants’ judgements regarding authors of provided cyberbullying messages.

Please consider both messages together and answer the following questions:
Message 1: {human-written cyberbullying sentence} Message 2: {Al-generated cyberbullying sentence}

B.1 Each of the above messages could be written by either a human (human-written) or by an Artificial Intelligence (Al-generated). Who do you think wrote
the message 1?

o Human
o Artificial Intelligence
o Not sure

B.2 Which aspects of the sentence do you focus on when considering the author of message 1?

Emotions presented in sentences

Sentence structures

Sentence wording

Sentence grammars

The length of sentences Other (Please specify in the following question)

O O O O o

B.3 Can you please explain your answer to the question above? Please write down at least two sentences: (Your answer should be anonymous and
please do not enter any identifiable information in this question.)
B.4 Each of the above messages could be written by either a human (human-written) or by an Artificial Intelligence (Al-generated). Who do you
think wrote the message 2?
o Human
o Artificial Intelligence
o Not sure
B.5 Which aspects of the sentence do you focus on when considering the author of message 2?
o Emotions presented in sentences
o Sentence structures
o Sentence wording
o Sentence grammars
[e]

The length of sentences Other (Please specify in the following question)

B.6 Can you please explain your answer to the question above? Please write down at least two sentences: (Your answer should be anonymous and please do
not enter any identifiable information in this question.)

Question Set C: These questions are about participants’ attitudes towards Al-generated cyberbullying messages.
C.1 How comfortable would you feel if you receive message 1 and be informed that this message is generated by an AI model?
o Very comfortable ... o Very uncomfortable (5-level scale)
C.2 How comfortable would you feel if you receive message 2 and be informed that this message is generated by an AI model?

o Very comfortable ... o Very uncomfortable (5-level scale)

14
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C.3 Protecting internet users against cyberbullying launched by Al is as important as that by humans?

o Strongly agree ... o Strongly disagree (5-level scale)
C.4 Can you please explain your answer to the question above? Please write down at least two sentences. (Your answer should be anonymous and please do
not enter any identifiable information in this question.)

Question Set D: These questions are about participants’ prior experience and demographics.
D.1 Do you have prior experience with being cyberbullied?

o Yes
o No
o I prefer not to say

D.2 How many times have you experienced being cyberbullied over the past 12 months?

o None

o One

o Two

o More than three
o I prefer not to say

D.3 Do you have prior experience with using Al products (such as ChatGPT, Llama)?

o Yes
o No
o I prefer not to say

D.4 On average, how often do you use Al products (such as ChatGPT, Llama) to generate textual content?

Daily
Weekly
Monthly
Yearly
Never
Other

0O O O O O o

D.5 What is your attitude towards freedom of speech?

o Positive
o Negative

D.6 If you absolutely have to choose between protecting freedom of speech and preventing harmful messages from spreading, which is more important to you?

o Protecting Freedom of Speech
o Preventing Harmful Message from Spreading

D.7 What race best describes you?

White/Caucasian

Black/African American

Indian/Alaskan Native Asian/Pacific Islander
Multiracial

I prefer not to say Other

O O O O o

D.8 What best describes your gender?

Male

Female

I prefer not to say
Other

o O O o

D.9 Which of the following best describes the highest level of education you have completed?

o Less than high-school diploma or GED
o High school diploma or GED

15
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Some college

Associate degree/2-year college degree
Bachelor’s degree/4-year college degree
Master’s or professional degree/JD/LLM
Doctorate degree (e.g., Ph.D., Ed.D., M.D)

0O O O O o

D.10 What is your age group?

18-24 years
25-39 years
40-60 years
61 years or above

o O O o

Appendix B. Codebook
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Table B.O lists the inter-coder agreement using Cohen’s Kappa for each open-ended question.

Table B.9

Inter-coder Agreement using Cohen’s Kappa « for Each Open-ended Question

Question Group X
B.3 Aspect Used to Judge the Author of Human-written Message sexism 0.90
racism 0.93
abuse 0.87
B.6 Aspect Used to Judge the Author of Al-generated Message sexism 0.80
racism 0.98
abuse 0.80
C.4 Agreement on Protecting Users Against Al-driven Cyberbullying sexism 0.80
racism 0.82
abuse 0.93

Data availability
I have shared the link to my data in the manuscript.
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