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Short-pulse lasers are modeled using equations related to the cubic-quintic complex Ginzburg-
Landau equation (CQ-CGLE), which is a generalization of the nonlinear Schrodinger equa-
tion (NLSE). These lasers balance loss, gain, nonlinearity, spectral filtering, and dispersion
in order to generate regular trains of stationary or periodically stationary pulses. While sta-
tionary pulses maintain a constant shape as they propagate, periodically stationary pulses
change shape as they propagate around the laser loop, returning to the same shape once each
round trip. With the advancement of laser technology, there has been a dramatic increase
in the amount by which the pulses breathe each round trip of the laser. In this dissertation,
we describe a method for determining the regions of parameter-space in which stable sta-
tionary pulses can be generated. Unlike other existing methods for finding stable stationary
solutions, we anticipate that it will be possible to extend our proposed method to the case

of periodically stationary pulses.

We describe the linearization of the the CQ-CGLE about a stationary solution, and we
employ a method that uses the spectrum of the linearized operator to determine the stability
of the pulse. The spectrum of the pulse is composed of the essential and point spectra, and
while formulae exist for the essential spectrum, in general no such formulae exist for the
point spectrum. We determine the point spectrum with the aid of a compact operator with

a matrix-valued Green’s kernel that is associated to the linearized operator.
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We consider two types of compact operators, those which are trace class, and those which
satisfy the weaker condition of being Hilbert-Schmidt. We review the theory of the Fredholm
determinant of a trace class operator and the 2—modified Fredholm determinant of a Hilbert-
Schmidt operator, and we extend this theory to the case of matrix-valued kernels. We derive
a formula for the numerical approximation of such Fredholm determinants and quantify the
error between the true and approximated determinants. We then establish a result which
quantifies when a Hilbert-Schmidt operator is trace class. We prove that if the matrix-valued
Green’s kernel associated to the linearization of the CQ-CGLE defines a trace class operator,

then the Fredholm determinant of this operator is equal to the well-known Evans function.

Finally, we implement our numerical method in the special case of a known solution of
the NLSE, and we show that in this case the kernel is trace class. We derive an explicit
formula for the Evans function in this case and obtain excellent agreement between it and the
numerically calculated Fredholm determinant. We quantify the behavior of the 2—modified
Fredholm determinant and present results showing the accuracy of our numerical method,

thereby validating the error bounds we derived.
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CHAPTER 1

INTRODUCTION

1.1 Lasers as Physical Motivation

The term laser refers to the acronym “Light Amplification by Stimulated Emission of Ra-
diation.” All lasers include some kind of gain medium, which amplifies light via stimulated
emission. Fiber lasers, for instance, use optical fiber as the gain medium. Fiber lasers can
be used in medicine, in material processing, in directed-energy weapons, and as sources of
transmission in optical fiber communication systems. Fiber lasers generate regular trains
of ultrashort pulses, the spectrum of which is referred to as a frequency comb. Applica-
tions of frequency combs include atomic clocks, precision-ranging laser radars, ultrasensitive
chemical detectors, and high precision spectroscopy [1], [2], [3].

The behavior and stability of fiber laser systems is governed by the solutions of nonlinear
wave equations that are related to the Nonlinear Schrodinger Equation (NLSE). Our goal is
to prove theory about and develop a computational method for finding stable laser pulses
which manifest themselves as solutions to these equations. Ultimately, we would like to show
that this new approach is more widely applicable and computationally simpler than those
already in common use.

The soliton laser is a short pulse mode-locked laser that generates soliton pulses in a
single-mode fiber [4], [5]. By a soliton pulse, we mean one whose shape does not vary as the
pulse propagates along the fiber. Since the development of the soliton laser, researchers have
invented several other types of high-energy, short-pulse lasers. Dissipative soliton lasers, in
which effects such as spectral filtering play a significant role, were introduced in about 2005
and are suitable for high energy applications [6], [7]. Similariton lasers were introduced in
2010 to create ultra-short pulses with a high tolerance to noise by exploiting the theoretical

discovery of exponentially growing, self-similar pulses in optical fiber amplifiers [8], [9], [10],



[11], [12]. The most recent invention is the Mamyshev oscillator, which can produce pulses
with a peak power in the Megawatt range. Each round trip of this laser, half of the pulse
is destroyed before being regenerated again [13]-[14]. In summary, with the advancement of
laser technology, there has been an increase in the amount by which pulses change shape
over each round trip of the laser. Therefore, rather than creating soliton pulses which do not
change over time, modern short-pulse lasers typically produce periodically stationary pulses,
which change shape as they propagate but return to the same shape once per round trip of the
laser. The basic reason the pulse changes shape as it propagates is that the laser loop consists
of several components, each of which has a different effect on the pulse. These components
are modeled using either nonlinear wave equations based on a nonlinear Schrodinger equation
(NLSE) or discrete input-output transfer functions. The parameters in these models typically
include dispersion, linear gain and loss, spectral filtering, nonlinear gain and loss, and a
nonlinear refractive index. A key issue for experimentalists is to determine the regions of
parameter-space in which stable pulses exist, and within that space, to optimize the pulse
parameters for particular applications.

A Tumped laser model is one in which models of the different components are concatenated
together. Although lumped models are physically more realistic, they are harder to analyze
mathematically. Instead, short-pulse lasers are often modeled using an averaged model,
governed by a single constant-coefficient nonlinear wave equation in which the parameters
represent average physical effects over one round trip of the laser. The most commonly
used averaged model is based on the cubic-quintic complex Ginzburg-Landau equation (CQ-
CGLE), which is a generalization of the NLSE. The CQ-CGLE admits both stationary and
periodically stationary solutions, but in practice, the corresponding lasers generate periodic
pulses of light, so we need a method which will be applicable to both types of solutions. While
there are some analytical soliton solutions of the CQ-CGLE, there are no such analytical

formulae for periodic solutions, except for the famous Kuznetsov-Ma (KM) breathers [15],



[16]. Nevertheless, there is significant numerical evidence for the existence of periodic pulses,
such as those discovered by Akhmediev and his collaborators [17], [18].

In this dissertation, we explore a new numerical method for determining whether solutions
of the CQ-CGLE are stable. This method involves the numerical calculation of Fredholm
determinants of Birman-Schwinger operators. We will develop this method for stationary
pulses. The major motivation for developing this new method is that it is highly unlikely
that the Evans function methods described below can be extended to the case of periodically
stationary pulses. However, we have reason to hope that our new method can be extended

to the periodically stationary case. However, we leave this research project for future work.

1.2 Evans Function Method

The Evans function [19], [20], [21] is used to characterize the stability of stationary pulses in
terms of a parameter, A, in a first-order eigenvalue problem, such as in the case of the NLSE
or the CQ-CGLE.

Given a stationary pulse solution of the NLSE or CQ-CGLE, we say that pulse is stable if,
when we perturb the pulse slightly, the perturbation does not grow as it propagates through
the system. In order to characterize this stability, we first linearize the nonlinear partial
differential equation about a stationary pulse, ¥, to obtain an associated linear differential
operator, L(V), and then ask whether there exist solutions of the linearized equation which
grow. Equivalently, we ask if the eigenvalue equation Lu = Au has solutions A for which
Re(A) > 0. If such solutions exist, we say the pulse WU is spectrally unstable. If, instead,
Re(A) < 0 for all A in the spectrum of £, then V¥ is a stable pulse. The spectrum, (L), of £
is composed of two parts, the essential spectrum, oes(L), and the point spectrum (or eigen-
values), o, (£). Formulae exist for the essential spectrum [22], but no such analytic solutions
exist for the point spectrum, except in special cases. Therefore, in order to characterize the

stability of a pulse ¥, we must use a numerical method to compute o, (L).



Since we model the pulse ¥ as a function on the real line, we need to consider solutions
u to the eigenvalue problem (£ — A\)u = 0 which decay exponentially as the spatial variable
r — Foo. This exponential decay guarantees that u € L*(R), so that A € o, (L) holds.
To define the Evans function, we fix a value A\ € C and consider two bases of solutions of
the linearized operator called Jost solutions, those which satisfy appropriate A—dependent
exponential decay conditions as x — +o00, and those which satisfy similar decay conditions
as r — —oo. If, at x = 0, the span of the Jost solutions from x = —oo has a nontrivial
intersection with the span of the Jost solutions from z = +o0, then these Jost solutions
can be glued together to construct an eigenfunction u € L*(R). If this is the case, then the
value of A\ we fixed is an eigenvalue of £, A € o, (L) [20]. The Evans function, E()), is
a determinant constructed from the Jost solutions that is zero precisely when the spans of
the Jost solutions have a nontrivial intersection at « = 0. That is, F(\) = 0 if and only if
A € o (L), with associated solution u that decays appropriately [20]. If all such eigenvalues
A are such that Re(\) < 0, then the solution is said to be spectrally stable. It is assumed that
this spectral stability will also imply linear stability, though such a result requires rigorous
proof.

The Evans function method does, however, have its downfalls. Although the Evans
function is useful for determining the stability of stationary solutions, it is not defined for
periodically stationary solutions. In the case of a periodic solution, one could use Fourier
series to derive an infinite-dimensional system of linearized equations for an analogue of
the Jost solutions. However, finite-dimensional approximations of this system would be
exceedingly stiff, which means that it is unlikely that such Jost solutions could be accurately
computed, or even if they could be, that an Evans function could be theoretically defined
for periodically stationary pulses. Instead, our aim is to develop a method which will work

for characterizing stability of both solitons and periodically stationary pulses.



1.3 Birman-Schwinger Principle and Fredholm Determinants

Instead of using the Evans function method, we will use a method involving Birman-
Schwinger operators and Fredholm determinants, as outlined in Chapters 2-4.

Similarly to the Evans function case, we linearize the differential equation about a solution
¥ and aim to compute the point spectrum of the linearized operator, L. If the entirety of
the point spectrum of L lies in the left half-plane, then the solution is considered stable.
Rather than computing the roots of the Evans function, we compute the zeros of a Fredholm
determinant associated with the linearized problem.

To utilize this method, we first introduce the Schatten p—classes, which are particular
classes of compact operators defined on Hilbert spaces. In Chapter 2, we discuss trace class
operators (p = 1) and the class of Hilbert-Schmidt operators (p = 2). We note that trace
class operators are a strict subset of Hilbert-Schmidt operators. In Section 2.1, we review
results from Teschl [23], Simon [24], Fredholm [25], and Bornemann [26] on the trace and
Fredholm determinant of trace class operators on L?—spaces on a compact interval that are
defined in terms of scalar-valued kernels. Then, we generalize these results to the case of
trace class operators on the real line that are defined in terms of matrix-valued kernels, which
will be necessary to find stable solutions of the NLSE and CQ-CGLE. In Section 2.3, we
discuss the case where an operator is Hilbert-Schmidt, but not necessarily trace class. We
define the 2-modified Fredholm determinant of a Hilbert-Schmidt operator, and we review
a formula for it in the case that the Hilbert-Schmidt operator is defined via a scalar-valued
kernel on a compact interval [24]. Then, we generalize this result to derive a formula for
the 2—modified Fredholm determinant in the case of a matrix-valued kernel on the real line.
This derivation relies on the von-Koch formula for block matrices and follows the proof style
of Simon [24].

When determining the stability of a stationary solution, we classify the linearized oper-

ator, £, for a fixed A, based on its invertibility and Fredholm index. Using the well-known



Birman-Schwinger principle [27], [28], we construct a Hilbert-Schmidt integral operator,
IC(X), on the real line, defined in terms of a Green’s function for the linearized ordinary
differential equation, which is given in terms of a matrix-valued kernel, K. The operator IC
has the property that () is not invertible, i.e. that A is in the point spectrum of £, if and
only if the 2—modified Fredholm determinant of K is equal to 0.

In the case of the NLSE or the CQ-CGLE, for instance, we must use a formula for
Fredholm determinants of operators with matrix-valued kernels evaluated on the real line.
Because the formula for these determinants involves an infinite sum of n—dimensional in-
tegrals over R", it cannot be used in numerical computations. Instead, in Section 2.4, we
approximate the Fredholm determinant by first truncating the integrals over R™ to integrals
over [—L, L]", and then, in Section 2.5, we use a quadrature method to approximate these
integrals. Our formulation for the quadrature error is obtained following a result from Borne-
mann [26] for operators on a finite interval. In addition, we derive a novel formula for the
truncation error of this approximation. The error between the true Fredholm determinant
and the approximation is less than the sum of the truncation and quadrature errors.

In this dissertation, we argue that this method is computationally simpler than the Evans
function method. The Fredholm determinant, for fixed A, is computed by simply forming
a matrix and taking its determinant. Those values of A which are roots of the Fredholm
determinant can thereby be located using a simple root-finding method. This approach will
enable us to determine the stability of a stationary pulse, and we anticipate this method can

be adapted for periodic solutions as well [29].

1.4 A Result on Trace Class Kernels

Although there are several criteria which guarantee that a Hilbert-Schmidt operator is trace

class [26, Section 2], none of them directly apply to Hilbert-Schmidt operators that are



defined in terms of matrix-valued kernels on the real line. In Chapter 3, we prove a general-
ization of a classical result of Fredholm [25] which states, in essence, that a Hilbert-Schmidt
operator with a Lipschitz-continuous kernel is trace class. Specifically, we extend Fredholm’s
theorem from the case of operators defined in terms of scalar-valued Hermitian-symmetric
kernels on a compact interval to the more general case of matrix-valued kernels that are not
assumed to have any symmetry properties. First, we establish this result for kernels on a
compact interval, and then we extend it to the case of kernels on the real line. The proof

relies on the work of Gohberg, Goldberg, and Krupnik [30] and Weidmann [31].

1.5 Fredholm Determinants and the CQ-CGLE

In Chapter 4, we apply the results from Chapters 2 and 3 to the case of the cubic-quintic
complex Ginzburg-Landau equation (CQ-CGLE). Given a stationary solution W(x) of the
CQ-CGLE, we define the associated second-order linear operator, £, whose spectrum char-
acterizes the linear stability of the stationary pulse. We additionally define the asymptotic
operator, L., which behaves like £ does at spatial infinity. In Section 4.1, we define the
first-order perturbed and unperturbed systems of equations, associated with the eigenvalue
problems for £ and L, respectively, which are necessary to compute our Birman-Schwinger
operator. We use the spectrum of the unperturbed system to help characterize the spectrum
of the full, perturbed system.

In Section 4.2, we diagonalize the first-order unperturbed problem and calculate the
eigenvalues and eigenvectors of the associated asymptotic matrix, A (A). In Section 4.4, to
define the integral operator IC(\) associated with the pulse ¥, we apply the Birman-Schwinger
principle. Then we discuss conditions on ¥ under which A is in the point spectrum (is an
eigenvalue) of £. We discuss the decay conditions on the stationary pulse U under which
we can guarantee that our integral operator K is at least Hilbert-Schmidt. In Section 4.5,

we define the matrix-valued integral kernel, K, associated with our integral operator, and



use our novel results from Chapter 2 to derive the formula for the 2—modified Fredholm
determinant of I in terms of its kernel. We show that the eigenvalues of £ are given by the
zeros of the 2—modified Fredholm determinant of K.

In Section 4.6, in order to apply our results from Chapter 3, we derive the conditions
under which K is Lipschitz-continuous, and then we show that under these conditions, I is
trace class. Consequently, the regular Fredholm determinant, det(Z + IC(\)), is defined, and
the eigenvalues of £ are then also given by the zeros of the regular Fredholm determinant
of K. In fact, we will see that the Fredholm determinant is equal to the Evans function [20].
This allows us to locate the point spectrum of £ using the zeros of the Fredholm determinant,
rather than the Evans function, while providing further evidence to support the validity of
our method.

We must numerically approximate the Fredholm determinants for the CQ-CGLE, and in

Section 4.8, we apply the error bounds we calculated in Sections 2.4 and 2.5 in this case.

1.6 Outline of Numerical Results

We recall that the NLSE is a special case of the CQ-CGLE, with some of the parameters
set to zero. A well-known stationary solution of the NLSE, the sech solution, can be used in
numerical simulations to test the accuracy of our method.

In Chapter 5, we study the Hilbert-Schmidt operator I associated with the sech solution
of the NLSE. In particular, we explicitly calculate the matrix-valued kernel K(z,y) in this
case, and we apply the results of Chapters 2, 3, and 4 to this kernel. We show that the
hypotheses used in the theory apply to the sech solution, and that the integral operator
KC is, in fact, trace class. We explicitly calculate bounds on the error between the regular
Fredholm determinant of K and its numerical approximation, as well as bounds on the

error between the 2—modified Fredholm determinant and its numerical approximation. We



observe convergence behaviors of the truncation and quadrature errors in this simulation
and compare them to the our results from previous chapters.

Because A = 0 is a known eigenvalue of the system, we observe the behaviors of the
numerically approximated (A = 0) to determine a sufficiently large truncated interval and
sufficiently small quadrature spacing so that we are able to calculate the matrix-valued
kernel, K, and the Fredholm determinants of K, within a reasonable error. We expect that
KC(A\) and its Fredholm determinant will be most ill-behaved near the edge of the essential
spectrum, which is explicitly computed for the sech solution of the NLSE.

In Section 5.2, we compute a formula for the Evans function associated with the sech
solution of the NLSE following methods presented in [19] and [20]. Because we show that
the Evans function is equivalent to the regular Fredholm determinant in the case of a trace
class integral operator K, we can compare the behavior of the Evans function E()) to that
of det(Z + K())), for various values of A. This bolsters our confidence in our approximation
method, as the formula for F()) is computed analytically.

In future work, the methods we have developed in this dissertation will be applied to

analyze the stability of numerically-determined stationary pulse solutions of the CQ-CGLE.



CHAPTER 2

SCHATTEN-CLASS OPERATORS AND FREDHOLM DETERMINANTS

The Schatten p—classes are classes of compact operators on a Hilbert space. In this chapter,
we discuss the two most important of these classes, the class of trace class operators (p = 1)
and the class of Hilbert-Schmidt operators (p = 2). The class of trace class operators is a
strict subset of the class of Hilbert-Schmidt operators. In Section 2.1, we review results
from Teschl [23], Simon [24], Fredholm [25], and Bornemann [26] on the trace and Fredholm
determinant of trace class operators, on L?—spaces on a compact interval, that are defined
in terms of scalar-valued kernels. Then, we generalize these results to the case of trace class
operators on the real line that are defined in terms of matrix-valued kernels. In the case
of matrix-valued kernels, the formula for the Fredholm determinant was first obtained by
Fredholm in the special case of an operator on a compact interval. Our approach is based
on a modern treatment of multilinear algebra on tensor and wedge product spaces, rather
than on the ingeneous but somewhat ad-hoc methods of Fredholm.

In Section 2.2, we review the von-Koch formula for the Fredholm determinant of a block
matrix K. We extend this concept to derive a formula for the Fredholm determinant of a
linear operator K evaluated on a finite interval. We will use this idea in Chapter 4 to derive
our numerical approximation of det,(Z + KC), p = 1 or 2, for linear operator K.

In Section 2.3, we discuss the case where the operator K is Hilbert-Schmidt, but not
necessarily trace class. We define the 2-modified Fredholm determinant of a Hilbert-Schmidt
operator, and we review a formula for it in the case that K defined via a scalar-valued kernel
on a compact interval. Then, we generalize results from Simon [24] to derive a formula for
the 2—modified Fredholm determinant in the case of a matrix-valued kernel on the real line.

Because the formula for these determinants involves an infinite sum over n—dimensional
integrals, it cannot be used in numerical computations. Instead, in Section 2.4, we approx-

imate the Fredholm determinant by first truncating the integrals over R" to integrals over
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[—L, L]™, and then, in Section 2.5, we use a quadrature method to approximate these in-
tegrals. The error between the true Fredholm determinant and the approximation is less
than the sum of the truncation and quadrature errors. We derive estimates for both of these
errors. These results build upon a recent paper of Bornemann [26].

In Chapter 4, we will use the results in this chapter to study the stability of pulse solutions
of the CQ-CGLE.

2.1 Trace Class Operators and the Fredholm Determinant

In this section, we review the definition of the trace and Fredholm determinant of a trace
class operator on a Hilbert space. Our discussion follows that in Teschl [32] and Simon [24].

First, recall that a subset S of a normed space X is said to be compact if for every
sequence of elements in S, there is a subsequence which converges to a point in S. A subset
S of X is relatively compact if the closure of S is compact.

A linear operator F : X — Y between normed spaces X and Y is said to be compact if
F maps bounded sets in X to relatively compact sets in Y. We denote the set of compact
operators from X to Y by C(X,Y), and let C(X) = C(X, X).

We recall that a Hilbert space, H, is a real or complex inner product space which is
complete with respect to the norm induced by the inner product. Henceforth, we only
consider Hilbert spaces that are separable. Let X and Y be real or complex Euclidean spaces,
i.e. R" or C". The space L*(X,Y) is the Hilbert space of all square-integrable measurable
functions from X to Y. We let L?(X) = L*(X, X). For example, the set L?(R,C") is the

space of square-integrable functions from R to C" with the inner product
6.%) = [ ¢ (@hpla)da, (21)
R
where ¥ isn x 1 and ¢* = ET.
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Let 7 : H — H be a compact symmetric operator on an infinite dimensional Hilbert
space. By the spectral theorem [32], there is a sequence of real eigenvalues A\; — 0 and an

orthonormal set of eigenvectors ¢; of F so that for all ¢ € H,
F(w) =) Al )65 (22)
j=1

If £ :H — H is compact (but not necessarily symmetric), then F = K*K is a compact

symmetric operator, and so by (2.2), there are p; € R such that

KA(W) = 13 (¢, )by (2.3)
j=1
A short calculation shows that p; = ||[K¢;||. The scalars u; are called the singular values

of K. Next, we recall a theorem from [32] on the singular value decomposition of compact

operators.

Theorem 2.1.1 (Teschl pg. 89 [32]). Let K € C(X,Y) be compact. Let u; be the singular

values of I and {¢;} C X the corresponding orthonormal eigenvectors of K*KC. Then
K= (b, ), (2.4)
J
where ; = ,uj_lquzﬁj. The norm of K is given by the largest singular value
1]l = maux p1;(KC). (2.5)

Moreover, the vectors {1;} CY are orthonormal and satisfy K*y; = p;¢;. In particular, 1,

are the eigenvectors of KK* corresponding to the eigenvalues u?.

Definition 2.1.2 (Schatten p—classes). The Schatten p—class is the subspace of the space

of all compact operators, C(H), defined by
Tp(H) ={K € C(H) : K|, < oo}, (2.6)

12



where
o0 l/p
1K, = <Z Iuj!p> = |l aller, (2.7)
j=1

with {15152, being the singular values of K.

The two most important examples are the spaces J;(H) of trace class operators, and the
space Jo(H) of Hilbert-Schmidt operators. The following lemma shows that all trace class

operators are also Hilbert-Schmidt.

Lemma 2.1.3. For Hilbert space H,
Ji(H) € Fo(H). (2.8)
Proof. Recall that * = { a = {a,}22,:> 7 |a,|’ < oo} is a Banach space with norm

0 1/p
[@ner = [Z Ianlp] : (2.9)
n=1

Let £ € J,(H) and let p = {p,}7>, be the sequence of singular values of K. Then by the
definition of J,(H),

KeJ,(H) < pelr. (2.10)

Since
[ellez < l[pellens (2.11)
the result holds. ]

It is well-known that the composition of a compact operator with a bounded operator is

compact. A similar result holds for the Schatten p-classes [32, Theorem 3.1].

Proposition 2.1.4. Let K € J,(H) and let A € B(H) be a bounded operator. Then Ko A

and Ao K are in J,(H).

13



Lemma 2.1.5 (Lemma 3.27, [32]). If K is trace class, then the trace Tr : J1(H) — C is the

linear transformation defined by

Te(K) = > (e Ko, (2.12)

k

where {ny} is any orthonormal basis for H. In particular,
| Te(K)] < [IK][s, (2.13)
1s finite and independent of the choice of orthonormal basis.

Lidskii’s theorem states that if K is a trace class operator with eigenvalues {);}, counted

according to algebraic multiplicity, then the trace is given by
= x(K). (2.14)
The following result gives yet another expression for the trace.

Theorem 2.1.6 (Theorem 3.1, [24]). Let K € J1(H) and suppose that, as in Theorem 2.1.1,

that
K= Zuj VB, );. (2.15)
Then
Zu; )b 1)- (2.16)

Furthermore, if A € B(H) is bounded, then
Tr(KA) = Tr(AK). (2.17)

Proof. Let K € J; be defined as in (2.4), let {n;} be an orthonormal basis for H, and let

ajr = (¢;, M) (M, V). Then by Holder’s inequality and Bessel’s inequality,

1/2 1/2
D lapl < (Z!<¢j>nk>!2> (Z!W,%Hz) (2.18)

(1) "% (ls11%) "2 (2.19)
1. (2.20)

IN

IN
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Then by (2.15),
Dl Kl <D lagulpg () < |IK ], (2.21)

k Gk
which proves the inequality on Tr(K) found in Lemma 2.1.5. The absolute convergence of

the double sum allows us to interchange the order of the summation to conclude that

Tr(K) = Z Mo, Kni) = Z Zaykﬂj K) = Zﬂj(lc) Z ajk = Z/“LJ (@5, ¢5). (2.22)
k J

The linearity of the trace follows from the absolute convergence of the sums. Finally, by

(2.12) and (2.15), and by the orthonormality of the sets {¢;} and {¢;}, we have that
Tr(CA) = ) (15, KAY;) Zu] )b, Ay = (6, AK¢;) = Tr(AK).  (2.23)
J J

]

The Fredholm determinant of a trace class operator K is defined in terms of the traces
of the induced operators, A*(K), on the wedge product spaces, A¥H. We define the antisym-
metric tensor products, A¥H, of a Hilbert space H as follows [24, Section 1.5].

Let H; and H; be Hilbert spaces with inner products (-, -)3;,. The tensor product H; ®Hs

is a Hilbert space, P, together with a bilinear mapping ¢ : H; X Hs — P, such that

L {¢(x1,91), 92, y2))p = (1, T2) 31, (Y1, Y2) 9

2. the closure of the set of all finite linear combination of the vectors ¢(z,y) is equal to

P, and
3. we write ¢(z,y) as x @y, and P as H; @ Ho.

Once a two-fold tensor product space has been defined, the n-fold tensor product spaces can
be defined inductively. The n-fold tensor product space H; ® --- ® H,, can be concretely

realized as follows.
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For Hilbert spaces, Hi,...H,, let Hom(#,...,H,) denote the set of multilinear maps

0:Hy x - xH, — C. Then Hom(H,, ..., H,) is a vector space. Given ¢; € H;, we define

an element ¢; @ -+ ® ¢, € Hom(Hy, ..., Hy) by (91 @@ 6n) (W1, ..., n) = [T} (¢, Vi),
Let Hom(H4,...,H,) denote the set of all finite linear combinations of the ¢; ® - - - ® ¢,,.

The inner product on H; ® --- ® H,, is characterized by

(1@ @b, th1 @+ @) = [ [ (¢, )2, (2.24)
7j=1

Then H; ® - - ® H, is the closure of Homy(Hy, ..., H,) in Hom(Hy, ..., H,). Let Q" H =
H® - ®H be the n-fold tensor product of H. Given v, ..., 1, € H, we define

VLA Ay, \/_Z DO ® Uiy (2.25)

TEOR
where o, is the set of permutations on {1,...,n} and (—1)" is the sign of the permutation
7. Let A"H be the closure in ®" H of the set of all finite linear combinations of the form

Yy A+ Ay, and let A°H = C. A straight-forward calculation yields the following result.
Lemma 2.1.7. If {¢;}32, is an orthonormal basis of H, then

(DL A N,y A== Napy) = det((d5, %) 1<ij<n)- (2.26)
Consequently, {¢j, N+ A ¢;,}3° i _y is an orthonormal basis for A"H.

,,,,,

If I : H — H is a linear operator, then there exists an induced linear operator L®- - -QK :

Q" H — Q" H so that
K@ @K)(01® - ©¢n) =K1 @ @ K. (2.27)
Clearly, K ® - -- ® K maps A"H into A"H. We denote this operator by
AM(C) : A"H — AT (2.28)
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Proposition 2.1.8. Suppose that dimH =n < oo, and let K : H — H be a linear operator

with eigenvalues Ay, ..., A\,. Then for any k € {1,...,n},

dim AFH = (Z) (2.29)

and the eigenvalues of A"IC are of the form \;, ...\, , where j; < jo < --- < ji. Therefore,

Tr(AMK) = D0 Ay (2.30)

J1<e<Jk

In particular, via the isomorphism AN"H = C, we have that

AM(K) = det(K). (2.31)
Furthermore,
> Tr(AMK)) = [+ A) = det(Z + K). (2.32)

Since the determinant is not even a linear functional, it is far from obvious how to extend
it to linear operators, K, on an infinite dimensional space. The importance of (2.32) is that
the determinant of Z+ XC can be expressed in terms of the traces of the linear operators A*/C.
In the case that IC is a trace class operator on an infinite-dimensional Hilbert space H, the

following result of [24] shows that we can use the analogue of (2.32) to define det(Z + K).

Theorem 2.1.9 (Simon pg. 33, [24]). Suppose K is a trace class operator on separable

Hilbert space H. Then A¥(K) is a trace class operator on A*H and
k 1 k
A, < KN (2.33)

Consequently, the Fredholm determinant of K, defined by the series

det(Z + 2K) := i": (AR (K)) (2.34)

k=0

converges uniformly and absolutely to an entire function of z such that

|det(Z + zK)| < exp(|z]||K]1)- (2.35)
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2.2 The von-Koch Formula for Block Matrices

The famous von-Koch formula [26, Section 3] states that if K € CM*M is a matrix, and

z € C, then
det(I + zK) = Z R Z det ([K;, 5,1 1) (2.36)

can be expressed as a sum of determinants of submatrices of K. This formula follows from the
dependence of det(Z + 2K) upon > Tr(A"K), which, when evaluated in terms of a Schur
basis of IC, is built from the sum of all n x n principal minors of K. This formula inspired
Fredholm’s definition of the Fredholm determinant of a trace class operator. Bornemann also
used (2.36) in the derivation of a formula for a numerical approximation of the Fredholm
determinant of a trace class operator on L?([a,b],C). We now derive a generalization of the
von-Koch formula for block matrices that we will later use to obtain a numerical approxi-
mation of the Fredholm determinant of a trace class operator on L*(R,C*) that is defined
in terms of a matrix-valued kernel.

Let Iy = {1,2,3,..., M}, and let L(I;,CF) be the vector space consisting of all map-
pings ¢ : Iy — C*. Our goal is to derive a formula for det(Z + K), where K is a linear oper-
ator on L(Iy;, C*). Later, we will regard I); as an index set for a discretization {zy,..., 2y}
of a finite interval I, in which case L(I);, C*) will discretize L*(I,CF).

First we observe that there is a vector space isomorphism
T:L(Iy,C" - Cre...oCh=C, (2.37)

given by
T(¢) = (¢(1),...,0(M)). (2.38)

We endow L(I;, C*) with the inner product

(6,0 Lryrcry = D _(D(0), 1(0))cw. (2.39)

(=1
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A basis for L(Iy;, CF) is given by
B={¢n, m=1,....M, j=1,... k}, (2.40)

where
D i (€) = Omeey, (2.41)

and where e; is the j—th standard basis vector in C*. The basis B is orthonormal, since

M=

(Pmiis ) = Z 1<¢m,i(€),¢n,j(€>><ck (2.42)
M

= Y (meei, Gure;)cr (2.43)

= :;m;(ei,ej)ck (2.44)

= pm0ij. (2.45)

Therefore, for any ¢ € L(I);, C*), we have

¢ = Z )b (2.46)

Next, we let K be a linear operator on L(Iy, C*). Then there exists K, ; such that

K¢m,i = Z Km,i,n,jgbn,j (247)
n,j

We can arrange the tensor K, ;, ; so that
Km,i,n,j = [K(TL m)]]z; (248)

where each K(n,m) is a k x k matrix with (j,7)—entry K,,;, ;. There are M x M such

matrices K(n,m), and

Ko, = ZZ (1, m)]i®n,;- (2.49)

n=1 j=1
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Claim: For any ¢ € L(Iy;,CF),

M

(Kg)(n) =Y K(n,m)p(m). (2.50)

n=1

That is, the action of the operator K on ¢ is given in terms of a sum of matrix-vector

products.

Proof. By (2.46), and by the linearity of K,

Ko = 3 o(m): Kom, (2.51)
= %M(m)]i [K(n,m)]ji¢n,;, (2.52)
so that o
(Ko)(6) = m;~[¢(m)]i (K (n,m)]ji¢n,;(C) (2.53)
- ;ﬁ[Km,mnﬁ (o)l 254)
- Tl 25%)
— S Kt msm). (256)
m 0

Using the isomorphism (2.37), if we let

d=| : | =T(p) €C™, (2.57)

then the action of K on ¢ is given by the block matrix multiplication
Ko =T~ (K(I'(9))) (2.58)
where K is the block matrix
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K(1,1) ... K(1,M)
K= : : € CFM*RM, (2.59)

KM, 1) ... K(M,M)
With these preliminaries, we can generalize the von-Koch formula to block matrices, that
is, to linear operators on L(Iy;, C¥). We note that Fredholm already knew the formula in
Theorem 2.2.1 in 1903 [25], using it in his study of systems of integral equations. However,
the proof we provide here is more in line with the more recent approaches to Fredholm

determinants, such as can be found in Simon [24].

Theorem 2.2.1. Let K be a linear operator on L(Iy;,CF). Let

D,i = Gy A A G g € N (L(Inr, CF)) (2.60)
and let
MW = {m=(m...m,):1<m,<MVal}, (2.61)
JM = =01 dn) 1 1< ja <k Val}. (2.62)
Then
r(A"K) o Z D @mg (N K)®omg) no (L1300 (2.63)

jeat™ memP

and consequently,
det(Z + 2K) Z Z Z det ( ma,mg)]jajﬁ):ﬁ:l : (2.64)
™ mepm
Remark. To understand this definition of the Fredholm determinant in (2.64), we observe
that ([K(ma, mp)]jais)e s=1 18 the n X n matriz whose (a, B)—entry, K;, j,(ma,mg), is the
(Jas jg)—entry of the k x k matriz K(mq, mg), which is one of the blocks of the M x M

block matriz K in (2.59). Here, m,, mg are the oo and [ entries of the multi-index m =
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(my,...,my) € ME\Z). The formula for det(Z + zK) in (2.64) is given as an infinite sum
over an index n € N and multi-indezx 3 € J,ﬁ”) of sums over ME\Z). Because K € CHM*EM
det(Z + zK) is a polynomial of degree kM in z. Therefore, the series in (2.64) must terminate
at n = kM. Formula (2.64) for the Fredholm determinant of a matriz-valued operator on a
finite interval is analogous to a formula we will derive for the Fredholm determinant of a trace
class operator on the real line. We will use (2.64) in a derivation of a matriz determinant

discretization of this Fredholm determinant.

Proof. Let
MO — {(m,j) € MS}) . Jk(:n) c(ma,g1) <o < (Mg Jin) (2.65)

where < denotes the lexicographic ordering defined such that (my, j1) < (mg, jo) if my < mao,

or m; = mg and j; < jo. Let
BM = {®y;: (m,j) € MM} (2.66)
Then B™ is an orthonormal basis for A"(L(Iy;, CF)). Let
£ = =(m,j):1<mqa <M 1<j, <k Vae{l,. .. ,n}} (2.67)

and let £° be the set of indices in £ with a repeated entry. Then

LN\ 0 = {7(€) = (n(m),7(§)) : (m,j) € M™T 7€ a(n)}, (2.68)
and so
D (B NKB) = Y (D, N'KDy) (2.69)
Lee™) Lep(M\g0

= D D (Brw N K Rre)- (2.70)

Le M)t w€a(n)
Now, ®.s) = (—1)"®,, so by (2.25), (2.27), (2.68), and Lemma 2.1.5,

D (R AKRY) = YD (R, NKDy) (2.71)

2ce(™) LeM™),T TET(n)
= nl Y (P, N"KDy) (2.72)
Le M)t
= n!Tr(A"K). (2.73)
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So,
Tr(A"K) = — Z (B, \"KBy) = Z D (Prj N'KPrmy), (2.74)

Lee(m™ me/\/t(") e
which proves (2.63).
Claim:
(Om.is Knj) Litar cr) = K (m,n)]ig (2.75)
Proof. By (2.50),
M
(Dmis Kdni) ey = D {bma(0), (Konz)(0))cr (2.76)
=1
M
= (e, Y _K(m,q)dnge;)cr (2.77)
q=1
= (e;, K(m,n)e;j)c (2.78)
[
Finally, substituting (2.74) into formula (2.32) for det(Z + K) and using
<¢)1 VANCIEIVAY gbn, K¢1 VANRRIVAY K¢n> = det [<¢Z, K¢j>2j=1]’ (280)
and (2.75), we obtain (2.64). O

2.3 Fredholm Determinants of Trace Class Integral Operators

In Section 2.1 we defined the trace and Fredholm determinant of a trace class operator
on a general Hilbert space H. Now, we consider an important special case, where H is an
L?—space. As noted in Lemma 2.1.3, all trace class operators are also Hilbert-Schmidt.
As we recall, any Hilbert-Schmidt operator on an L?—space is given by a kernel, K. The
question becomes how to calculate the trace and Fredholm determinant of K in terms of the

kernel, K.

23



Since the action of K on ¢ is given by an integral, which is analogous to matrix-vector
multiplication, the formulae we will obtain are analogous to those for the trace and deter-
minant of a matrix. Simon [24] and Fredholm [26] derived these formulae for scalar and
matrix-valued kernels on a compact interval [a,b]. We extend these results to the case of
matrix-valued kernels on R, i.e. to operators on L?(R, CF).

We first recall the following theorem from [24], which gives a criterion for ensuring that

an operator on L? is Hilbert-Schmidst.

Theorem 2.3.1 (Simon pg. 23, [24]). Let K € Jo(L*(R,C")). Then, there exists a unique
kernel K € L*(R x R, C™*") such that

(Ko)(x) = / K(x.y)0(y)dy. (2.81)

and conversely, any kernel K € L*(R x R, C™*") defines an operator K which is in Jo and
has || Kll2 = || Kl|2, where || K[|z = [ [ K[|Znxn < oo.

For our purposes, the most important part of this theorem is the converse statement,
which states that if an operator is defined in terms of an L?—kernel, then K is Hilbert-
Schmidt. It is equally important to consider results which enable us to calculate the trace

of integral operators that are trace class.

Theorem 2.3.2. [Simon pg. 35, [24]] Let K € J1(L*([a,b],C)) be of the form

ko = [ Koty (2.52)
where K is continuous. Then
Tr(K) = /b K(x,z)dx. (2.83)
Proof. Without loss of generality, let [a,b] = [0, 1]. Let B, = {¢n.m 2, be the orthonormal
set in L?([0,1],C) given by

n/2  m—1 m
M em <x < g

Gnm(x) = (2.84)
0, otherwise.
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Let P,, be the projection onto Span(B,,). We can construct an orthonormal basis {1y }2; for

L*([0,1],C) so that 9y, ...,19 € Ran(P,). Then by Lemma 2.1.5,

Tr(K) = lim Tr(P,KLP,),

n—oo

where

on

TI(PHICPN) = Z<¢n,maK¢n,m>

m=1

271
= 2"2// K (z,y)dzdy,
m:lX

where X, ,, = Support(¢nm & dnm). On Xnm

K(wjy)%K<m m>,

on’ on

and so

12

Ak 2
Te(P.AP,) = 27 (2%) K (zﬁn 2%)
m=1
.

1 m m
- Xk ()

m=1

b
= / K(x,x)dx.

(2.85)

(2.86)

(2.87)

(2.88)

(2.89)

(2.90)

(2.91)

By the uniform continuity of K on the compact set [0, 1] x [0, 1], the error in (2.89) converges

to 0 as n — oo. Similarly, by the continuity of F(z) := K(x,z), and by the definition of a

Riemann sum, the error in (2.91) also converges to 0 as n — 0.

[]

Next, we extend the previous theorem to the case of an integral operator K defined on

all of R instead of on a finite interval [a, b].

Theorem 2.3.3. Let K € J1(L*(R,C)) be of the form
(Ko@) = | Kle.poty)ds
R
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where K = K(z,y) € L*(R x R,C) N C°(R x R, C), and suppose that F(z) := K(z,z) €
LY(R,C). Then

Tr(K) = / K(z,z)dz. (2.93)
Proof. Let Q, : L*(R,C) — L*(R, C) be defined by
(Qnd)(2) = X[_pm(®)0(2), (2.94)

where X(_,, , is the characteristic function of [—n,n] C R. We can construct an orthonor-
mal basis {1, }°°_; of L*(R,C) so that for every natural number n, there is a subsequence

{1}y, for which
k

Span{y) ) :k=1,2,...} = Ran(Q,) = L*([-n,n],C), (2.95)
and
) [ @™ (D)™~
m\" = {mk }k:1 - {mk }k:1 - CN, (2.96)

Tr(QuKQn) = ) (tr, Kihy), (2.97)

Lem(n)

as {¢ : £ € m™} is an orthonormal basis for L?([n,n]). By Theorem 2.3.2, we have that

Tr(9,K9,) = K(m,x)dx:/X[_nvn](x)K(x,x)dx. (2.98)
[—n,n] R
Therefore,
| Te(K) = Te(QuK Q)| = | D (e, Kabe)| < Y (e, Kb, (2.99)
Lg¢m(m) 2¢m™)

Let € > 0. Then, since K is trace class, M € N such that

D [ we, Kib)| < e. (2.100)

>M
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Since (J07, m™ = N, 3N such that {1,..., M} € m™. Then

[ Tr(K) = Tr(QvKQN)l < Y (v, Ktho)| (2.101)
tgm™)

< > (e K| (2.102)

<. (2.103)

Therefore, by the definition of trace, and by Theorem 2.3.2,

Tr(K) = li_)rn Tr(9,K£9,) (2.104)
= lim /X[nn](x)K(x,x)dx (2.105)
n—oo Jp ’
= /K(m,x)dm. (2.106)
R

To prove (2.106), we apply the Lebesgue Dominated Convergence Theorem, which holds
since |X(_,, , F| < |F|, where F' € L'(R,C), by assumption. O

Next, we consider a further generalization of Theorems 2.3.2 and 2.3.3 to the case of an

operator I with a matrix-valued kernel.

Theorem 2.3.4. Let [ = [a,b] or [ = R. Let K € Jy(L*(1,CF)). Since K is also Hilbert-
Schmidt, 3K € L*(I x I,C***) so that

(o)) = [ K)ol (2.107)
for ¢ € L?*(I,CF). Suppose that K € C°(I x I,C**) and that F(z) := Tr(K)(z,z) €

LY(I,C). Then
Tr(K) = /Tr(K)(x,x)dx. (2.108)

Proof. Define

(K™0) () = / Te(K)(x, 1)é(y)dy (2.100)

1
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for ¢ € L*(1,C). Since K € L*(I x I,C***) it follows that Tr(K) € L?(I x I,C). Conse-

quently, K™ € Jo(L?*(I,C)).

Claim:

and

K™ ¢ J1(L*(I,C)),

Tr(K) = Tr(K™).

Since K is Hilbert-Schmidt, it is compact. So by Theorem 2.1.1,

Thus,

where

K=Y pie; ),

J

I

28

Zuj G D) 121,00, (x)
_ /¢

- [Enow
- /Iiujwm)cﬁ )
-/ oo

y)dy v (

T,y) = Zujtbj(fv)cb (y)

x)

(2.110)

(2.111)

(2.112)

(2.113)

(2.114)

(2.115)

(2.116)

(2.117)

(2.118)



Then

K0() = [ T o)y (2.119)
— [ T @), ) o0)d (2.120)
= /IZMjcbf(y)%(w)qb(y)dy (2.121)
= [ XY entwnlalotdy (2.122)

Iy =1
= > 1ileie B e, (2.123)

7l
where

o
;=1 |. (2.124)

gbjk

That is, the compact operator K™ admits a representation as in Theorem 2.1.1, with abso-

lutely convergent singular values
> sl < o, (2.125)
J

so that K™ € J; by definition. Thus, the trace of K™ is defined, and so (2.111) holds.
We note by assumption, that Tr(K) € C°(I x I,C), since K € C°(I x I,C**) and that
Tr(K)(z,2z) € L*(I,C). Hence, the assumptions of the previous two theorems hold for K.

That is, by Theorems 2.3.2 and 2.3.3, we have that

Tr(K™) = /ITI(K)(x,x)dx, (2.126)
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since

) - f}li<¢m,j,zc¢m,j>mm (2.127)
= mzlz;// mi ()] K(2,9),,; (y)dwdy (2.128)

_ m; /] /I bon() ieer(x,y)ej] b (1)) ddly (2.129)

_ i [ om0 )ity (2.130)

- i (Gus KT 1) L201.0)- (2.131)

" ]

We continue to generalize the previous results to calculate the trace of the n—th wedge
product of a trace class integral operator K, and hence the determinant det(Z + ).

First, we consider the following hypothesis.

Hypothesis 2.3.5. The operator K € Jy(L*(R,C*)) is of the form

/K x,y)p(y)dy, (2.132)

where ¢ € L*(R,CF) and K € C°(R x R,C**) N L?*(R x R, C¥*) has the property that
3C,a,b > 0 such that

| K (z,y)||crre < Ce ety 4 e R. (2.133)
Theorem 2.3.6. Let K € J,(L*(R,C*)) satisfy Hypothesis 2.3.5. For each n € N, let

K;n)(w, y) := det ([Kjajﬁ(:ca,yg)]Zﬁﬂ) : (2.134)
where £ = (x1,...,%n), Y= (Y1,---,Yn), and

GeI ={(r ) : 1 < ja <k, Val,
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is an index set of cardinality |J,£n)] = k™. Then
Z = K" (z, @)dz (2.135)
n!

Consequently,

det(Z + 2K) = i = Z K" (, z)dz. (2.136)

Remark. To unpack the definition ofKJgn)(w, y) in (2.134), we observe that [Kj,;,(Ta, Ys)la s=1
is the n X n matriz whose (a, B)—entry, Kj ;,(Ta,ys), is the (ja,js)—entry of the k x k
matriz-valued kernel K evaluated at the point (z4,ys) € R?. Here, x4,ys are the a and f3
entries of the vectors x,y € R™. Therefore the formula for det(Z + zK) in (2.136) is given
as an infinite sum over an index n € N and a multi-index j € J,in) of integrals over R™ of
determinants of n X n matrices. Needless to say, this formula cannot be used in numerical
calculations! However, it will prove to be very useful to establish convergence properties of a
numerical approzimation to det(Z + zK) that we will derive in a later section. We note the
similarities between the determinant formula in (2.134) and the generalized von Koch for-
mula in (2.64), which we will use to approrimate Fredholm determinants of operators with

matriz-valued kernels on the real line by matrix determinants.

Proof. First, we establish (2.135) for Tr(A"K) over a finite interval I, instead of R. We can

assume that I = [0, 1]. For each fixed N, let

Pm () = (2.137)
0, otherwise.

Then {¢n; : m =1,...,2"} is an orthonormal set in L?([0,1],C). Let {ey,...,ex} be the

standard basis for C*. Let

D () 1= O()e;
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Then {¢y,;: 1 <m <2V, 1< j <k} is an orthonormal set in L?((0, 1), C*). Set

P =Py N A P s (2.138)

and let ¢ = {(m,j) = (m — 1)k + 7. Then the ordering ¢; < ¢y corresponds to the lexi-
cographic ordering ((mq,71) < (ms2,j2)) <= (m1 < mgor m; = my and j; < js). Let

m = (my...my,) and j = (j1...7j,), and define
MU = {(m,j) : (m1, 1) < (M2, jo) < -+ < (M, dn) 1 1 <me <2V, 1< j, < k}. (2.139)

Then By = {®mj : (m,j) € ME\T,L)’T} is an orthonormal set in L?([0, 1], C*). Let Py be the

projection onto Span(A"By). Arguing as in the proof of Theorem 2.3.2, we have that

Tr(/\n/C) = ]\}I_I)noo TI”(PN( n’C PN Z Z m_], @m’j>/\nL2(I,(Ck), (2.140)

meMEJ) JeJ<")

where

MS(,L) = {m=(my...m,):1<m, <2V, Va}, (2.141)
IO = =0 dn) 11 < jo <K, Vab (2.142)

In addition, by Lemma 2.3.7 below,

Tr(Py(A"K)Py) = Z D (P, (M) Pan g anrar.cn)- (2.143)

me/vl(") JeJ(”>

Claim:
~ 1 Mo Mg
<¢maeja7 <¢mge]5)>L2 1,Ck) = N Kjajﬁ (2N 5 2N> (2144)
to within an error that approaches 0 as N — oo.
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Proof. We have that
k
<¢maejaalc ((bmgejg))Lz(I,(Ck) = <¢maeja,/IZKijﬁ(xay)Qbmﬁ(y)dy e;)
i=1

- Z/ Do () (€5,) Kijy (2, Y) Oy, (y)€sddy

=1 T

- / Pma () Py (U)K o (2, y)ddy
IxI
= <¢ma, Kjajﬂ gbmﬁ)LQ(I,(C)

1 Me Mg
Ko (5530 ) (2.145)

I

with an error that converges to zero as N — oo, for the same reasons as in the proof of

Theorem 2.3.2. ]

Then by (2.140) and (2.144), and since

(Y1 A A 1 A A ) = det[(vi, 65)]7 g, (2.146)

we have that

1 Mo Mg\ |
Te(Py (NK)Py) = =0 7 D det {2—NKJ~&]-B (2—N2—§>} B (2.147)

meMg\’}) jeJ,im

_ 1 LN o) (Ma Mg
-3y Y (2—N> K| (2—N2—N) (2.148)

meM P jes(™

. > /[ K (x, x)dx, (2.149)

Tl ()
,]EJ,C

I

where the error in (2.149) converges to 0 since (2.148) is a Riemann sum for the continuous
function F™(z) := KE") (x,x). This establishes the result in the case that K € J,(L*(I,CF)),
where [ is a finite interval. To prove (2.136) for operators on R, we first establish the following

claim.
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Claim: Suppose that K satisfies Hypothesis 2.3.5. Then Vn, F(x) := K™ (x,x) €
L*(R",C).

Proof.

KV ey)| = |det (Ko us)] (2.150)
= Z (_1)7rKj1jﬂ(1) (wlv yﬂ(l)) cee anj,r(n) (-rna yw(n)) (2151)

meo(n)
< Z Ce el +HBlyx)) o= (alzn]+Blyxm)) (2.152)

m€Eo(n)
— n[cne—a(lm|+--~+|mn|)e—6(|y1|+~~-+|yn|)7 (2.153)
which immediately implies that K™ (x,x) € L'(R", C). O
Finally, arguing as in the proof of Theorem 2.3.3, we obtain (2.135) and (2.136). O

In the proof of Theorem 2.3.6 above, we made use of the following lemma, which we

prove.

Lemma 2.3.7. Let IC be a linear operator on a separable Hilbert space H. Fix N € N, and

let {onm(x)} be an orthonormal set in H, chosen so that U_,By is an orthonormal basis

for H. Let
PN = ONms A AN ONmns (2.154)
where m = (my,...,my,), and let
MDY= {m:1<m < <m, <N} (2.155)
Then
A"By = {CDm}mGM%w,T (2.156)

is an orthonormal set in N"H. Let Py be the projection onto Span(A"By). Then

1
Tr(PyA"KPN) = — D (PN APK Oy m). (2.157)

mEMg\?)
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where

ME\?) ={m=(my...m,):1<m, <N,Va}. (2.158)

Proof. By the definition of the trace,

Te(PyKPy) = D (B, AP () D) = Y (P A Prm). (2.159)

n!
meMm ()" meM

To establish (2.157), we argue as follows. If m has a repeated entry, i.e. 3k # ¢, such that

my, = my, then &, = 0 holds. Let

MPO = tme MW 3k £ 0 my = my). (2.160)
Then
MO MO = {r(m) : m e MW 7€ o(n)}. (2.161)
Therefore,
> (P A(K) ) = > (B N(K) ) (2.162)
meMy) meM{\M{)0
— Z Z D (mys A" () @ (am) ) (2.163)
mEME\?) T wea(n)
Since

Dy = (—1) Py, (2.164)

we have that

D (P A K)m) = Y Y (P A (K) D)) (2.165)

mGMS\T,L) M(”)Tﬂ'EU n)

= 0l ) (P, A(K) D), (2.166)

me./\/lg\?)’T
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2.3.1 2-Modified Fredholm Determinant

In this subsection, we review the definition and properties of the 2-modified Fredholm de-
terminant of a Hilbert-Schmidt operator. The results in this section summarize and extend
those in Simon [24]. First, we generalize Simon’s proof of a formula for the 2—modified
Fredholm determinant of a linear operator, K € Jo(L*(I,C)), on a compact interval with
a scalar kernel, to the case of a linear operator, K € J»(L*(R,C*)), on the real line with a
matrix-valued kernel. Finally, we state and prove a closely related formula for the 2—modified
determinant of a block matrix.

First, we state the following lemma.

Lemma 2.3.8. [2/, Lemma 9.1] Suppose A € Jo(H). Let
Ry(A) = (1+ Ae ™ — 1. (2.167)

Then Ry(A) € J.

Proof. Let g(z) := (1+2)e™* — 1, and let h(z) = 22, Then the power series of h is given by

22

g(z)  (L+2)e—1

h(z) = 2 )
_ (1—1—2)(1—2—1—%—1—0(23))—1
_ 3 +0)
_ ‘71 +0(2), (2.168)

meaning that h has a removable singularity at z = 0. Since g is an entire function, so is h.

Now, for any entire function, h, we have a power series representation

hz) = an2", (2.169)
n=0
and since A is bounded, the operator

h(A) := i ap A" (2.170)
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is defined and also bounded. Now, we have that
g(A) = A*h(A). (2.171)
By assumption, A € Js, so A? € 7, since the product of two elements of ¢, is in ¢;. Thus,
Ry(A) = g(A) € T, (2.172)
as J1(H) is an ideal in B(H). O
The 2-modified Fredholm determinant of a Hilbert-Schmidt operator is defined as follows.
Definition 2.3.9. [24, pg. 75] Let A € Jo(H). Then we define
deto(Z + A) := det(1 + Ra(A)) = det ((1+.A)e 7). (2.173)
Theorem 2.3.10. [24, Theorem 9.2] Let A, B € Jo(H). Then
1. deta(Z + A) = TToeY [(1+ Ap(A))e AT
2. |deto(Z + A)| < exp(Ty||Al|3), for some constant T,
3. |dety(Z + A) — deto(Z + B)| < ||A = Bllaexp(I([| Al + [1B]l2 + 1)%),

4. ]fA S jla then
dety(Z + A) = det(Z + A)e” "M, (2.174)

and

5. T+ A is invertible if and only if deto(Z + A) # 0.

Proof. (1) First note that since ¢ is an entire function, it follows from the spectral mapping

theorem [33] that

Ae(9(A)) = g(A(A)), (2.175)
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where {\g (A)},ivz(f) are the eigenvalues of A. Thus we have that

deto(Z + A)

(4) If A € J1, then by (1),

det2 (I + A)

deto(Z + A)

—

—

det(1+4 g(A))
N(A)

[T (1 +Ai(g(A))). since g(A) € T,

Ny
[T+ g0w()
N

Ny

[(1 + )\k(A))e’)"“(A)} )

k=

[y

N(A)

= [+ Ne(A)e )
k=1
N(A) N(A)

= [T+ XA J] e
k=1 k=1

= det(Z + A)e =M

= det(Z + A)e” T,

det(1+ Ry(A)) #0

(Z + Ry(A)) = (T + A)e " is invertible

(Z 4+ A) is invertible.

The proofs of (2) and (3) can be found in [24].

(2.176)

(2.177)

]

Proposition 2.3.11. Assume that both AB,BA € J5(H), where A and B are bounded linear

operators on H. Then
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Proof. By Theorem 2 in Deift [34], the spectra of AB and BA are identical, including

multiplicity, away from 0. Since AB € J5(H), by Theorem 2.3.10, we have

deto(Z + AB) = H::(?B) [(1+ )\k(AB))e_/\k(AB)} : (2.179)

and if A = 0 is an eigenvalue of either AB or BA, then
(1+Ne ™ =1, (2.180)

so dety(Z + AB) = deto(Z + BA)
O

Next we adapt the results of Theorem 2.3.6 to the case of the 2-modified determinant.
We will see that the results are extremely similar, with only a slight change in the format
of the integrands. We start by generalizing a result from [24], in which we derive the von
Koch formula for the 2-modified Fredholm determinant of a Hilbert-Schmidt operator with

a matrix-valued kernel.

Theorem 2.3.12. [2/] Let I be a finite interval, and let K € Jo(L*(I,C)) be of the form

Kota) = [ K)oty (281)
Then N
deto(T+K) =) ff#w (2.182)
where x = (x1...x,), and _
K(z,z) == det ([K (z;,2;)[1 — 0;]]75_1) - (2.183)

We do not include the proof of this theorem, as it is almost identical to the proof of the
following, more general theorem, in which we evaluate the 2—modified Fredholm determinant

of a Hilbert-Schmidt operator with a matrix-valued kernel on the real line.
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Theorem 2.3.13. Let K € Jo(L*(R, CF)) satisfy Hypothesis 2.3.5. Let I?](") R*"xR" = C

be the n X n determinant defined by

K" (z,y) = det [, j,(xa, ys)[1 — ] (2.184)

where
x = (T1,...,2,), (2.185)
y = (Y1, Yn), (2.186)

and K;;(x,y) is the (i,j)—element of the matriz-valued kernel of the operator K. Here,

jeJ™ ={(Gr.. . jn) : 1 < ju <k, Val}. (2.187)
Then
[e8) 1 _
deto(Z+K)=> = > | K"(=,2)da (2.188)

Proof. Since any K € J, is compact, K is the limit of finite rank operators which, in
particular, are in J;. So by the continuity of dety given in (3) of Theorem 2.3.10, it suffices

to prove the result for K € J;. For fixed n and fixed j € J,g"), let

a}n)(k) = . Kj(n) (x,x; \)dx, (2.189)
where
K" (x,30) = det [K (20, 25) (1= Mag)] - (2.190)
Let F': C — C be defined by
F(\) = i > Oén)fA). (2.191)
n=0 je sV "
Then we know that
det(Z + K) = F(0), (2.192)
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and we want to show that

deto(Z + K) = F(1), (2.193)
Now, for K € J;, we have that
dety(Z + K) = det(T + K)e™ ™0, (2.194)
so we need to prove that
F(\) = F(0)e ™), (2.195)
since this will imply that
> " (1)
YY) o= F(1) = det(T + K)em ™) = deto(T + ), (2.196)
n!

n=0 je (™

as required. The result (2.195) will follow once we know that
F'(\) ==Tr(K)F(\), (2.197)

due to the uniqueness to solutions of ODE’s. Now,

806(") a n
W(A) =/ 5det[KjajB(xa,xﬁ)(1—Adag)}aﬂzldx. (2.198)

Let B;(A) be the n x n matrix defined by
[Bj(M]ag = [K(a, 28)]jujs[1 — Mag)- (2.199)

Then det oB; : R — C"*" — C maps A — B;()\) — det(B;())). By the chain rule,
0

n

(det BJ) abaﬁ
Obag  ON

4 (et o By (\) =

2.2
™ (2.200)

a,B=1
where bys = [Bj(A)]ag. Let Béa’ﬁ) be the (n — 1) X (n — 1) matrix obtained by removing row

a and column S from B;j. By the cofactor expansion of the determinant [35],

o, det(Bg) = det B*. (2.201)
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Since A only appears on the diagonal, “5 =0 for a # (3, and so

d d(det B;) abw ()
T (deto By)()) = Z T =— Zd t B K, . (Ta, Ta)- (2.202)

a=1

Since Bga’a) does not include z,, and K(z,, z,) only involves z,, we find that

a (
Z / K(n b (x,x;\) de/ jnje (Tay To)dzy,. (2.203)
J'eJ,i") jes™ Rt
Now, for fixed n, and for each « € {1,...,n}, we have a bijection P, between index sets

given by
P, (J,ﬁ"‘” x J,g1>) = ™, (2.204)

which maps ((jl,jg, ce 7ja—17ja7 ce ,jn_1)7 5) — (jl; e 7ja—17ﬁ7jaa ce 7jn—1>‘ USiIlg this bi-

jection, we have that

d . )
_ —Z% Z |: Knl XX)\dX}Z/ Jado $a,l‘adma

- _i% /Z jaga

n=0 a=1 jEJ(n 1) Ja=1

= —Zm Z a Z/ Tr(K)(x, x)
= —nTr(K) Z % Z a}n_l)()\)

= —Ty(K)F(N), (2.205)
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as required. O]

Finally, we state and prove a von-Koch formula for the 2-modified Fredholm determinant
of a block matrix. We recall from (2.58) and (2.59) that an M x M block matrix, K, with kxk
blocks defines a linear operator K : L(I;, C¥) — L(Iy;,CF), where Iy = {1,2,..., M}. Since
all linear operators on finite-dimensional spaces are Hilbert-Schmidt, X has a 2—modified
Fredholm determinant, which by Theorem 2.3.13 is given by

dety(Z 4+ K) = Z Z / ,x)dx, (2.206)

In

for K j(") as defined in (2.184) and J,En) as in (2.187). In analogy with the von-Koch formula
given in Theorem 2.2.1 for the regular determinant of a block matrix, and with the formula for
the 2—modified determinant of a Hilbert-Schmidt operator on L?(R, C*) given in Theorem

2.3.13, we have the follow result.

Theorem 2.3.14. Let K € CFM*EM pe an M x M block matriz of k x k blocks, given by
K(1,1)... K(1,M)
K= : : : (2.207)
K(M,1)... K(M,M)

where each K(my,ms) is a k X k matriz. For each n, let

I = (5= (isor-vdn) 1 1< ju <k, ¥ al, (2.208)

ME{}) = {m=(my,ma,....,my):1<my, <M, Val (2.209)

and define

K{" (m) = det [[K(ma, mp)l;.;, (1 = 0ap)] "

o (2.210)

for each j € J,g”) and m € ME\Z). Then

o0

dety(I+ K) = Zrb > > K (2.211)

je{™ mem)
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Remark. The proof of this result is basically the same as the proof of Theorem 2.3.13,

provided that K;n)(w, x; \) is replaced by

K (ms \) = det ([K(ma, mg)]juj,[1 — Aag)) (2.212)

a,f=1
and fRn - by ZmEMS&) .. Nevertheless, for the sake of completeness, we include the proof.

Proof. Since K is a finite matrix, it is necessarily trace class. Therefore, by (2.174), it should
be that

dety(I+ K) = det(I + K)e™ & (2.213)

So, we define a function F'(A) such that F'(0) = det(I + K), and F(1) = dety(I+K), and

we show that

F(\) = F(0)e ¥, (2.214)
which will imply that
F(1) = det(I 4 K)e~ & (2.215)
We define
> o™ (\)
F) =) > ——— (2.216)
n:OJEJ(n) G

k M
SROEED DI DI s R (2.217)
J1seejn=1m1,...mp=1
with
K" (m; A) := det ([K(ma, m)]jujs[1 = Aas]] . 5:1) . (2.218)

Then (2.214) will follow when we show that

F'(\) = — Te(K)F(\), (2.219)
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where Tr(K) is the trace of the kM x kM matrix K. Let

[Bjm(M]ap = [K(ma, ms)ljajs (1 = Adag). (2.220)
Then
0 0Bj.m 0b
det oBjm)(\) = b Zof 2.221
a)\( eto J, )( ) abaﬁ 8)\ ( )
a,B=1
Let B ) be the (n — 1) x (n — 1) matrix obtained by removing row a and column /3 from
Bj,m- NOW,
gy, (det 0By m) = det B/, (2.222)
and since 2 53> = 0 for oo # 8, we have that
0 (a o)
o —(det oBjm) = Z det By " Ko jo (Tima s T, )- (2.223)
Thus
O, j
= - > ZdetB VK i (T s T )- (2.224)

me./\/l(n> a=1
We note that since B( ) does not depend on z,,,,

n

N
Z Z detB(aa K jo (T s Tmy) = Z Z det B{'7, Z Ko jo (T s Tmy,)-

a=1 mGMS\?) a=1mi,..,mg,....,mp=1 ma=1

(2.225)

Arguing as in the proof of Theorem 2.3.13, we have that

Zmz > [ Yoo detBISY Y [K(mama)li, | (2:226)

a=1. eJ(n 1 Lma,...,mamn=1 ma=1
Now, for fixed n, and for each o € {1,...,n}, we have the bijection
P (00 % g0} = g (2.227)
given by
((j17j27 s a%v s ajn—l)aja) = (j17 cee aja,v s ajn—1)~ (2228)
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Therefore,

k k k
a,a n—1
> det B K(ma,mp)ig, = > det B S " [K(ma, mg)la,. (2:229)
jl 7777 jOé """ ]nzl jl 7777 jn,1:1 ]CX:l

where B}Z;l) is the (n — 1) x (n — 1) matrix associated with Bj,. Then by (2.225) and

(2.229), we have that

00 n k N
1 1
F'(\) = —E ] E E detB(n ) E E (Ma, )]s
n=0 " a=l je y(n-1) e pq(n1) Ja=lma=1

k N

SR YR 1D S DIRETED ol o i ORI

J(n 1) meM(n 1) ja=1mq=1

— _an > Y detBnY (gTr(K)>

JGJ(” D mE/\/l(n D

- nTrKZn'Z ZdetB”l)

JGJ(" 1)me./\/l(n b

= —nTrKZ Z (n 2 (2.230)

J(n 1)
Then re-indexing gives
d —n (n—1)
d)\F()\) = —Tr(K) p o (A)
n=0 jEJ;L_l
=1
_ (n—1)
= —Ti(K)) (n— 1) > oY
n=1 GJ}E”*U
00 1 .
(L) SR SRYY
n=0 ’ jEJ}g”)
= —Tr(K)F()), (2.231)
as required. 0
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2.4 Truncation Error

Because the Fredholm determinant in (2.188) is in the form of an infinite sum, with integrals
over all of R", it is not practical to calculate. Instead, we must numerically approximate
deto2(Z + K), and to do so, we proceed as follows. First, we truncate R™ to the finite interval
[—L, L]™, which will yield a truncation error. Then, we must evaluate the integrals over
[—L, L]™ using a numerical quadrature rule, which will yield an additional quadrature error.
In this manner, the Fredholm determinant can be approximated by a block-matrix determi-
nant, which is easy to compute. Then, the error between our approximated determinant and
the true determinant, dety(Z+K), will be less than the sum of the truncation and quadrature
errors. If, in addition, our kernel is trace class, the same error bounds will apply due to the
similarity in formulae for dety and det; . Following the work of Bornemann [26], we prove
results about the convergence of these truncation and quadrature errors in the case where
KC has a matrix-valued kernel. Additionally, we quantify the rate of convergence of these
errors, assuming the exponential decay of the kernel. The proofs of these results rely on
the similarity between the formula for the Fredholm determinants given in Theorems 2.3.6
and 2.3.13 on the one hand, and on the generalized von-Koch formulae for det,(I+ 2K), for

= 1 and 2, given in Theorems 2.2.1 and 2.3.14, on the other hand.
Remark. Let K € J,(L*(R,C*)), for p=1 or 2, and define
’C’[—L,L} = PLO’COLL, (2232)

where vp, : L*([—L, L],C*) — L?(R, C*) is a bounded inclusion operator, and Pr, : L*(R,C*) —

L*([—L, L], C*) is the bounded projection operator

(Pryp)(z) = X(_p,p(@)P(2), (2.233)

with X(_r,r; being the characteristic function of [—L,L]. Since J, is an ideal, K|-r,r] €
Tp(L*([-L, L], C*)).
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Definition 2.4.1. We say that a sequence of operators, { P, }, on a Hilbert space H converges

strongly to the identity T if
| Po(v) —vllg = 0, Vv e M. (2.234)
If, in addition, IC € Ji, then by a similar argument, K|z 1) € Ji.

Proposition 2.4.2. If K € J,, for p =1 or 2, and if each of P, o K — K strongly in J,
norm, then

det,(Z + P, o K) — det,(Z + K). (2.235)

Similarly, if K o Q, — K strongly in J,, then
det,(Z + K o Q) — det,(Z + K). (2.236)

Remark. By the proposition, det,(Z + K|_r ) — det,(Z + K) as L — oo. The following
result, which is useful when performing numerical computations, provides an estimate on the

rate of convergence.

Theorem 2.4.3. Let K € Jo(L*(R,CF)), be given by

(o)) = [ K(a.9)oln)dy (2.237)
R
Define K|_r,1; by
L
Klru#)o) = [ Krp)on)dy (2,239
~L
Then K|_1.1) € Tp(L*([—L, L], C¥)). Additionally assume that 3C,a > 0 such that
|K;(x,y)] < Ce W=D " 5 e {1, ... k},Vr,y, € R. (2.239)
Then
2Ck
|det,(Z + 2K) — det, (T + 2K|_1,)| < e @ < (“; Z) : (2.240)
where
0 n(n+2)/n .
B(n) =Y " (2.241)
n=1



Remark. In Chapter 3, we will show that when K is C' off the diagonal, and addition-
ally satisfies the exponential decay condition given in (2.239), where its first partial deriva-

tives satisfy the same exponential decay condition, then K € Ji(L*(R,CF)), and similarly,
Kli-r.n) € Ji(L*([-L, L],C¥)).

Proof. For each n € N, let
I =14i=(ro-erdn) 1 1 < jo < K, Val, (2.242)

and define for £ € J,, p =1 or 2,

n

K (x,y) 1= det [Kj 5, (2a,y5) (1= (0= Ddag)] (2.243)
where Kj,_j,(2qa,ys) denotes the (jo,jg)—entry of the k x k matrix-valued kernel K(zq,y3).
Then, by Theorems 2.3.12 and 2.3.13,

dety(Z+ 2K pp) =1+ % > /[ . K" (x,x)dx. (2.244)
—1 . —L,L"

ie g
JeJy,

The error between true and truncated determinants is given by

By = |det, (T + 2K) — det, (T + 2K|_1.)| < Z% > / - K™ (x,x)|dx. (2.245)

(n)

n=1 J€JT,

To estimate the determinant in (2.243), we apply Hadamard’s inequality, which says that if
A € C™™ then

| det(A)] < [T 1Al (2.246)
B=1

where A, 5 denotes the f—th column of A. Geometrically, this inequality states that the
volume of the n—dimensional parallelipiped is less than or equal to the product of the lengths

of its edges. Thus, we have for both p = 1 and p = 2 that

K57 (%)) < T 1Al (2.247)
B=1
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where
Kjyj, (71, 28)
A= : . (2.248)

K5 (n, )
Now, by the assumption in (2.239),
1Asl5 = 1K, (@ z)* + -+ G (2, 26)
< O [e2elml+es ... 4 2allenl+ies)]

_ 026—2a|mﬁ| |:6—Qa|ac1| I 6—2(1\:1:"\}

IA

nC?e2alwsl (2.249)
where the final inequality follows from the fact that e=%®l < 1 for a > 0. Therefore,
KV (x)| < Crpr/2eelixh, (2.250)
and so, using the fact that |.J, (")| = k", we have that
|Er| < Z (Ck)" "/2/ el gx (2.251)
R\[-L,L])"
Let us consider the n—dimensional integral in (2.251). When n = 2,
R?\ [~L, L]* = {|x1| > L} U {|zo| > L}, (2.252)

although this union is not disjoint. Therefore,

/ e-alleal e g g, < / de, / T omallnl el g 4 / drs / " emalllHaal) gy

R2\[—L,L]2 |z1|>L |z2|>L

= 2( / e”'dx) ( / e”'). (2.253)
|z|>L R
—L o)

/ e~ gy = / ‘””dx+/ e “dx
|z|>L

1

a

2

a

Now,

[ — lim e® } + _71 [lim e Y — e_“L]

T——00 T—r00

: (2.254)

20



and similarly,

e‘”d:c+/ e “dx
0

-1
{1 — lim eax} 4+ — [lim e —1

T——00 a T—00

(2.255)

\\
? 3

&

Bl

A

=

Il
D_I[\D@I}—t‘\
8 (e}

Therefore,
—a(ja1|+las) 2 ar) (2
e T2l de dey < 2 —e - 1. (2.256)
a a
R2\[-L,L]?

Similarly, for n = 3, let I; = [ e-@(=ltle2ltlesD gy, dyoday. Then

R3\[-L,L]3

// / allzrl+eal+es)) go doydas
|z3|>L

// / allerHealHes) go dosday
|z2|>L

// / allerHealHesD) goo do s day
|z1|>L

2 2
=3 (—e_“L) (-) . (2.257)
a a
Iteratively, we can see that if I, = fRn\[_L L e~ Xl gx, then
2\" _ I
I.<n(-) e, (2.258)

and so by (2.250),

2Ck
’EL’ < Z jL_ ( ) (n+2)/ne—aL

220K\ " nnt2)/
o —alL
- ° Z ( ) n!

= Ly (22%) , (2.259)

a

o1



where

® pnt+2)/2 .
®(() = Zl " (2.260)
O]
Note: Bornemann [26] shows that
®(2) < 2 (2v/2e), (2.261)
where

U(z) =1+ gze*/‘* [1 +erf (g)} , (2.262)

so that the term ® (%) in the truncation error estimate

220k
|det, (T + 2K) — det, (T + 2K|—r.1))| < e " ® < - ) . (2.263)
a

is bounded above by a computable constant depending on the decay of the kernel K.

2.5 Quadrature Method and Error

In order to compute det,(Z 4 2K|_ ), for p = 1 or 2, we must approximate the integrals
f[f Lo K j(n)dx using a numerical integration scheme. To do so, we use a quadrature rule
based on the composite Simpson’s rule and obtain an associated quadrature error. In Theo-
rem 2.5.3 below, we will show that if the kernel K is Lipschitz-continuous, then the error is
O(Az), where Az is the grid spacing in the quadrature rule.

Let K € Jo(L?*([a,b],C")) be a Hilbert-Schmidt operator with a matrix-valued kernel

K € (C°N L) ([a,b] x [a,b], CF*k) so that

b
(K)(x) = / K (. ) (y)dy. (2.264)

Let
dy(z) := dety(Z + 2K), (2.265)
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for z € C, be the 2-modified Fredholm determinant of K. If, in addition, K € J1(L?([a, b], C*))

is trace class, then we let

dy(2) == det(Z + 2K) (2.266)

denote the regular Fredholm determinant of K. In this section, we define matrix determinant
approximations of (2.265) and (2.266).

Let @ = Qs be a quadrature rule for functions f : [a,b] — C of the form

Qu(f) = sz’f(l’i), (2.267)

that is defined in terms of M nodes a < x; < x5 < --- < xp; < b and positive weights
wi, ..., wy. Wesuppose that (0, is a family of quadrature rules that converges for continuous

functions, i.e. that

Qu(f)— /b f(x)dx, as M — oo, (2.268)

for all f € C°([a,b],C). We define Kg € C*** {6 be the M x M block matrix

wiK(1,1)  wK(1,2) ... wyK(1, M)
wK(2,1)  wK(2,2) ... wyK(2,M
Ko = 1F) :K(2.2) M_( ), (2.260)
wiK(M,1) w.K(M,2) ... wyK(M,M)
where
K(a, B) = K(zq,75) € CH** (2.270)

is the k x k matrix obtained by evaluating the matrix-valued kernel K defined in (2.264), at
nodes x,, 25 € {x;}}, of quadrature rule Q5;. Then the matrix determinant approximation

of the 2—modified Fredholm determinant in (2.265) is defined by
do,0r (2) 1= det[Tpnppnr + 2Kgle " T (Ea), (2.271)
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and the matrix determinant approximation of the regular Fredholm determinant in (2.266)

is defined by
d1,qy (7) = det[Tpnrxrmr + 2Kg)- (2.272)

With some additional assumptions on the kernel K, we can quantify the convergence of
the quadrature approximation d, o(z) to the Fredholm determinant dap(z).

Following [26, Theorem 6.1], we have the following result.

Theorem 2.5.1. Suppose that K € Jo(L?([a,b],C*)) is a Hilbert-Schmidt operator with
continuous matriz-valued kernel K € C°([a,b] X [a,b],C***) and that Qu is a family of

quadrature rules on [a,b] that converges for continuous functions. Then

do,g, (2) = do(2) as M — oo (2.273)
uniformly in z. If, in addition, K € Jy(L?*([a,b], C¥)), then

digy(2) = di(2) as M — o0 (2.274)
uniformly in z.

Remark. Theorem 3.1.1 in the following chapter will show that if the kernel K is C° on

la,b] x [a,b] and is C* away from the diagonal, then K is trace class on |a,b].
Proof. For each n € N, let
J = (5= Gy onda) 1< o < RV, (2.275)
and define for p =1 or 2,
K{"(x,y) = det [Kj,j, (0, ys)(1 = (p — 1)0as)]" ,_, (2.276)

where Kj_ j, denotes the (ja,js)—entry of the &k x k matrix-valued kernel, K, in (2.264).
Then, by Theorem 2.3.13, for p =1, 2,

det,(Z +2K) =1+ Z Z K(n (x,x)dx. (2.277)

' eJ(n) [CL b
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To relate the Fredholm determinant in (2.277) to a matrix determinant, we need to approxi-
mate the integral on the right-hand side of (2.277) using an n—dimensional quadrature rule.
To that end, we recall that by iterated integration, the 1-dimensional quadrature rule, @y,

can be used to defined the n—dimensional quadrature rule Q™ = QE\Z) by

Z Winy -+ Wi [ (T ooy Tinsy ), (2.278)
mGME\Z)
where
ME\Z) ={m=(my,...,mp): 1 <my, <M, Va}. (2.279)

QW) = [ fx)dx (2.280)
for all f € CY([a,b]",C). Then letting

K" (x) == K" (x,x) (2.281)

J

in (2.277) and calculating formally without regard for convergence issues, we have that for
large M,
- 2" n)/-(n
det,(Z+2K) =1+ ~ > QU(KM). (2.282)

n=1 JeJlin)

Then by (2.278), (2.276), the multilinearity property of determinants, and (2.270), we obtain

~1 —1—2 . Z Z Win, - - Winy det [KG i, (@, Ty ) (1 — (p — 1)5015)]:5:1

= JEJ(")mEM(">

_1—|—an Z Z det [wn, Kjj, (T s Ty ) (1 — (p—l)éag)]zﬁ )

JeJ(n) meM(n)

=1+ Z Z Z det wma (xmav xmg)]jajﬁ(l - (p - 1)6‘15)]Zﬁ 1

5™ memm
= det,(I+ 2Kg)

= dyol2), (2.283)
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where last equality comes from (2.271) and (2.272), following the von-Koch formula (2.211)
for the Fredholm determinant of a block matrix.

To rigorously prove that d, g,,(2) = dp(z) as M — oo uniformly in z, we slightly extend
the proof in Bornemann [26, Theorem 6.1], for scalar-valued kernels to the case of matrix-
valued kernels, which involves the additional sum over j € J,E") in (2.282). By (2.282) and
(2.283),

K" (x)dx> . (2.284)

dPQ Z n!

Let |z] < R and choose € > 0. For any N € N, we can split the series (2.284), as

53 <@<"><f€§”)> -

7b n
jest [a,D]

\dy.0,, (2) — dy(2)] < Z Z QN (K1) — K" (a1,...,2,)dz: ... dz,
JEJ(n) [(l,b]
+ ) FZ WE™) - K" (21,...,w,)dz; ... dz, | (2.285)
[a7b]7z

Let ||Qum|| = Zj\il |w;| be the norm of Qy;. We recall from Theorem A.1 of [26] that if a
family, @y, if quadrature rules converges for continuous functions, then there exists A < oo

such that ||Q|| < A for all M. Consequently, by (2.278),
1A (A < A" If Nl (o o (2.286)

Then we have the bound

- R" n)-(n r-(n
Bxp = ), — ) ‘Q<M>(Kj< ))—/[GWKJ.( @, an)day . da,

n=N-+1 jeJ]i")

— k" (n); 7(n) = (n)
< Z — Z (‘QM(K [QWKJ. (z1,...,2p)dzy ... dsy,
- R . v || 750
< DY @ -
n:N—i—ljeJ(n) ’
=D S SETN TP (2:287)
n= N+1J€J(n) ’

o6



where Ay = max{A,b— a}. Since the kernel K is continuous,

||K|’Loo([a7b]><[a7b}7ck><k) = 12’?};’{ ||Kij||Loo([a7b}x[a7b]7(c) < Q. (2.288)

Now, as in Lemma A .4 of [26], and by Hadarmard’s inequality [35], we have
1B eaine) < 721K oo coesy (2.289)

In addition, since |J| = k", we have that

Eni <2 Z

n=N+1

/2
T (REA[| K| poe (a,6] ¢ [a,01,005)) " (2.290)

n”
n

Now as in Lemma A.5 of [26], the series

®()=) ”n! 2 (2.201)

is uniformly absolutely convergent on |z| < R. Consequently, we can choose N so that the

tail Fn.q satisfies

En1 < €/2. (2.292)

Given this N, we can choose M, so that for all M > My, the first term in (2.285) is also less
than €/2. Given this N, we can choose Mj so that for all M > M, the first term in (2.285)

is also less than €/2, as required. ]

Now, we recall that a function f is Holder a—continuous (0 < a < 1), f € C%*([a, b], C),
if
floow = sup 1) _f%’)” < . (2.203)
styern X =V

A function f is in the Holder space CP%([a,b],C), for integer p > 0, if all of its p'* partial

derivatives are Holder a—continuous. In the special case where a@ = 1, f is Lipschitz-
continuous. Assume that the function f € CP'([a,b],C). Then the p™ derivative f® is

Lipschitz continuous and so is differentiable almost everywhere with bounded derivative. So

||f(p)||L°°[a,b} = sup |fP(z)| < . (2.294)

z€[a,b]
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Assuming that our kernel function is at least Lipschitz, we get further bounds on the error
between the numerically approximated determinant and the true determinant evaluated on
la, b]. We say that a quadrature rule @ is of order v if Q(f) is exact for all polynomials f up
to degree vg — 1. By Theorem A.2 in [26], if f € CP~"!([a, b]), then for each one-dimensional

quadrature rule ) of order v > p with positive weights,

‘QU‘) [ s@da] < b — IO o (2.205)

[a,]

where ¢, is a constant depending only on p. In particular, we can choose ¢, = 2 (’Tf)p //2mp.
Bornemann [26, Theorem A.3] extended the error estimate to the n—dimensional quadra-

ture rule Q™ (f), to obtain

‘Q(”’(f) -

flxr, .. | < cp(b— a)n+pl/ép||f(p)||Loo([a7b]n). (2.296)

[a,b]

This result shows that the quadrature error decays like Vép as the order, v, of the quadrature
rule increases, vg — 0o. This error estimate is useful in situations where f is approximated
by a single high-degree polynomial on the entire interval [a, b]. However, in many situations
in numerical analysis, it is more practical to separately approximate f by a low degree
polynomial on each interval [z;, z;41] and then sum over i to obtain a composite quadrature
rule. For such a composite rule, we are interested in the rate at which the quadrature
error goes to zero as Axr — 0. Bornemann’s error estimate (2.296) cannot be applied to
composite quadrature rules. Instead, here we show how to derive an error estimate for the
n—dimensional quadrature rule that is based on the composite Simpson’s rule, which is of
order v = 4.

Suppose that f : [a,b] — C. To derive the composite Simpson’s rule, we discretize

b—a

5ip> With endpoints at the nodes,

the interval [a,b] using 2M subintervals of width Az =

a=1x1 < Ty < -+ < Xayyr = b. Let I; = [x9j_1,%9;41] for i = 1,..., M, and observe that
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la,b] = Uj]\ill ;. On each subinterval, I;, we can apply the Simpson’s quadrature rule, defined

by

1

Qr,(f) = wif(rsjs / flx (2.297)

k=-1

&%, and wy = 8%, By (2.295), if f € C?"'([a,b],C), then

|@Ij<f> - / f(@)da

Then the composite Simpson’s rule is given by

Qi)=Y @)~ [ Jwie (2:299)

where w_1 = w,, =

< cp(Az)P AP FP) | o 1. (2.298)

and by (2.298),

1
< Sep(b = a) (D) AP fP| oegay (2.300)

]Q[a,b]<f> - / ()

We observe that

2M+1
Qua(f) = Y wif(wx), (2.301)
k=1
where now wy; = wopr1 = %,ng = MTI, and wyjy1 = QATI forj=1,...,M —1.

Theorem 2.5.2. Suppose that f € CP~11([a, b]™) for somep < 4. Let Q be the n—dimensional

quadrature rule induced by the composite Stmpson’s quadrature rule Q[a,b] in (2.8301). Then

fladde - Q1) < b = a4 (B 1P~ (2.302)

‘[&M”

Proof. Since [a,b] = UL, I;, we have that

[a,b]" = U I, (2.303)

Therefore,

iy = > Q) (2.304)



where

Qji.jn(f) = Z Wy - Wh, [ (T2 k15 - - - 5 T2 — k)
Kiyooskn=—1
= / flze, ..., zn)dey .. day,. (2.305)
Ty %Xy,

Let m <n, and let

Fi i WUmtts -y Yn) 1= / F(x1, o Ty Y1y - - - Yn)dxy - o dXy, (2.306)
Ty XL,

be the partial iterated integral of f, which is approximated by the partial quadrature rule

= Fjin Umtts - ) (2.307)
The identity
1
Qiin(f) = ) wiy o wk, [y T2jy,)
k1,..., kn=—1
1
= Z W, (Qjy . js [) (25, —k,) (2.308)
kn=—1

enables us to use an induction argument to establish the following claim.

Claim: dA, < 2" such that

floy, L an)dey ey — Qg (F)| < Anp(Az)"™ AP P poo(r; s,y (2:309)

Ty e X
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Proof. By (2.298), A; = 1 holds. We prove (2.309) by induction on n, by observing that

dX QJI Jn |

f X, xn dden an(Qﬁ ..... jnlf)|

I><><I

/I £ m)dx — Qs f) ()

g1 XX g, g

jl>< ><I n—1

IN

dz,

+ / (lennjnflf) (In)d]?n - Qljn (le ,,,,, jnlf)‘

I .

In

IN

/ [An_icp(Az)PT =472 (@] da,,

Jn

+ A1 (AT |(Qy oy )| oo

IN

An_16p(Az)P 472 fO| o

+A16,(Az)P T API(Qy g )P 1o

(At + 277 A (A)™ e d 2| f | e, (2.310)

IN

since

‘(Qj1...jn_1f(p))(xn)‘ < Z Wy - n—1 |f(p) (x2j1—k1’ sy L2 1 —kn_1> :Un)|

1 ~~~~~ k'n 1=—1

< (wog 4 wo +wi)" | fP| e

= (282" fP . (2.311)
Therefore, A, = A,_1 + 2" ! holds, and so A4, = 2" —1 < 2", O

To complete the proof of the Theorem, we observe that by (2.304) and (2.309),

M
\ x)dx — Q [a,,]f] < ) Fx)dx = Qj, . f
[ab jljnzl IJ1><><IM

S Mncp2n(Ax>n+p4—p||f(p) ||Loo([a,b]n)

b—a\" n _
— o (Gar) @A AaPiT V]

= ¢,(b—a)"(Az)P47P|| £ oo (2.312)

O
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Given a matrix-valued kernel K on [a, b], define
||K||W1,oo = l’IlaX{||8IK||L00([a7b}2,(Ckxk), ||ayK||Loo([a’b]27(ck><k), ||K||Loo([a7b]27(ck><k)}. (2.313)

The following result gives a bound on the error between the Fredholm determinant, d,, of

an operator K € 7, for p =1 or 2, and its numerical approximation, d,, q.

Theorem 2.5.3. Let K € J,(L*([a,b],CF)) be an operator with matriz-valued kernel K €
L*([a,b] x [a,b],C**). Suppose that K;; € C%*([a,b] x [a,b],C) is Lipschitz continuous for
alli,j € {1,... k}. Let Q denote the composite Simpson’s quadrature rule with spacing Ax.

Then

dyo(2) = dy(=)] < 5 Az@(B2]), (2.314)

where ¢y is the constant in Theorem 2.5.2, B = k(b — a)|| K||w.~, and

B(z)=> " (2.315)
n=1 )
Proof. As in Lemma A.4 of [26], we have
o\ () . .
H (Kj( >) < oK, o, (2.316)
Le([a,b]™)

where IN(J.(") (x) = IN(J.(") (x,x) is given by (2.243). By (2.284), we have that for p =1 or 2,

QM (K™ — K3 (@1, wp)doy . day .
[a,b]™

dae) — =) < 35 3

jea(™
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Combining this with (2.312) and (2.289), we see that

oz —dy2) < TS

Q(")(K.(")) — ~j(")(x1, coyXy)dxy L dxy,

VAN
-
=
0
=
|
=
S~—
3
P>
g

IN
9
&
N
i
=
:
b
N
=
"

I max
n: jeJ]in)

Az K (|2](b = a)k)™

~ i\ D
(n)
(57)

202 | K |7

Lo ([a,b]™)

IA
o
|

n=1
Cle 0 n(n+2)/2 .
= S T (el — ) K )

- ®(|2|5). (2.317)

Note: Bornemann [26] shows that
®(2) < 2W(2V/2e), (2.318)

where

U(z) =1+ gze*/‘* [1 +erf (g)} . (2.319)

Therefore, the term ®(/5|z|) in the quadrature error bound (2.314) is bounded above by a

computable constant depending on || K]||y1.0.
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CHAPTER 3
A CRITERION FOR A HILBERT-SCHMIDT OPERATOR TO BE

TRACE CLASS

3.1 Introduction, Background, and Main Results

In this chapter we revisit a 120 year old problem from the birth of functional analysis on
the trace and determinant of integral operators. The novelty of our contribution is that
the operators we are concerned with are defined in terms of matrix-valued kernels rather
than the scalar-valued kernels that are most commonly treated in the classical theory. Our
interest in matrix-valued kernels comes from applications to the stability of pulse solutions
of nonlinear wave equations such as the complex Ginzburg-Landau equation [22; 36, 37,
19]. Our goal is to establish a regularity criterion on a matrix-valued kernel which ensures
that the corresponding integral operator is trace class and hence has a regular Fredholm
determinant. Specifically, we will prove that if a matrix-valued kernel on a finite interval is
Holder continuous with Holder exponent greater than a half, then the operator is trace class.
We will show that an analogous result also holds for matrix-valued kernels on the real line,
provided that an additional exponential decay assumption holds. While these results are
not surprising, we have not been able to find statements or proofs of them in the literature.
We will provide two proofs for matrix-valued kernels on a finite interval, both of which are
based on classical proofs obtained for scalar-valued kernels. The first proof is based on a
result of Weidmann from 1965 [38] that relies on ideas from Fourier analysis due to Hardy and
Littlewood [39]. The second proof is inspired by a theorem in the book of Gohberg, Goldberg
and Krupnik [30]. Their approach is based on a beautiful calculation of Fredholm in the
seminal 1903 paper [25] where he first introduced the concept of the Fredholm determinant.

Our focus is on integral operators, K, of the form

(K$)(x) = /X K (2, 9)b(y) dy, (3.1)
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where K is a matrix-valued kernel and X is either a finite interval, X = [a, b], or the real line,
X =R. IfK € L*(X x X,CF*) is a square-integrable complex matrix-valued function of x
and y, then the corresponding operator K is a Hilbert-Schmidt operator on the Hilbert space,
L2(X,CF), of square-integrable complex vector-valued functions, ¢, on X. All such operators
are compact. We recall that the space, J2(H), of Hilbert-Schmidt operators on a Hilbert
space, H, is a Banach space in which the norm is given by the L?-norm of the kernel. Since
the composition of a bounded (resp. compact) operator and a Hilbert-Schmidt operator is
Hilbert-Schmidt, the space J2(H) is an ideal in the set of bounded (resp. compact) operators.
Trace class operators are compact operators on a Hilbert space for which a notion of
trace can be defined.! The theory of trace class operators was developed by Schatten and
von Neumann in the 1940’s [40]. They defined an operator K on H to be trace class if it is
the composition of two Hilbert-Schmidt operators. Because Jo(H) is an ideal, every trace

class operator is Hilbert-Schmidt. They defined the trace of X by
Te(K) = > (60, Kou), (3.2)

¢

where {¢,} is any orthonormal basis for H. Equivalently, the trace of I is the sum of the
singular values, uy, of IC, which are the nonnegative real numbers so that the /-th eigenvalue
of the Hermitian symmetric operator K*K is p7. In 1959, Lidskii proved that the trace of K

is the sum of its eigenvalues, )y, counted with algebraic multiplicity [41],

TH(K) = Y A (33)
L

Following Simon [24], we define a compact operator, I, on H to belong to the p-th

Schatten class, J,(H), if the £,-norm of the sequence, {y}, of singular values of K is finite,

'For a detailed history of the subject and a comprehensive literature review, we refer the reader to the
books of Barry Simon [24] and Gohberg, Goldberg and Krupnik [30], as well as to the recent influential
paper of Bornemann [26] on the numerical evaluation of Fredholm determinants.
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ie, if
1K, 30 = Z el < o0 (3.4)
¢

The cases p = 1 and p = 2 are the spaces of trace class and Hilbert-Schmidt operators,
respectively.

A major reason for the interest in trace class operators is that Ji(#H) is a space of
operators for which the regular Fredholm determinant is defined. Following Simon [24] and
Grothendieck [42], if K is trace class on H, then for each k the k-th wedge product, AFK, is

trace class on A¥H and the infinite series
det1(Z + 2K) = Zz Tr(A"K) (3.5)
defines an entire function of z € C. As in the finite rank case (see [24] for a proof),
dety(Z + 2K) ﬁ 1+ 2A). (3.6)
=1

If the operator K is Hilbert-Schmidt but not trace class, it is still possible to define
a Fredholm determinant for K. To do so, we first observe that the operator Ry(K) :=
(1+ K)e™® — 1 is trace class [24], since it is of the form Ry(K) = K2h(K) for some entire
function, h, and the square of a Hilbert-Schmidt operator is trace class. The 2-modified

Fredholm determinant is then defined by
deta(Z + 2K) = det;(1+ Ro(2K)) = dety ((1+ 2K)e™*"), (3.7)
which is once again an entire function of z. In this case, the infinite product
dets(Z + zK) H [(1+ 2X)e ] (3.8)
=1
converges. Furthermore, if K is trace class, then both Fredholm determinants are defined,
dety(Z + 2K) = dety(Z 4 2K) e ™0, (3.9)
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and the zeros of dety(Z + 2K) and dety(Z + zK) coincide.

Fredholm determinants were introduced by Fredholm [25] to characterize the solvability
of integral equations of the second kind, (Z + zK)¢ = . For applications of Fredholm
determinants in mathematical physics, see Simon [24] and Bornemann [26]. Our interest
in them stems from the fact that the set of eigenvalues of the linearization of the complex
Ginzburg-Landau equation about a stationary (soliton) solution is given by the set of zeros
of a Fredholm determinant of a Birman-Schwinger operator that is defined in terms of a
matrix-valued Green’s kernel on the real line [20].

Since trace class operators are Hilbert-Schmidt, every trace class operator, K, on L*(X, CF)
has a kernel, K € L?(X x X,C***) as in (3.1). However, there is no simple necessary and
sufficient condition on a kernel K that guarantees that K is trace class. In the scalar case,
there are however regularity conditions on K that imply that K is trace class.

The first major result in this direction is Mercer’s Theorem [43] which, in the case of a
matrix valued kernels, states that if P is a continuous, non-negative definite Hermitian kernel
on a finite interval, [a, b], then the corresponding operator P is trace class. In a nutshell the
proof is that there is an orthonormal set, {¢;}, of continuous eigenfunctions in L?([a, b], C*)

and non-negative eigenvalues, )y , so that

P(z,y) = Y Mgy(2)e;(y), (3.10)
V4

where the series converges absolutely and uniformly. Consequently, we can exchange integrals

and sums to conclude that (because P is continuous on the diagonal)

00 > / Tr(P(z,z)) de = Z S Z |pel, (3.11)
a ¢ ]

where the last equality follows from the fact that P > 0.
It is not possible to drop the definiteness assumption in Mercer’s Theorem since Carle-

mann [44] constructed a C°-function, k, whose Fourier coefficients are in £, but not in /;.
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Consequently, the operator with continuous kernel K(x,y) = k(z — y) is not trace class.
Subsequently, for each Holder exponent, v < 1/2; Bernstein [45] constructed a function in
the Holder space, C%7, with the same property. Therefore, to guarantee that an operator is
trace class, the kernel must be at least C%'/2. If a scalar kernel is C'* then a simple integration
by parts argument shows that the corresponding operator is trace class [26, 46]. However,
the C! condition can be overly restrictive. For example, for the Birman-Schwinger integral
operators we are interested in the kernel, K = K(z,y), is continuous, but not differentiable,
across the diagonal, y = z. Nevertheless, under some reasonable assumptions that are easy
to check, we can show that K € C%! is Lipschitz-continuous.

We are now in a position to state our main theorems. First, in the case of operators on

a finite interval we have the following result.

Theorem 3.1.1. Let K € J»(L*([a, b], C*)) be a Hilbert-Schmidt operator on a finite interval,
[a,b], that is defined in terms of a matriz-valued kernel K € L?([a, b] x [a, b], C¥*¥) by (3.1).

Suppose that K is continuous on [a,b] X |a,b] and satisfies the Hélder-continuity condition

| Kpg(21,51) — Kpg(22,92)] < Cll(z1,91) — (22, 92)]7, (3.12)

forallp,q € {1,--- ,k}, for some constants C > 0 and < v < 1. Then, K € J1(L*([a,b],CF))

18 trace class.

Using a change of variables from a finite interval to the entire real line, we can transform
this result to obtain an analogous result for kernels on the real line that decay exponentially.
For simplicity, for this result we assume that the kernel is Lipschitz continuous rather than
being Holder continuous. The reason for making this assumption is that Lipschitz continuous
functions are differentiable almost everywhere, whereas functions that are merely Holder

continuous may not be.
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Theorem 3.1.2. Let K € Jo(L*(R,C*)) be a Hilbert-Schmidt operator on the real line that
is defined in terms of a matriz-valued kernel K € L*(R x R, C***). Suppose that K satisfies

the Lipschitz continuity condition

| Kpg(21,91) — Kpg(w2,902)] < Cll(z1,91) — (22, 9)|, (3.13)

for all p,q € {1,--- ,k}, for some constant C > 0. Furthermore, suppose that K and both

of its first partial derivatives decay exponentially, such that for almost all x,y € R
max{||K(z,y)[|, 0. K(z, y)|l, |10, K(z, )|} < Ce~l=, (3.14)
for some C,a > 0. Then, K € Ji(L*(R,C¥)) is trace class.

The proof of Theorem 3.1.2 is given in Section 3.4 below. We have two proofs of Theo-
rem 3.1.1. In the next two sections, we will outline the major ideas of these two proofs. The

technical details we will provided in a forthcoming paper [47].

3.2 Outline of First Proof of Theorem 3.1.1

Here we outline how to extend Weidmann’s proof [38] to matrix-valued kernels. The basic
idea is to show that if the kernel, K for K is C%7 with v > 1/2, then the non-negative
definite Hermitian operator, P = (KK*)'/2 has a kernel that is continuous. Therefore, by
Mercer’s Theorem, P is trace class. Consequently, K is also trace class since (by definition)
it has has the same singular values as P. Since Weidmann’s paper, which is in German, is
not so easy to follow, we provide some additional details.

We first apply the spectral theorem for compact Hermitian operators to obtain the eigen-

function expansion
oo

(K K) (W) = ) iy, )y (3.15)

(=1
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which converges in L*(R, C*), where {¢,} is an orthonormal set of continuous eigenfunctions

of K*K with eigenvalues, {u7}. Similarly,

(KK () = Y iy, )4y, (3.16)

where the functions, ¥, := ue_lqubf, form an orthonormal set of continuous eigenfunctions

for KK* with the same eigenvalues. The kernel for the operator £ = KK* is given by

L(z,y) = / K(z, 2)K*(z,y) dz, (3.17)

where K*(z,y) = [K(y,z)]". Therefore, since K is continuous, the kernel L is continuous,

non-negative definite Hermitian. So by Mercer’s Theorem

L(z,y) = Y uivpe(2)di(y), (3.18)

converges uniformly and absolutely. Here, ,(z) is a column vector and ¥;(y) is a row

vector. In particular, since L is trace class,

> up < 0. (3.19)
=1
Moreover,
TL(,2) = Y i)z < oo (320)
=1

Next, we observe that by [43, Theorem 14.3], the Hilbert-Schmidt operator,

K € Jy(L*([a, b], C¥)), has the eigenfunction expansion

K(p) = Y melh, ), in L*([a,b],C"). (3.21)
=1

Since K is Hilbert-Schmidt, this implies that I has the matrix-valued kernel
K(z,y) = > pup()d;(y), (3.22)
=1
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where the series converges in L%([a,b] X [a, b], C***). More importantly for our purposes, by
(3.20), for each z € [a, b] the series in (3.22) converges as a function of y in L?([a, b], C*).

The kernel for the operator P := £'/? is given by

P(z,y) = > by (y), (3.23)

which converges in the same sense as does (3.22). Note that we do not have any control of
the uniform (or even pointwise) convergence of the series (3.23). Consequently, even though
each term in the series is continuous, we cannot conclude that the kernel, P, is continuous.
However, in [38] Weidmann proved that if the kernel, P, satisfies a certain integrated Holder
continuity condition then there is a continuous kernel, Py, so that P(z,y) = Py(z,y) for

almost all x,y. In the special case we need, Weidmann’s theorem is as follows.

Theorem 3.2.1. Suppose that P € L*([a,b] x [a,b],C) is a scalar-valued kernel for which

there is a v € (1/2,1] so that
b
/ |P(x,y) — P(2',y))?dy < Clo—2'|* (3.24)
b
[ 1P - PP de < Cly-y P (3.29

for all z,2',y,y € [a,b]. Then there is a kernel Py € C%~Y2([a,b] x [a,b],C) so that

P(z,y) = Py(x,y) for almost all x,y. In particular, the kernel Py is continuous.

Remark. To convert the integrated Holder conditions (3.24) and (3.25) into a pointwise
condition, Weidmann averages the kernel, P, over a small rectangle of side length, d, to

obtain

1
Piry) = - / / Pla+ &y + ) de dn. (3.26)
d* J Ji—a/2,a22

He then uses an argument that applies Holder’s inequality to the inner integrals
f[—d/z,d/Q] |Py(z,y) — Py(2',y)| dy and f[—d/Q,d/Q} |\Py(z,y) — Py(x,y')| dx to conclude that there
is a constant, C, independent of d, so that Py € C%71/2([a,b] x [a,b],C). Applying the
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Arzela-Ascoli Theorem, he concludes that there is a sequence d,, — 0 so that Py, — Py with

Py € CO12([a, B] x [a, ], C).

To show that Weidmann’s theorem applies we argue as follows. First, we observe that,
by (3.22) and (3.23), for each = € [a, b], and each pair of matrix indices, (p, ¢), the functions
y — Ky(z,y) and y — Pp(z,y) have the same coefficients, 1), (), but are expressed
in two different orthonormal sets, namely {¢,,} and {v,,}, where 4, () denotes the p-th
entry of the vector ¥,(z). Consequently, if [|[M]|% := il M, denotes the Frobenius norm

p,q=
of a matrix, M, then

b oo
[ 1Pty Py = 3 plbe) — bl
@ =1

=/HM%M—H%M%@- (3.27)

Therefore, by integrating the Holder continuity condition, (3.12), for K, in Theorem 3.1.1,
and applying (3.27), we find that (3.24) holds for P,,. A similar argument shows that (3.25)
also holds. Therefore, the operator P has a continuous kernel, and so by Mercer’s Theorem

is trace class.

3.3 Outline of Second Proof of Theorem 3.1.1

The main idea for the second proof is contained in Fredholm’s 1903 paper [25]. Of course
at that point, Fredholm did not quite have the concept of a trace class operator. Rather
he proved that if a scalar-valued kernel, K : [a,b] x [a,b] — C, for an integral operator, IC,

satisfies the Holder continuity condition
|K(z,y1) — K(x,92)] <Clyr — o]’ (3.28)

for a Holder exponent, v € (0, 1], and if

1
bn(KC) = ] det|K (1o, 7p)]s g=1 vy - - - day, (3.29)
[a,b]"
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then the infinite series,

Di(z) = i b, (K)2", (3.30)

n=0

converges uniformly and absolutely to an entire function of the complex parameter, z. Fred-
holm then uses (3.30) as the definition of his determinant. In modern parlance, we note that
if the operator is already known to be trace class, then the regular Fredholm determinant of
IC is given by

det(Z + 2K) = Dg(z2). (3.31)

To prove that the series (3.30) converges, Fredholm used an ingenious combination of esti-

mates to show that there is a constant, C; so that

b, (K)| < CF vz, (3.32)

— nl
We note that this estimate only holds for operators defined on a finite interval, not on the
entire real line.

In their 2000 text Traces and Determinants of Linear Operators, Gohberg, Goldberg,
and Krupnik [30] use this estimate to prove that if the operator K is Hermitian symmetric
and if the Holder exponent satisfies v > 1/2, then K is trace class. Their proof is based on
two main ideas. The first idea is to show that Di(z) is the limit in an appropriate sense
of a sequence of finite dimensional determinants, det(/ + zK,,), for m € N. Consequently,
the set of eigenvalues, {\;}, of the Hermitian symmetric operator K coincides with the set
{—1/z;}, where {z;} is the set of zeros of the entire function Dx(z). The second idea is to
use a result from the theory of the distribution of the zeros of entire functions [48] to show

that the series
1
DNl =D (3.33)
; P |21
converges if the order of growth,

1
pp = limsupzj)oil, (3.34)
n—oo g ‘bn‘
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of the entire function Dy (z) satisfies pp < 1. By (3.32), this inequality holds provided that
v > 1/2. Finally we observe that if K is Hermitian then |\;| = p;, and so the convergence
of (3.33) implies that K is trace class.

To extend this proof to matrix-valued kernels without making the additional assump-
tion that the operator is Hermitian symmetric, we first note that if Theorem 3.1.1 holds
for Hermitian operators, then it holds for operators that are not assumed to have any sym-

metry properties. To see this, we begin by recalling that the Hermitian inner product on

L*([a,b],C*) is defined by

b
@) iuien = | ¢ @) (3.35)
where ¢ = ET is conjugate transpose. Consequently, the Hermitian adjoint of the operator,
IC, is the operator, *, with kernel K* defined by K*(x,y) := [K(y, x)]T
Let
K+ K* K- K*
H = +T and S = —5 (3.36)

be the Hermitian and skew-Hermitian parts of K. Since the kernel S =S is Hermitian, we
see that K = H—iS is a linear combination of Hermitian kernels, each of which is continuous
and satisfies the Holder-continuity condition (3.12). Since the space of trace class operators
is a vector space, we conclude that if the result is true for Hermitian operators, then it is
true in general.

One of the challenges in the approach of Gohberg, Goldberg, and Krupnik is that they
had to develop a theory of determinants of compact operators that is parallel to but distinct
from the theory of regular and 2-modified Fredholm determinants of trace class and Hilbert-
Schmidt operators. They use their theory to show that Dy (z) is the limit of a sequence of
finite dimensional determinants and that \; = —1/z;.

Rather than relying on this theory, since we already know that X is Hilbert-Schmidt, we

can replace Dy (z) in (3.30) with the 2-modified Fredholm determinant, which in the case of
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a matrix-valued kernel, is the entire function

dety(T + 2K) = Z > bag(K) 2", (3.37)

JGJ(n)

where

1 n
b (K) = ] det [Kj, j, (0, 25)(1 — 50“/3)}04,5:1 ydxy - dx,. (3.38)
[a,b]™

Using (3.38), we can derive a version of Fredholm’s estimate (3.32), the details of which are

in [47]. Finally, we use (3.8) to complete the proof.

3.4 Proof of Theorem 3.1.2

To generalize Theorem 3.1.1 to the case of a Hilbert-Schmidt integral operator, K, with
Lipschitz-continuous matrix-valued kernel on R, we use a scaling mapping, ¢ : (—1,1) - R,
to transform X to an operator, K, on (—1,1) that is given by K = UKU', where U :
L*(R,C*) — L*((—1,1),C*) is an isometry defined in terms of ¢. We will show that if the
kernel K for K is Lipschitz-continuous, then so is the transformed kernel, K for K. Therefore,
by Theorem 3.1.1, K is trace class. Finally, since the operators K and K are related by a
similarity transform, they have the same singular values, which implies that I is also trace
class.

To define the scaling transformation ¢ : (—1,1) — R, for reasons that will become

apparent later, we fix § € (0,/3) (here « is the exponential decay constant in (3.14)) and

set
1 1+y
= = —1 .
z=0(y) = 55 8T, (3.39)
Then
Fly) = —— >0 (3.40)
y - 5 1 o y2 ) .
and the inverse map, ¢~! : R — (=1, 1), is given by
. h(s e&v o e—&r
=¢ =1 = —=—F. 3.41
y= 07 (x) = tanh(5r) = S (3.41)
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The operator U : L*(R,CF) — L?((—1,1),C*) is defined by

Ub)(y) = (') *E(o(y)), fe L*(R,CH). (3.42)

and U~ : L?((—1,1),C*) — L*(R,C*) is given by

U 'g)(x) = ((¢71) () *g(¢ (x)), e L*((~1,1),C"). (3.43)

These operators are isometries, since by the change of variables theorem,

Uil e = [ 1RGO Wy = [ IR = [ (340

and similarly for ¢/~1.
Next we claim that the kernel for the operator K = UKU~! on L*((—1,1),C*) is given

by

K(y,y) = (&' () *K(b(y), o(y)(¢' (¥')'?, v,y € (=1,1). (3.45)
We verify (3.45) by applying the chain rule and the change of variables 2’ = ¢(y'), to obtain
(Ke)(y) = (¢'@w)"” /_Z K(o(y), 2")((¢7") (") *g(¢™" (a"))da’

= W) [ KW oD@ ). (3.40
Although ¢/(y) has singularities at y = +1, K is continuous on [—1,1] x [—1, 1], since
Jim K(y,y) = 0= lim K(y,y). (3.47)

To prove (3.47), we first observe that since a > 9,

1_ya/(20)
e ¢ = exp (;? lo 11_2 ) = o el (3.48)
L@ e (g g
Let us define
Fi(y) = L EI (3.49)

(L& y)o/22(1 —y2)/>
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Then, for y > 0, for example,

Lim [|(¢/ ()" *K((y), &(y))(¢'(v) "]l = % lim P (y) P2 (y). (3.50)

y—1
Furthermore, since 6 < /2,

(1= )

) = I e geren = 321
and
. (1 4 y)o/(29) B
Jim, P () = i, oy =0 (3.52)
Therefore, for y = +1 and 3 € [—1, 1],
lim |[(¢(y))"*K(6(y), 6(y)(¢' (v')?] = 0, (3.53)

y—+1

and the same will hold for ¢ = +1, when y € [—1,1]. A similar argument holds for VK,

since

0K (y,y) = (¢ ()20, K(6(y), 6(4))(¢' (v')'"?
(&' () 2K (D), o(y) (¢ (). (3.54)
Since, by assumption, both d,K and 9J,K share the same exponential decay as K, the first

term in (3.54) converges to 0 as y — £1 or y' — %1 just as in (3.53) above. For the second

term, we observe that since 6 < a/3,

ya/(20)

lim (¢ &' W) K(o(y), o)) < % 1o 2 NEIEE (<11+5))a/<25>) (3.55)
C oY1= 9

N 7 =1 (14 y)2(5+3) (350

— 0. (3.57)

To summarize, the scaled kernel, I~(, is differentiable almost everywhere with bounded deriva-

tive, and hence is Lipschitz. The result now follows as explained above.
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CHAPTER 4

STATIONARY SOLUTIONS OF THE CQ-CGLE

In this chapter, we apply the results from Chapters 2 and 3 to the specific case of the
cubic-quintic complex Ginzburg-Landau equation (CQ-CGLE) and its associated integral
operators K € J,(R,C*), for p =1, 2.

First, we linearize the CQ-CGLE about a stationary solution,V, to define a second-order
linear operator £, whose spectrum characterizes the linear stability of the stationary pulse.
We additionally define the asymptotic operator, L., associated with L. Since L is a relatively
compact perturbation of L., it shares certain spectral qualities with L.,, whose spectrum
is easier to compute. In Section 4.1, we define the unperturbed and perturbed first-order

systems, which are of the form

Y = A(\Y (4.1)

2,Y = (Asx+R(2))Y, (4.2)

and which are associated with the eigenvalue problems L¥ = A\W and L, ¥ = AW, respec-
tively. Here, Y = Y(z) € C*, and A(\), R(z) € C**.

In Section 4.2, we diagonalize the first-order unperturbed problem and calculate the
eigenvalues and eigenvectors of the asymptotic matrix A (). In Section 4.3, we define and
compute the Bohl and Lyapunov exponents of the spectral projection Q(A) onto the stable
subspace of A, (\), which describe the exponential decay of the fundamental solutions of the
unperturbed problem, and are used to guarantee existence and uniqueness of Jost solutions
to the perturbed problem on the real line. The Jost solutions play a major role in the theory
and computation of the Evans function [20].

In Section 4.4, to define the integral operator /() associated with the pulse ¥, we apply

the well-known Birman-Schwinger principle. To form X, we decompose the perturbation
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operator, R into two parts, R = RyR,.. Then we discuss conditions on IC(A) under which A
is in the point spectrum (is an eigenvalue) of L.

Under reasonable decay conditions on the stationary pulse ¥, we can guarantee that our
integral operator K is Hilbert-Schmidt. In Section 4.5, we define the matrix-valued integral
kernel, K, associated with our integral operator, and derive the formula for the 2—modified
Fredholm determinant of I in terms of its kernel. We show that the eigenvalues of L are
given by the zeros of the 2—modified Fredholm determinant of .

In Section 4.6, we derive the conditions under which K is Lipschitz-continuous, and
then finally in Section 4.7, we show that if these conditions hold, then K € J;(L*(R,C*))
is a trace class operator. Consequently, the regular Fredholm determinant of I, det;(Z +
IC(X)), is defined, and in this situation, the eigenvalues of £ are also given by the zeros of
dety(Z + IC(N)). In fact, using a result of [20], we see that det,(Z + K())) is equal to the
Evans function. This allows us to locate the point spectrum of £ using the zeros of the
Fredholm determinant, rather than using the Evans function. The Evans function is defined
in terms of the Jost solutions [20]. Although the Jost solutions have been shown to exist
as solutions of a system of Volterra and Fredholm-type integral equations with exponential
decay conditions [20], they are difficult to compute in practice. Numerically approximating
the Fredholm determinant will prove much simpler. Additionally, we are able to quantify
the error in the numerical approximation. In Section 4.8, we apply the error bounds we
calculated in Sections 2.5 and 2.4 to the case of the CQ-CGLE.

In the next chapter, we will further specify these results on the CQ-CGLE to the case of

the sech solution of the NLSE, so that we can test our theory numerically using this solution.

4.1 Linearization of the Complex Ginzburg-Landau Equation
We consider solutions of the cubic-quintic complex Ginzburg-Landau equation,
. D . . . .
Wit 5 ¥m YOI + v = 6% + e[ [ + ifbae + ipl)| ", (4.3)
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that are of the form

U(t,x) = U(z)e ™, (4.4)

for some phase change . Then ¥ satisfies

D
Wy + S Vo + YO + vV = (i§ — @)V + ie| U2 + iV, + iu| V" V. (4.5)

Assuming that at least one of D, 3 # 0, and letting ¥ = [Re(¥) Im(¥)]”, we can reformulate

(4.5) as in [22] to obtain

0¥ = (BJ; 4+ No + Ni ¥ + N, |¥|*) @, (4.6)
where
_D
B = Pz : (4.7)
D
7 B
and
0 —« € —7 W —v
Ny = , Ny = , No= . (4.8)
a 90 v o€ v

Linearizing (4.6) about a stationary solution ¥, we obtain the equation

where
L=B&+M, (4.10)
with
M(z) = No + Ny U2+ No 0|4 4 (2N, + 4N, |0 [?) o7 (4.11)

Zweck et. al [22] show that if ¥ and its weak derivative W, are bounded on R and ¥

decays exponentially as x — +o00, then the linear operator
L=L(¥(r)): H*(R,C? c L*(R,C?) — L*(R,C?) (4.12)
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is closed, and therefore has a spectrum. The linear stability of the stationary pulse ¥ is
determined by the spectrum of L.

We recall [49], [50] that a linear operator, £, on a Banach space, X, is Fredholm if
1. Ker(L) is finite-dimensional, and
2. R(L) is closed with finite co-dimension,
where R(L) is the range of L. The Fredholm index of such an operator is defined by
Ind(£) = dim(Ker(£)) — Codim(R(L)). (4.13)
The resolvent set of L is defined by
p(L) :={\ € C|(L — \T) is invertible and (£ — AZ) "' is bounded}. (4.14)
Then the spectrum of L is given by
(L) :=C\ p(L). (4.15)
The point spectrum of L is defined by
opt(L) :={A € C|Ker(L — \I) # {0}}, (4.16)
and the Fredholm point spectrum of L is the subset of o, (L) such that
05, (L) :={X € C|(L — AZ) is Fredholm, Ind(L — AZ) = 0, and Ker(£ — A\Z) # 0}. (4.17)

Then the essential spectrum of L is defined by

Gl £) i= 7(L£) \ 0%(L). (4.18)
The spectrum of L is given by

0(L) = 0ess(L) U opi (L), (4.19)
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although this union may not be disjoint. Both the essential spectrum, o, and the point
spectrum, oy, of the operator £ in (4.10) are computed with the aid of the asymptotic

differential operator, L.,. To define this operator, we assume that

i [ ¥(@)]: = 0, (4.20)
so that
My = Igrinool\/[(x) = Nj. (4.21)

Asin Def. 3.1 in [22], the asymptotic differential operator L., associated with £ is defined
by
Lo = B>+ M, = Bd? + N,. (4.22)

To obtain the spectrum of the asymptotic operator L., we convert the second-order differ-

ential equation (Lo — A\)p = 0 to the unperturbed first-order system

2.Y =AY, Y=Ippl, (4.23)
where
0 I
A (\) = : (4.24)
B'(A-Ng) 0

The operator L is a relatively compact perturbation of L., [22], by which we mean that
I\ € p(Ls) such that (£ — Lo)(Loo — AZ)™! : R — R is a compact operator. Then by

Weyl’s essential spectrum theorem [19], [22],
Oess(L) = Oess(Loo) = 0(Loo) ={A € C|Ip € R: det[A(N) —ip] = 0}. (4.25)
In particular [22], we have that
: 9 D
Oess(Loo) =4 AEC| A= (0L ia)—p” | B iz; for some p e R 3. (4.26)
That is, A € 0ess(Loo) if and only if the matrix A (A\) has a purely imaginary eigenvalue.
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In Section 4.4, we will show that the point spectrum of £ can be determined via an

analysis of the related perturbed problem

9, Y = [A(\) + R(2)]Y, (4.27)
where
0 0
R(z) = , (4.28)
~-B'M(z) 0
with
M(z) := M(z) — No. (4.29)

That is, A € out (L) if and only if (4.27) has a bounded solution. Knowledge of o(A) will

help determine these values of .

4.2 Diagonalization of the Unperturbed System

In this section, we calculate the spectrum of the matrix A, ()), defined in (4.24) where
A € Cis a given scalar.

We assume that at least one of 3, D are nonzero, so that det(B) # 0. Then the matrix

. |0 B
B= (4.30)
B 0

is invertible. Premultiplying A, — oI by B and applying the Schur determinant formula,

we find that

det (ﬁ(Aoo()\) - 0—1)) = det(B) det () — Ny — 0 B). (4.31)
Therefore, o is an eigenvalue of A () if and only if
det(A — Ny — 0”B) =0, (4.32)
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since det(B) # 0. Since

A—0—02%f Oz—|-02§
A—Ng—0’B = : (4.33)
—(a—|—02§) \A—0—0%pB

(4.32) holds if and only if

A—8—0°B) = — (a +0o —)2, (4.34)

which occurs when

o [BOAR—6) — 2(a % AI)C}IJ(;[)B(AI +a) = 2 (Ag —0)] | (4.35)

where A = Ag + i)},

Therefore, the eigenvalues of A (\) are given by

e = /R (4.36)
oae = ty/Ree'?, (4.37)
where
VIBOR = 8) = 2(a = A HBO — ) = 2 — 6)]
Ry= Tot(B) , (4.38)
VIB0R = 8) = 2(a+ A)]HBO +a) + 2(rg - 9)]?
Ro= (E) , (4.39)
and
Ry cos(0y) — detl(B) {603 8- %(a - /\1)] , (4.40)
Ry cos(y) = detl(B) {5()\3 —9) — %(a + )\1)] . (4.41)

Theorem 4.2.1. Suppose that (3,D) # (0,0) and A\ ¢ 0.ss(Ls). Then the matriz A (N)

has two eigenvalues with positive real part, and two eigenvalues with negative real part.
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Proof. Since oy, 09 are of the form (4.36), (4.37),

014 = —01-— (442)

O+ = —02_, (443)

and the matrix A, will have the desired eigenvalue configuration unless the real part of at
least one of 0y 4+ and o9 4+ is zero. In this case, at least one of oy + and 09 4 is pure imaginary.
Therefore, by (4.26), A € 0ess(Loo), 88 A € Tess(Loo) if and only if A has a pure imaginary

eigenvalue [22]. O

Next, we consider the conditions under which A (\) has 4 distinct eigenvalues. Based

on the results of the previous theorem, we make the following hypothesis.

Hypothesis 4.2.2. The parameters in (4.3) and the scalar A are assumed to satisfy the

following conditions:
1. 5 >0,
2. (8,D) #(0,0),
3. N ¢ 0ess(Loo)

Theorem 4.2.3. Assume the conditions of Hypothesis 4.2.2. Then A (\) has 4 distinct

eigenvalues as given in (4.35), unless either

1. (D,a) =(0,0), and if A € R, A > 6, in which case, A (\) has 2 repeated eigenvalues

0(An) = 4] =2, (4.44)

or
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2.D#0,5 <0, and A = = 9B 1§, in which case As(\) has two repeated eigenvalues

D

0(Ay) == _T?a.

Remark. When 8 # 0, (4.45)is equivalent to (4.44).

(4.45)

Proof. By Theorem 4.2.1, we know that A, ()) has two eigenvalues with positive real part

and 2 with negative real part, so long as (5, D) # (0,0) and A € 0ess(Lo0). So these eigen-

values will be distinct unless
.0 .0
\/Rlel71 = :I:\/R26172,
or equivalently, unless

R16261 = R26202.

Equation (4.47) holds precisely when

Ry cos(61) = Rycos(bs),

Rlsin(91) = Rgsin(ﬁl).

By (4.40) and (4.41), we have that

Rycos(f) = (P +p),

Ry cos(fy) = (P —p),

where

Similarly,

Ry sin(bh) = (@Q—q),

det(B)
1

Rysin(fy) = (@Q+q),

det(B)
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(4.49)

(4.50)

(4.51)

(4.52)

(4.53)

(4.54)

(4.55)



where

Q = B (4.56)
q = g()\R—5)+045' (4.57)

Therefore, (4.48) and (4.49) hold precisely when

P+p = P—p, (4.58)

Q—-—qg = Q+uq, (4.59)

which implies that (p,¢) = (0,0). To examine the solutions of

g)\f _ (4.60)
D
n—b)tas = 0, (4.61)

we consider the two cases D =0 and D # 0.
If D =0, then g # 0 by assumption, so « = 0 by (4.61). Therefore, by (4.35), we have
that

o2=2"9 (4.62)

If A € Rand A < §, then 0 < 0, so ¢ is pure imaginary and so A € 0.(Ls), contrary to
our assumption. Therefore, if A € R, then A\ > ¢ must hold.

On the other hand, if D # 0, then A\; = 0 by (4.60) and so, by (4.61), A — 0 = 725‘5.

Therefore, by (4.35), we find that

) BA—0)— 2L Lilaf+2(N—0)]
det B

—2aB\  aD
_ A get>B 2 by (4.61)

[+ @]
det B

—2«
= —. 4.63
= (4.63)
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Since D # 0 by assumption, if 5 > 0 we have

—2x
S 4.64
o D <0, (4.64)

so o is pure imaginary and A\ € (L), contrary to our hypothesis. Instead, we must

assume that 3 < 0 to get 2 repeated eigenvalues. O]

By Theorem 4.2.3, when the eigenvalues of A, are distinct, we can use the diagonaliz-
ability of the matrix to find the fundamental solutions of the differential equation (4.23). In

the case where the eigenvalues are not distinct, we show that A is still diagonalizable.

Proposition 4.2.4. Let a = % and b = —w. If Hypothesis 4.2.2 holds, then
A (N) is diagonalizable, with
02><2 I2><2
0 I
AL\ = o el I I U — PDP, (4.65)
B_1(>\I— No) 02><2 02><2
—b a

and a £ bi # 0, since A ¢ 0.55(Ls) by hypothesis. If A has distinct eigenvalues,

_i/Ja—Bi  ijVathi —i/Va¥bi i/Va—hi

—1/Va—=bi —1/Va+bi 1/Va+bi 1/va—bi (4.66)

D= , (4.67)
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and

WwWa—bi —Va—bi —i 1

L 1| =Wat+bi —Va+bi i 1
pPl=C : (4.68)
iva+bi  Va+bi i 1

—iva—>bi a—bi —i 1

where /- denotes the principal branch of the complex square root, and if, instead, A, has 2

repeated eigenvalues, o_ and oy, where o_ = —o,, then
0 1 0 1
10 1 0

P= , (4.69)

o 0 0 O
0 oo 0 O
D= ) (4.70)
0 0 oy O
0 0 0 o4
and
01 0 1/o_
111 0 1/o_ 0
Pl = 5 / (4.71)
01 0 1/og
10 1oy O

Remark. Note, additionally, that in both cases, the spectral projection @ onto the stable
subspace of Ay is of the form @Q = P/QP*I, where

-~ I2><2 02><2

Q- (4.72)
Oxy2  Ooxo.
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Proof. Under the assumptions of the proposition, by (4.24), the spectrum of A, is deter-

mined by its bottom-left block,

a bl 1 BA=08)—2L  Ba+L()-9)
b oa| B I_(ga+2(0—5) B(A—4)— L

B'(\I - Ny) = (4.73)
When A () has 4 distinct eigenvalues, they are ++/a + bi, and the diagonalization of A
is given by (4.66)-(4.68). In the case where A, has 2 repeated eigenvalues, b = 0, and A,

takes the form

02><2 I2><2

AN = , (4.74)

2
0°Iaxa O2x2

where ¢? = ’\%5, or 02 = =2%. The repeated eigenvalues are o_, 0, where Re{o_} < 0 <

Re{o.}, and then the diagonalization of A is given by (4.69) - (4.71). O

Corollary 4.2.5. In the case of the NLSE, where f =0d=ec¢=v=pu=0,and D=~y =1,

0 0 10
0 0 0 1
A(N) = : (4.75)
—2a 2\ 0 0
-2\ —2a 0 0

and by Theorem 4.2.3, under the assumptions of Hypothesis 4.2.2, Ao, will have 4 distinct

eigenvalues unless A = 0, and o < 0. When A = 0, < 0, A(0) can be diagonalized as in
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(4.69)-(4.71), with o, —

v —2a. In this case,

0
1
P =
—v/ —2a
01 0
1
p—lzllom
2101 o0
1
10 ==

Alternatively, when X # 0,

b = 2\, where

P—l

V2(=a—id)  \/2(—a+id)  \/2(—atid)  y/2(—a—i))
-1 —1 1 1
V2(—a—id)  \/2(—a+id)  \/2(—atid)  y/2(—a—i))
i —i —i i
1 1 1 1

ivV2(—a—i)) —/2(—a—i\) —i 1
1| —ivV/2(—a+i\) —2(—a+1i\) @ 1
Y 2Ca N N—atin) i 1
—iy/2(—a —i)\)  2(—a—i)\)  —i 1

(4.76)

(4.77)

A (N) is diagonalizable as in (4.66)-(4.68), with a = —2« and

: (4.78)

(4.79)

4.3 Bohl and Lyapunov Exponents for the Unperturbed Problem

In this section, we introduce the Bohl and Lyapunov exponents which quantify the expo-

nential rates of decay of the stable and unstable solution spaces of the unperturbed problem

(4.23).

function.
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The Bohl and Lyapunov exponents are defined for a general matrix A in [20]. Our
purpose here is to calculate them for the matrix A = A, () in Section 3.2. In particular,
we exploit the fact that in this case, the ODE system (4.23) is autonomous and the matrix
A is diagonalizable. We operate under the assumption that Hypothesis 4.2.2 is satisfied.

By Theorem 4.2.3 and Proposition 4.2.4, A can be diagonalized as
A=A, =PDP ! (4.80)

where D is the diagonal matrix containing the eigenvalues of A, given by

oo 0 0 0

D= ’ , (4.81)

and P is given by (4.66) or (4.69).

Since A is z-independent, the fundamental matrix solution, ®, of (4.23), is given by
®(z) = " = PeP"P . (4.82)

Consequently,
o l(z) =Pe PP, (4.83)

The Jost functions are defined in terms of the spectral projection, Q, onto the stable subspace

of A, which is given by

Q=P P (4.84)

where P is a matrix of eigenvectors of A. Because Q and ® are simultaneously diagonalizable,

they commute. Therefore,
B(2)QP ! (+') = B(2)Q2 () = QeA)Q, (4.85)
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and similarly,
P(2)(I- Q@ '(¢) = 2(x)(I - Q@ '(2') = (I - QA1 - Q). (4.86)

Following [20], we know that the propagator ®(x)® ' (z') is ezponentially bounded on R,

since 3C' € [1,00) and « € R so that

|®(x)® ()| < Ce™) V2’ €R, (4.87)
where || - || is the matrix 2-norm. We say that a projection Q € C*** is uniformly conjugated
by ® on R, if

sup || ®(z)Q® *(z)|| < oo. (4.88)
zeR

We recall the definitions of the Bohl and Lyapunov exponents associated with such a pro-
jection Q. The upper Bohl exponent, »(Q), on R is the infimum of all s € R for which there

exists C'(») € [1,00) such that
|®(2)Q® ()| < C(2)e”™2) Vo >z (4.89)

Similarly, the lower Bohl exponent »'(Q) is the supremum of all > € R for which the same
condition holds but for all z < 2’. Similarly, we can define upper and lower Bohl exponents on
R and R_, denoted by {5,(Q), > (Q)} and {s_(Q), > (Q)}, respectively [20, (2.6),(2.7)].
These Bohl exponents indicate the exponential rate of decay of the propagator ®(z)Q® (')
over the specified domain, the upper exponent being the greatest rate of exponential growth
and the lower exponent the least rate.

Similarly, we can define Lyapunov exponents which measure the greatest and least ex-
ponential growth rate of the fundamental solution, ®, relative to Q. For instance, the upper

Lyapunov exponent associated with Q on R, is given by

(@) = i I PIQU

T—00

(4.90)
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and the corresponding lower Lyapunov exponent is given by

V- (Q) — —timsup 2192 @

T—00 €

(4.91)

Furthermore, the projection Q is said to be an exponential dichotomy of (4.23) on R if for

all x, 2" € R, there exist positive constants s, 3/, C'(5), C(5) such that

|®(2)QP 1 a)|| < C(s)e =) Vo >2' (4.92)

1@(2)1— Q)@ ()| < C()e @), Vo < o, (4.93)

Because it is autonomous, the system (4.23) has an exponential dichotomy, given by the
spectral projection Q onto the stable space of A in (4.84).

We now compute the Bohl and Lyapunov exponents for the 4 x 4 matrix A = A (\)
given by (4.24). We recall from (4.36), (4.37), and Theorem 4.2.3, that the eigenvalues of A

are of the form

Ul,i = "il,i‘i_inli (494)
0-2,:|: = 1‘12,14‘1'772,:‘:, (495)

where k; _ = —kj 4 and n; - = —n; 4, for j = 1,2. In addition,
Ko, — < R1,— < 0< K1+ < K2, +. (496)

Theorem 4.3.1. For a matriz, A = A, (\), satisfying Hypothesis 4.2.2 which has eigenval-
ues with real parts satisfying (4.96), the upper Bohl and upper Lyapunov exponents associated

with the projection Q given by (4.84) are

7:(Q) = A:(Q) = K-, (4.97)

and the lower Bohl and lower Lyapunov exponents are
7 (Q) = No(Q) = k. (4.98)
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The proof of this theorem depends on the following two lemmas.

Lemma 4.3.2. For a matriz A satisfying Hypothesis 4.2.2, which has eigenvalues with real

parts satisfying (4.96), we have that

22(Q) = Timsup "I2@QE ()]

/
(r—x')—o0 r—

Z R1,— Z Ro —. (499)
The proof of this Lemma can be found in Appendix 4.9.1.

Corollary 4.3.3. Under the same conditions on A,

In[[@(x)Q

A (Q) = limsup ——————— > Ky _ > Ko, (4.100)
T—00 x
and
A(Q) < k. (4.101)

Lemma 4.3.4. For a matriz, A, satisfying Hypothesis 4.2.2, which has eigenvalues with real

parts satisfying (4.96), we have that
2:(Q) < Ky, (4.102)

and that

A+ (Q) < Ky - (4.103)
The proof of this lemma can be found in Appendix 4.9.2.

Proof of Theorem 4.3.1. By Lemma 4.3.2, Corollary 4.3.3, and by Lemma 4.3.4, we have

that

%i(Q) = )\i(Q) = R1,—- (4104)

To prove (4.98), we must show that each of s/, X > ks _.
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We have that

, In||®()Q® (z)| . In |Pe-PE—=)QP !
lim sup ; = limsup p
(z—z')—o00 r—x (z—a')—o0 r—2

In [emax{—nly, (z—2'),—Ka,— (m—:p’)}}

< limsup -
(z—2")—00 r—x
= —Kg_, (4.105)
giving us that
7 (Q) > Ko, (4.106)
and thus that
7, (Q) = Ko, (4.107)
Similarly,
: Qe ()| _ . In [[Pe-P2QP~||
limsup ———— = limsup
T—00 x T—>00 X
' In [emax{—/ﬂ’_x,—fﬁg’_x}}
< limsup
T—00 x
= —Ko_ (4.108)
giving us that
Ne(Q) > ko, (4.109)
and thus that
N (Q) = ka . (4.110)
This concludes the proof of the theorem. n

Corollary 4.3.5. Suppose that Hypothesis 4.2.2 holds, and that the matriz, A, has repeated
eigenvalues with real parts Kk < 0 < ky. Then the Bohl and Lyapunov exponents associated

with the projection @ are all equal to K_.
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Proof. The proof for this case is identical to the case where k1 _ > ko _, (i.e. in Theorem
4.3.1), except that when eigenvalues are repeated, k_ := k1 _ = Ko _, all inequalities in the

proof are given in terms of x_. That is,

A (Q) = No(Q) = - = A:(Q) = 2:(Q). (4.111)
O

Next, we consider the exponential splitting of the projection Q in the case where the real
parts of the eigenvalues are not equal [20]. When k; — # ko —, A has 4 distinct eigenvalues,
and the exponential dichotomy projection, Q, can be expressed as Q = Q; _ + Q, _, where
Q,_ and Q, _ are spectral projections so that o(Alunq, )) = 0~ for j = 1,2. Similarly,
we have spectral projections Q, , and Q, , for which O'(A|ran(Qj’+)) =0, for j =1,2. We
observe that

Q= Ql,— + QQ,—a (4-112>
and

I- Q=Q;, +Qy,. (4.113)

Following [20], the system {Q; ,Q, ,Q,,Q,_} of such disjoint projections in C* is an

exponential splitting for (4.23) since the four Bohl segments [>'(Q;), #(Q;)] are disjoint and
QL— + QQ,— + Q1,+ + Q2,+ =L

Theorem 4.3.6. Suppose that Hypothesis 4.2.2 holds and the matriz, A, has distinct eigen-
values as described in (4.94), (4.95). Then, the Bohl and Lyapunov exponents for Q; are all

equal to Kk;_, for j =1,2. That is,
%i(Qj) = )‘i<Qj> = KRj— = %;(QJ) = /\/i(QJ) (4.114)
Proof. Without loss of generality, consider the case where 7 = 1. Then

E, 0
®(x)Q, & (/) =P P (4.115)
0 0



where

E, = . (4.116)

By the method used in Theorem 4.3.2, we have that

=1/,
limsup "IE@QET @ (4.117)

/
(r—a')—o0 r—x

Additionally, using the proof of Theorem 4.3.1, we also have that

In||®(2)Q,® (2| In [max{e® - (=== 0}]

lim sup ; < limsup p
(z—a')—o0 r—x (z—a')—o0 r—
ki_(x—a
= limsup e ( - )
(z—a')—o00 r—x
= KRi—. (4118)

Thus, we have that s, (Q,) = k1, and that s/ (Q,) = k1, as well. A similar argument

holds for »_(Q,) and 5 (Q,). As for the Lyapunov exponents, we have that

In||® 1 w1,
lim sup n ” (‘r)Ql H S lim sup n [maX{e ) O}]

T—00 € T—00 x

. R1,-%
= limsup ——
T—00 X

= ki, (4.119)

and conversely, by Corollary 4.3.3,

w > Ky (4.120)

lim sup
T—00

Thus we have that
A (Qq) = K- (4.121)
The same result holds for X/, (Q,). Similarly, one can use the same argument to show that

A(Q) = N.(Q)) = ki (4.122)

The proof for the case when j = 2 is identical. Thus, when working specifically with Q;, we

have that all Bohl and Lyapunov exponents will be equivalent to &; . O
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4.4 The Birman-Schwinger Operator for the Perturbed Problem

Throughout this section, we assume that the matrix A := A, () satisfies Hypothesis 4.2.2.
In particular, A ¢ oes(L£). We observe that Hypothesis 2.8 of [20] holds for our constant

matrix A, and we assume that
|R||cixs € LY(R). (4.123)

To characterize the spectrum of £, we first define a first-order operator, L 4, constructed
from the second-order operator L., in (4.22) such that ges(L4) = Oess(Loo). Similarly, we
define a first order-operator, £ g, constructed from £ in (4.10) such that A € o (L) <
Ker(La:r) # 0. To do so, we let La,Layr : H'(R,C') — L?*(R.C*) be the operators
associated with the unperturbed and perturbed systems (4.23) and (4.27), respectively; that

is,

(Lau)(z) = —u'(z)+Au (4.124)

(Largu)(z) = (Lau)(z)+ R(z)u. (4.125)
In particular, as is commonly assumed in the field, we expect that

Oess(Loo) = 0Oess(La), (4.126)

opt(L) = ope(Lasr), (4.127)

though this requires rigorous proof.

From the differential operator £, g, we construct an integral operator, K(\), which is
a Green’s function for (4.125). The operator K(A) is defined using a construction originally
due to Birman and Schwinger. We show that this operator is compact, and that A € o, (L)
if and only if Ker(Z + K(X)) # {0}. In Section 4.5, we will show that the Birman-Schwinger

operator IC(A) is Hilbert-Schmidt, and that under certain assumptions, is also trace class. We
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characterize the noninvertibility of IC by showing that Ker(£a1r) # 0 when dety(Z+(N)) =
0.

We begin by reviewing the derivation of the Green’s operator, G4, for the unperturbed
problem (4.124). Then we use G4 to obtain a solution operator for the perturbed problem
(4.125). Finally, we use this solution operator to characterize the point spectrum of the
operator £ in (4.10).

First, we observe that u € H'(R,C") solves the unperturbed problem (4.124) on R
if and only if u € Ker(L£4). By Hypothesis 4.2.2, none of the eigenvalues of A are pure
imaginary. Consequently, nonzero solutions u(z) = eA%uy of (4.125) must grow as either
T — 00,x — —00, or both, and so cannot be in L*(R,C?%). Therefore, Ker(L£4) = {0}.

Now, by the theory of exponential dichotomies [51], £, is a Fredholm operator with
Fredholm index 0. Therefore, since Ker(L4) = {0}, we also have that Coker(L4) = {0}.
Hence, L4 is bijective and hence is invertible. In fact, we have an explicit formula for the

Green’s operator G4 = L', Let

w=/Lsu=—u +Au, foruec H" (4.128)

Then
— e Mw(z) = e/ (2) — Ae *u(z) = (e A"u)’. (4.129)

Now,
e Arw(r) = e A" Qw(z) + e (1 — Q)w(w), (4.130)

where Q is the projection operator onto the stable subspace of A. Consequently,

u(z)e ™ = /I e A Qw(x!)dx’ — /OO e A (1 — Q)w(z)dx. (4.131)

Then
u(z) = (Gaw)(z) = /RGA(:E — 2" )yw(z")da', (4.132)
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where
—eQ, x>0,
Ga(x) = (4.133)
eA?1-Q), =z<0.
We note that Ga(z,2’) := Ga(z — 2’) belongs to L*(R x R, C***), since Ga(z) — 0 at an
exponential rate as © — +o00. Therefore, G4 is a Hilbert Schmidt operator.
In the case that A = A () is given by (4.24), A € o,(L) if and only if Ker(L 44 r) # {0}.
By the theory of exponential dichotomies [51], L44g is Fredholm of index 0, which implies
that X\ ¢ o (L) if and only if L4, is invertible. To find where L4 is invertible, we first

consider the form of the perturbation operator, R.

By (4.28), the perturbation operator, R(z), is given by
R(z) = : (4.134)
where T'(z) = —B~'M(z), with M(x) defined as in (4.11). We consider the polar decompo-
sition of R(z), given by [35]
R(z) = U(z)[R(z)|, [R(z)| = (R(z)'R(z))"*, z€R, (4.135)
where U is unitary, and we define
Ri(z) = U(@)[R(2)['"?, R,(z) = |R(x)|'? z€R, (4.136)
and observe that
R(z) = Ry(z)R.(z). (4.137)
Omitting the dependence on z for now, from (4.134), we have that

0 T
R = : (4.138)
0 0
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and so

S 0
R'R = , (4.139)
00
where
S=T*T (4.140)

is a normal, Hermitian matrix. Therefore, S is unitarily similar to the diagonal matrix
containing its eigenvalues, i.e.

S =WDsW ', (4.141)

for some unitary matrix W. Because S is Hermitian, its eigenvalues are real, and by (4.140),

they are non-negative. Additionally, since S = T*T, we have that S*/2 = |T|. Therefore,

'T| 0

R| = (R'R)Y? = . (4.142)
0 0
Now,
™T = M'B")'B'M (4.143)
= MY(BB")"'M (4.144)
= (detB)"'‘M"M, (4.145)
SO
IT| = (det B)"Y2|M|, (4.146)
and therefore,
M| 0
IR| = (det B)~/2 M| : (4.147)
0 0

Next, we claim that the unitary matrix, U, in the polar decomposition of R in (4.135)

is given by

U= . (4.148)



To see this, we observe that

UR| o I||T o 00
T|IT|* o] |0 o T 0

Since |T| is Hermitian,
(TITI™)*(T|T|™") = (I T~ T"T|T|~" = |T|7'S|T|"' = L
Therefore, U is unitary, since

0 (T|T| 1) 0 I T|T|"H)*(T|T|"') 0
Geg [0 T ey
I 0 T|T|' 0 0 I

Additionally,

0 I
U= ,

—(det B)?B~'V 0
where

V=MM|"

So, we can write
M2 0
R, = |R|"/? = (det B)~'/4 M| ,
0 0

and

0 0
R, =
—(det B)'/*B~'VIM|'/2 0

To simplify later calculations, we renormalize these matrices by redefining
|M|1 /2 0

R, := (det B)Y4|R|2 = :
0 0

and

0 0
R, := (det B)"YAU|R|Y/? =

-B~'M|M|/2 0
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Applying the Birman-Schwinger principle [20], we observe that

Larr = La+R, (4158)
= La[Z+L,'R] (4.159)
= ,CA[I + gARgRT}. (4.160)

From this, we obtain the following result.

Definition 4.4.1. Let L be the differential operator associated with the perturbed problem
(4.27). Let

K(\) = R.Gs(NRy, (4.161)
and K(\) = Ga(\)R/R,. (4.162)

The unsymmetrized and symmetrized Birman-Schwinger operators are defined to be the

operators T+ K(N) and I + K(X).

Theorem 4.4.2. \ € 0,(L) if and only if the Birman-Schwinger operator T + Iz()\) is not

invertible.

Proof. From (4.160), we see that £ 4, g is invertible precisely when both £4 and Z+ G R/R,,
are invertible. When A ¢ o (L), L4 is always invertible. So L4, is not invertible if and

only if Z + G4R/R,, is not invertible, and the result follows. O

4.5 Hilbert-Schmidt Kernel

In this section, we provide a condition on the perturbation, R, which guarantees that the
operators, KC(\) and K()), are Hilbert-Schmidt operators. In the case of the operator K()),
this result is as proved in [20]. Then, we state a theorem which characterizes A, an eigenvalue

of L, as a zero of the 2—modified Fredholm determinant of (). In particular, in contrast
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to the results in [22], we prove this result without any reference to the Evans function.
In addition, we derive a bound on the Hilbert-Schmidt norm of IC(A) in terms of . As a
corollary of this result, we also obtain a bound on the 2—modified Fredholm determinant of

KC(A) in terms of A.

Proposition 4.5.1. Suppose that | R||cixs € L'(R)NL*(R), where R = Ry R, is decomposed
as in (4.136). Define K and K as in (4.161) and (4.162), respectively. Then both K and K
are in Jo(L*(R,C*)). Furthermore, the integral kernel of the operator K(\) is given by

—R, () Qe*=""") QR(z"), x>,
K(z,2';\) = (4.163)

R, (2)(I— QA=) (I QR,(a'), <,

where Ao, and Q both depend on \.

Proof. Since K = R,.GaRy, where G4 is defined in (4.132), the associated kernel K is given
by

—Rr<l’>€A(x_x,)QRg(l’/), x>,
K(z,2') = (4.164)

R, (2)e2 )1 — Q)Ry(z'), = < a'.
Expanding the fundamental solution as eA@=*) = ®(z — 2/) = ®(2)P *(2/), we can write

the kernel as

/ —R,(2)®(2)® (') QR (z), x>,
K(z,2') = (4.165)

R, (z)®(z)® ()1 - Q)Re(a'), z <.
Furthermore, since the exponential dichotomy Q is a projection and since Q and ® are

simultaneously diagonalizable and hence commute, we can rewrite the kernel as

R, (0)8(2)Q@ (¢ Re(e), x>,

K(z,2') = (4.166)
R, (2)®(x)I - Q)® '(aRy(z'), =<z
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Again using the commutativity of ® with projection Q, we can finally write the kernel as

—R, () QeA="" QR (a'), x> a,
K(z,2') = (4.167)

R, (2)(I— Q)er=="N I - Q)Ry(2'), =<’
By Lemma 2.9 in [20], since ||R||cixs € LY(R), K € Jo(L*(R, C**%)).

Similarly, the kernel K for the operator K is given by

K(z,2') = @) (@)QRE), ¢ > 7, (4.168)

P(2)®(2)(I-QR(), x <.

Now, since K= GaR, the Jo—norm of K is given by

Kl = [ [ asje@oe @R (4.169)
+ /R i’ / " B ()T - Q& ()R (4.170)
Because Q is an exponential dichotomy, we know that
1®(2)Q® 1) ||>? < Ce @) for x> 2, (4.171)
|®(x)I - Q)@ '(2')|* < D), forz <, (4.172)

where o > 0, 5> 0, and C, D € [1,00). Therefore,

K>
< C’/dx/ dr e~ R (2 H2+D/da:/ dz ) ||R(2)|)?
az’ at —ax
- cf o (e ime) [ (e )
+D/d:v 52| R(')) ) [ (hm &5 _eﬁt)]
= — [ d2||R(2 2+—/dx'Rm' 2
= [ iRrEE+ [ iR
< oo, (4.173)
since ||R||cixs € LA(R). Therefore, K € Jo(L*(R, CY)). O
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Hypothesis 4.5.2. Let V = U(z) be a stationary solution of the CQ-CGLE. Assume that
= 5,5 > 0 such that

W ()| < Ce™®! Vo e R. (4.174)

Remark. This hypothesis implies that the entries K;; of the matriz-valued kernel K(x,y) in
(4.163) also decay exponentially. One could use the constants 6’,5 to determine the constants
C,a such that

|Kij(z,y)| < Ce o= lD vy e R, (4.175)

Proposition 4.5.3. Assume that Hypothesis 4.5.2 holds. Then K and K as defined in

(4.161) and (4.162) are Hilbert-Schmidt operators.

Proof. By hypothesis,

W (z)| < Ce ¥l vz e R. (4.176)
We recall that
0 0
R(z) = , (4.177)
~-B'M(z) 0

where B is constant and M(x) depends on W¥(x). Since
M(x) = N |U(z) > + No|U(2)]* + (2N + 4Ny | ¥ (2)]?) v T, (4.178)
|M(z)|| decays exponentially whenever |¥| does. Furthermore, since
IR(@)[| = [ = B 'M(z)|| < [|B~[[[M(=)]], (4.179)

this means that ||R|| will decay exponentially when |¥| does. Because |R(z)|| decays expo-

nentially, |R(z)|| € (L?* N L?)(R), and so by Proposition 4.5.1, the result holds. O
Using Proposition 4.5.1, along with Proposition 2.3.11, we obtain the following theorem.
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Theorem 4.5.4. Suppose that |R||caxs € (L' N L?)(R), with R decomposed as in (4.136).

Then
A€ o(L) = deto(Z + IC(N)) = 0.

Proof. By Theorem 4.4.2,
A€ op(L) <= T+ K is not invertible,
By Proposition 4.5.1, K, K e J2, and so by Proposition 2.3.11, we find that

deto(Z + K) = deto(Z + (GaRo)R,)
= detg(I + RT(gARg))

= det2(Z +K).
Finally, by Theorem 2.3.10,
T + K is not invertible <= dety(Z + K) = 0,
and the result holds.
Remark. By [20, Theorem 8.3/, we know that
deto(Z 4+ K(N)) = PN E(N).

Here,
0

- /0 T QR(x))dx — / Tr(I— Q)R(x))dz,

—00

where Q@ = Q(N) is the projection onto the stable subspace of A = A(X\), and

E(A) = det(Y3(0; ) + Y_(0; A)),

(4.180)

(4.181)

(4.182)
(4.183)

(4.184)

(4.185)

(4.186)

(4.187)

(4.188)

where Yy = Yi(x; ) are the matriz-valued Jost solutions YL on Ry given in Definition 8.2

of [20]. By [20, Theorem 9.4], E(X) is precisely the Evans function for the stationary pulse

v,
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FEquation (4.186) shows that the point spectrum of the pulse ¥ can be computed either
by finding the zeros of the Evans function E(X) or the zeros of the 2—modified Fredholm
determinant of the Birman-Schwinger operator T + K(\).

Computational methods have been developed to calculate the Evans function [52]. The
Jost functions are defined via a series of Volterra-type integrals, with exponential growth
conditions along the boundaries, which makes them difficult to compute numerically. The
main aim of this thesis is to investigate whether it is easier to compute values of dets(Z +

IC(N)) instead of attempting to compute the Jost solutions.
Since K € Jo(L*(R,C*)),
||IC(>‘)||BQ(L2(R,(C4X4)) < 0. (4189)

If we assume that R(z) decays exponentially as * — +o00, then we can obtain an upper

bound for |[IC(N)||,(z2(r,c4)) as a function of A.

Theorem 4.5.5. Let K = R,.G4s(\) Ry € Jo(L*(R?,C*)) be the integral operator from Propo-
sition 4.5.1, with A satisfying the hypotheses of Theorem 4.5.1, where ||R|| € L*(R,C**?).

Additionally, assume that

|R(z)|| < Cre*, (4.190)
for some a,Cr > 0. Then
KO oy < 2t (4.191)
where
C(X) = 4Cgrcond(P(N)). (4.192)

Here, cond(P(\)) denotes the condition number of a matriz, P, such that
cond(P(X)) = | P[P~ (A)]| (4.193)
measures the sensitivity of P to small changes in the parameter \.
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Remark. Consequently, since by Theorem 2.3.10, AI" > 0 such that
[deta(Z + L)) < exp (T amer)):

we know that

(deta(Z + K(A)] < exp <2r CZ&”)
18 bounded, but the bound is dependent upon A.
The proof of Theorem 4.5.5 relies on the following proposition.
Proposition 4.5.6.
| QeA===2") Q||caxs < V2cond(P(N))eft-@=7) g > g
I(I— Q)e*~=")(I— Q)|cixa < V2cond(P(\))e™+=) o < o
Proof of Proposition 4.5.6. When z < 2/,
”QBAOO()\)(:(:—x’)QHC4X4 _ HPQGD(I_QC/)QP_lem
IPIIQeP QP
(PP 1QeP Q]

= cond(P)H@eD(x_y)Q”F

IN

IN

cond(P) <|601,7(m—m/)|2 + |eag,,(z_x/)|2>

_ COI’Id(P) <€2ﬁ1,,(z—m/) +€2f@2,(m—x')>1/2

< V2cond(P)er- (@),

(4.194)

(4.195)

(4.196)

(4.197)

1/2

(4.198)

where k9 < k1 < 0 by (4.96), and cond(P) = ||P||||P || is the condition number of P(\).

Similarly, when = < 2/,

II-Qer=C=(1- Q)| < cond(P)[(T- Q)P (I Q)|r

= COHd(P) <€251,+(m_27/) + €2R2,+(5p—x’)>

< V2cond(P)ef+ @),

where 0 < k1 4+ < Ky 4 by (4.96).
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Proof of Theorem 4.5.5 . Recall that

_ / K(z, 2 )u(z')da'. (4.200)
R
where

—RT(;E)QeA“’(””_w/)QRg(m’), x>,
K(z,2') = (4.201)

R, (2)(I - Q)er~E= )1 - Q)Ry(z'), = <.
As in [20, p. 373],

1K By2mcryy = //||K(x,m')|\(2c4x4dzd;v’

RJR

= / / ||R7"(x)QeAOQ(A)(x_x/)QRZ(.f/) H(%4><4dx/d$
R J—00

+ / / IR, (z)(I — Q)eA=MNE==)T — Q)Ry(2)||2sxad’dz:
RJz
// IR, ()] Re(2")[|*| QeA=N=) Q|| da’ dar (4.202)
IR @R - QAN - @|Pds'ds,

which, since

IR < R, [Re* < IR, (4.203)

as in [20, p. 373], gives
Kl mceny < [ [ IR@IIRG)IIQA QI dr'ds (4.204)
[T IREIRE)IE - QA1 - Q)fdr'ds.

Then by Proposition 4.5.6,
||/CH1232(L2(R7@1)) < ZCécondz(P()\))//z e—allelHz')  2k1, - (@=2") 10! de
+2012%cond2 // a(le|+12']) 201+ (@=2") 70! do
< QC’écondz(P()\))/ le/ o Sz D42k - (2—2") g0/ oy
R

+2012%c0nd2(P()\))/ |$|/ e 2 zlHlaDF2m 4 (2=2) gt e (4.205)
R
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Now, for 2’ <z,

a ' a ' a '
-5 <—Slo—a|=—S(z - 4.2
2(|CE|+|9€|)_ 2|SB | 2($ '), (4.206)
and similarly, for 2’ > z,
— S(jzl + 2] < —5(2' - 2) = 5(z — ). (4.207)
2 2 2
Therefore,
||’C||?g2(L2(R’C¢i)) S QOIQQCOnd_2 /6 2$|/ 23F2H1 )(m—w/)dl‘/dm

+2C%cond?( ()\))/ |””/ e(5+2m+ ) @=2") gt 1o

_ {QC%condQ(P()\ 26%00nd2 } / o3l g
5 = 2r1-(N) 5+ 2k1 4. ( R
_ 4 [ZCF%Cond%P()\)) 26%00nd2 ] (4.208)
a| §—2k_(N) 5+ 21 4(

since for B > 0,

z , 0 , o0 1
/ o Ble—a) 10 — / eBla=a") g1 / e Bydy = Vi (4.209)
—00 T 0

So, since k1 4+ = —k1,_, the operator K is norm-bounded such that
16C%cond?(P()))
IC A 2 ) < R
” ( )”BQ(L (R,C%)) a(% +2,€17+()\>)
20%(\)
< 2 (4.210)

with C'(\) = 4Crcond(P(X)). The last inequality holds since for a, k1 (X)) > 0, where we
note that k1 +(A\) =0 <= A € 0ess(Lo), by Theorem 4.2.1. O

4.6 Lipschitz Continuity of the Kernel

In order to apply Theorem 3.1.1 to show that K is trace class and to apply Theorem 2.5.3
to determine the rate of convergence of the numerical approximation of the Fredholm deter-

minant det,(Z + K), we must show that the kernel K is Lipschitz continuous.
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We show that under suitable hypotheses on the pulse, ¥, the elements of the matrix
kernel K(x,y) are C! functions away from the diagonal x = y and are continuous across
the diagonal. Consequently, we can show that K(x,y) is Lipschitz-continuous on [—L, L] X
[—L, L] for any L < oco. Throughout this section, we suppose that the stationary pulse, ¥,
is C1.

Recall that by Proposition 4.5.1,

—R,(2)QeA="")QR, ('), x>,
K(z,2') = (4.211)

R, (2)(I - Q)er== )1 - Q)Ry(z'), = <.
The main technical result of this section is a theorem which gives conditions on the param-
eters in the CQ-CGLE and on the pulse, ¥, which guarantee that the kernel K(z,z’) in
(4.211) is C" on the sets z < 2/ and x > z’. Significantly, K is also continuous across the

diagonal, since

lim K(z,2) = lim —R,(2)Qe*~")QR,(z')
z—z'—0t z—x'—0+
— —R.(2)QR(x), (4.212)
as Q% = Q, and
lim K(z,2) = lim R.(2)(I—Q)eAr~=") (I - Q)Ry(z)
z—a'—=0~ z—x' =0~

= R, ()T - Q)Ry(x)
= R.(2)Ry(7) — R, (2)QRy(2)

— R.(1)QR.(), (1213)
since (I — Q)? = (I — Q) and, most importantly, by (4.156), (4.157),

IM|'/2 0 0 0 00
R, (z)Ry(x) = = : (4.214)
0 Oof |-B'™MM|2 0 00
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However, K is not differentiable at points (z,x’) where x = z’. Nevertheless, we will show
that under suitable hypotheses, the entries of the matrix K(x,y) are Lipschitz continuous in
both z and y. That is, for each L > 0, K;;(z,y) € C%*([-L, L)*,C), Vi,j € {1,...,4}.
Since the matrices Ry and R, are given in terms of [M|*!/2 = (M*M)*'/4, to show that
K is C! on both x > 2’ and x < 2/, we must consider under what conditions the eigenvalues
of M*M are distinct and non-zero. For if they are, then |M(z)[¥*/? is C! in x. We begin
with a general result valid for any M € R?*? and then consider the matrix M that arises in

the linearization of the CQ-CGLE.

Theorem 4.6.1. Let M be any real 2 x 2 matriz. Assume that det(M) > 0 and that

Tr(M* M)

S — det(M) #0. (4.215)

Then the eigenvalues of M*M are distinct and nonzero.

Proof. First, we observe that if

M*Mv = Av for v # 0, (4.216)
then
[Mv|?
A= >0 (4.217)
Iv][?
Moreover, since M € R?*?,
det(M*M) = [det M]* > 0, (4.218)

which implies that both eigenvalues of M*M are positive, and so Tr(M*M) > 0. Since the

eigenvalues of M*M are given by

Tr(M*M Tr(M*M) \ ?
A (M™M) = % + \/<¥) — det(M™M), (4.219)
they will be distinct provided that the discriminant
Tr(M*M)\°
<¥) — det(M*M) # 0. (4.220)
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Since

(T nen) - (DO g (TOM )y

(4.220) holds if and only if

To(M'M
T(T) — det M # 0, (4.222)

since det(M) > 0 and Tr(M*M) > 0, and so the second factor on the right hand side of

(4.221) is positive. O

We now apply Theorem 4.6.1 by calculating (4.222) for the matrix M given by

M = Nl|¢|2 + N2|77b|4 + (2N; + 4N2|¢|2)¢¢T> (4.223)

where |¥| := ||®¥(z)|]2. We observe that
M = G + Hyy', (4.224)

where

2 2
G =N+ Nojy|* = |¢]? il O, (4.225)

Y+ e+ plyl?

2¢ + 4 2 (2y + 4v|p)?
H =2N, +4No|y>? = SA Y W). (4.226)

2y + 4?2+ dplp?

Letting @ = € + p|w|? and 8 = v + v|1p|?, we have that

- | 7 (4.227)

8 «

and

4o — 2 —(48 — 2
H = ( V) . (4.228)
48 —2v 4o — 2
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Moreover,

1 a
G*:W o (4.229)
We calculate that
det G = [[*(a® + 52) = [1b|']a + |[?b]2 (4.230)
where
a= |1 b=|"]|. (4.231)
0 v

Since M is a rank one update of G, by the Sherman-Morrison formula [35], we have that
det M = det G[1 + " G 'Hy]. (4.232)

A calculation shows that

a? + 2

s ¥ GHY = o’ + 5 [y (ap + )

la+ [9]*b]* + [¢[*(a + |[4[°b) - b

= (a+[¢|°b) - (a+2[9|°b), (4.233)
so that
1+9"G'Hy = 1+ %52 ((a+ [1]*D) - (a+ 2[p|*D)), (4.234)
and thus,
det M = |¢[* [3|a+ [¢|°b> +2(a+ |¢|°b) - [¢|°b] . (4.235)

We can use a similar method to calculate w By (4.224), we have that

MM = (G + Hypyp")T(G + Hapyp')
= (G"+yy H")(G + Hyyp")

= GIG+yy"H'G + GTHyYy" + vy " H Hypp' | (4.236)
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and so,

Tr(M*M) = Tr(G'G) +2¢p"H'Gep + |¢[*p"H Hyp.

Now, from (4.227),

TH(GTG) = 2Jl'a® + )

2%[*a+ [4[*b|*.

Additionally, using (4.225) and (4.226), we see that

2p"HTGep = 2epT (2N, + 4Ny |y )) T (N9 |? + N[y

= Alp[* {$ " NINyp + [9p|*9p" N Nogp

2|9 [P NG N9 + 2[9p[*9p" Ny Nyt | .
Now,

€2 + 2 0 Yy

P

P NTNtp = [hy 9]
0 €2 + 2

and similarly,
Y Ny Noyp = (1% +0°)[9|” = [b]*[9h*.

Also,

entyv yu—ev| |Pg

Y

PINT Ny = [ 9]
—Yptev eu+v

and hence,
P NINp = (" NTNoy)" = [9[*(a - b).
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(4.238)

(4.239)

(4.240)

(4.241)

= [ (en+v) = [p[*(a-b), (4.242)

(4.243)



So we have that

2"H'Gy = 8[9p|°(a-b) + 8[¢p*[b|* + 4[¢p|*[al* + 4]¢|°(a - b)
= 49 [3]y*(a- b) + [a]* + 2[|*[b]?]
= Alp[* Bl (en+v) + (€ +77) + 2/ (1® + v?)]
= A [(e+ [P + (v + |9 [v)?]
HAY|° [(e+ |92 )p+ (v + [9[Pv)v]
= dfyp|'la+ [9’b|* +4[yp|°(a+ |[’b) - b (4.244)

If we let ¢ = 4o — 2¢, and 1 = 43 — 2, then by (4.226),

go &7 , (4.245)
noG

and so
¢+ 0 Yr
0 CH+n?| | Y

WP "H Hyp = |2p|[ehg )]

= [N +77)
= 4fyp[*|a+ 2|v|*b|*. (4.246)

Thus, by (4.237), (4.238), (4.239), and (4.246), we have that

Tr(M*M)
2

and therefore, by (4.235),
Tr(M*M)

=3[9|"la+ |¢°b*+2[9[°(a + |9|*b) - b+ 2[ap|*|a + 2[p|*b[?, (4.247)

—detM = 2||*a+ 2|v|*b|*. (4.248)

Proposition 4.6.2. Consider the matriz M, as defined in (4.223). Assume that det M > 0,

and that either
e+ 209 # 0, ory+2/9p'v #0. (4.249)

Then the eigenvalues of MM are distinct and nonzero.
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Proof. By Proposition 4.6.1, the eigenvalues of M will be distinct and nonzero, provided

that
w — det(M) £ 0, (4.250)
where by (4.6.2),
w _det(M) = 2[pp[*la+ 2Jep[2b]? (4.251)
= 20ap[*((e + 29[* 1) + (v + 2[4 [v)?). (4.252)

Now, since [¢] is a factor of det M, which is assumed to be positive, (4.250) holds provided

that
(€ + 219 u)* + (v + 2] [*v)* # 0, (4.253)
which implies (4.249). O

Next, we formulate two hypotheses which together ensure that the eigenvalues of M*(x)M(z)

are distinct and non-zero for all z € R.

Hypothesis 4.6.3. Suppose that |¢(x)| > 0 for all z € R. Let
a=1[e ', andb=1[u v’ (4.254)

Suppose that a and b are not both 0, and that € > 0 and v > 0. Assume that either a and b

are linearly independent, or that if a = mb for some m < 0, then

s _ Im|
= 4.2
max |¢(2)|” < = (4.255)

Remark. In the case of the NLSE, where b = [u,v]T = 0 and a = [0,~]7 with v > 0,
Hypothesis 4.6.3 holds.

Proposition 4.6.4. Under the assumptions of Hypothesis 4.6.3, Tr(M*M)/2 —det(M) # 0
for all x € R.
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Proof. By (4.251), we can guarantee that w — det(M) # 0 provided that

a+ 2[y|*b # 0. (4.256)

If a and b are linearly independent, then (4.256) holds. If one of a and b is zero, then (4.256)
holds, since they are not both zero and |¥| > 0. Therefore, we may assume that neither a

nor b are zero and that they are linearly dependent. That is, we may assume
a = mb, for some m # 0. (4.257)

Since a # 0, by the hypothesis, at least one of € and ~ is positive. Therefore, if m > 0, then
either € + 2|1|? > 0 or v + 2|¥|>v > 0, which implies that (4.256) holds. On the other
hand, if m < 0, then at least one of p, v are strictly negative. Suppose p < 0. Since € = mp,

we conclude that

e+ 2\ = (m+ 219" > 0, (4.258)

by (4.255). Similarly, if v < 0, then v + 2|t|>v > 0. So by (4.251), (4.256) holds for all

z € R. O

Hypothesis 4.6.5. Suppose that |1 (x)| > 0 Vo € R. Suppose that a = [e ¥]T and b= [u v]T

are not both 0, and that either b= 0, or if b # 0, let

L et ) - V16(ep +v)? = 15( +92) (1* + 12) (4.259)
e 5(M2 + V2) . .

If r_ is real and positive, assume that

max |1 (x)]* < r_. (4.260)

z€R
Proposition 4.6.6. Under the assumptions of Hypothesis 4.6.5, we have that

det(M(z)) >0 V. (4.261)
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Proof. By (4.235),

detM = |3|* [3la+ [1[*b[2 + 2(a + [[?b) - [4[?b]

= [¢|" [3a]* + 8|p[>a- b+ 5[ [b[*] . (4.262)

Let

Q(t) = 3|al* + 8a - bt + 5|b*t%. (4.263)

By (4.262), it suffices to show that Q(t) > 0 for all ¢t € Im(|¢(z)|) := {|¥(x)| |z € R} C
(0,00). If b = 0, then a # 0, and Q(t) = 3|a|> > 0 for all ¢ € Im(|¢)()|). If a = 0, then
b # 0, and so Q(t) = 5|b|*t* > 0 for all ¢ € Im(|¢)|). On the other hand, if a # 0, then since
Q(0) = 3lal* > 0 and Q(t) — oo as t — oo, Q either has no positive roots, in which case
Q(t) > 0,Vt > 0, or @ has two positive roots. If () has two positive roots, the smaller of
these, r_, is given by (4.259). Since Q(t) > 0 for all ¢ € (0,7_), Q(|yp(x)|) > 0 for all x € R
by (4.260).

Note: In the case of the NLSE, b = [u v]T = 0, and so when |[¢(x)| > 0Vz € R, det(M(x)) >

0 as well. O

Combining these results, we obtain the main theorem in this section, which is a corollary

to Theorem 3.1.1.

Theorem 4.6.7. Suppose that ¥ € C'(R,C?), that the kernel K given in (4.211) has the
property that K and its first partial derivatives decay exponentially, and that both Hypothesis

4.6.3 and Hypothesis 4.6.5 hold. Then the kernel K is Lipschitz-continuous on [—L, L]?.

Proof. By Proposition 4.6.4, Proposition 4.6.6, and Theorem 4.6.1, the eigenvalues of M*M
are distinct and positive. Therefore, the eigenvalues of M*M, |[M|Y/2 and |M|~/2 exist as

C"! functions of z. Since these matrices are 2 x 2, it is easy to show that the eigenfunctions
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of these operators can also be chosen to be C' functions of z. Therefore, Ry(x) and R.,.(z)

are C', and in addition, the solution operator ®(x) = eA=7 is C''. Therefore,

(K (21, 1) — K2, 42)| < M|[(21,91) = (22, 9:) (4.264)

for all pairs of points P = (z1,y1) and Q) = (x9,y2) that lie on the same side of the diagonal
Yy =x.

To show that K is Lipschitz-continuous on all of [—L, L]?, we just need to show that
4.264) also holds when the points P, @ lie on opposite sides of the diagonal. Let C' be the
line segment connecting P and @ and let R = (x,z) be the point of intersection of this line

segment with the diagonal. Let

K(z,y) = (4.265)
K+(JI, y)7 Y >,

where K are given in terms of R,.(z), R/(y), and ®(x—y) by (4.165). Let K (z,y) = K;;(z,y)
denote an entry of the matrix-valued kernel K(x,y). Since K, is C! on the compact set
[—L, L)?,||VK,] is bounded on [—L, L]* and hence on y < x. Similarly, ||[VK_|| is bounded

on y > x. So AM > 0 so that
IVK (2, )| <M, ¥(z,y) € [-L, L]?, with y # =. (4.266)
Then by the fundamental theorem of calculus for line integrals,
P
K(z1,11) = K_(z,x) +/ VK -dr, (4.267)
R
where y; < 1 and K_(z,x) is the limit of K(z,y) as (z,y) — (z,z) from the left. Similarly,
Q
K(za,y2) = Ky(x,7) +/ VK -dr, (4.268)
R
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where yo > x9 and K (z,x) is the limite of K(x,y) as (z,y) — (x,z) from the right. Since

K is continuous across the diagonal, K, (x,z) = K_(x,z), and so

Q
|K (z1,11) — K(x2,92)] = VK dr—/ VK -dr

< / VK -dr|+ / VK -dr

< M[[(z1,91) — (z, 2)|| + (22, 92) — (z, )]

= M”(‘Th yl) - <x27 y2)H7 (4269)
since R is on the line segment from P to Q). O]

4.7 Trace Class Kernel

In this section, we apply the results from Chapter 3 to the specific case of the CQ-CGLE to
understand under what conditions the Birman-Schwinger operator K is trace class. When
IC is trace class, we can deduce certain relationships between the trace of the Fredholm

determinant det(Z + k), the 2-modified determinant dety(Z + K), and the Evans function.

Theorem 4.7.1. Let V(x) satisfy Hypotheses 4.6.3 and 4.6.5. Assume that VU satisfies

Hypothesis 4.5.2 and additionally that
W, (z)| < Ce vz € R, (4.270)
for C,a > 0. Then K € Ji(L*(R,CY).

Proof. Since we assume that W satisfies Hypotheses 4.6.3 and 4.6.5, the kernel K is Lipschitz-
continuous by Theorem 4.6.7. Under the assumption of Hypothesis 4.5.2, along with the
additional assumptions on the exponential decay of ¥,, we have that ||K]|,||0.K]|, and

10,K]|| also decay exponentially, thus by Theorem 3.1.2, K is trace class. O
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We recall from (4.186) that when K € 75,
deto(Z + K(N) = e®E(N), (4.271)

where © is defined by (4.187) and E(\) is given in (4.188). If, additionally, IC(\) € Ji, then
Tr(K(A)) and det(Z + IC(N)) are defined, and by Theorem 2.3.10,

dety(Z + K(N) = e~ TR det(T + KL (V). (4.272)
We deduce the relation between © and Tr(K).

Proposition 4.7.2. Suppose that K € Jo(L*(R,CF)) is the Birman-Schwinger operator

associated with the first order system
0, Y=(Ax(\)+ R(2))Y, (4.273)
where Tr(R(x)) = 0. If, in addition, K is trace class, then
Tr(K) = -0, (4.274)

and

det(Z +IC(N\)) = E(N). (4.275)
Proof. Recall from Proposition 4.5.1 that
K¥(z) = /K(x, )W (2")da', (4.276)
where by (4.163) the kernel K(z,2') is given by

—RT(x)Qero(x—x’)QRe(x’)’ x>,
K(z,2') = (4.277)

R, (2)(I - Q)eA=) (I - QRu('), = <.

~—~

Now, since K is trace class, we recall from (2.108) that

Tr(K) = [ Tr(K(z,x))dz, (4.278)
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where K(z, z) is given by
K(z,z) = =R, (2)QIQR(z) = —R,(z)QRy(x)dx. (4.279)
Then, since Tr(AB) = Tr(BA),

Tr(K) —/RTr(—Rr(x)QRg(x))dx = —/RTr(QRg(x)Rr(:U))d:U ——/ Tr(QR(z))dx.

: (4.280)

Since Tr(R(z)) = 0, by [20, 8.12],
0= /000 Tr(QR(z))dx — / Tr((I - Q)R(x))dx = /00 Tr(QR(z))dz, (4.281)
and thus § = — Tr(K). (4.275) now follows from (4.271) and (4.272). O

4.8 Error Bounds

In this section, we draw together the results in Chapters 2, 3, and 4 to formulate and prove
the main theorem in this thesis. First, we recall that if a stationary pulse solution ¥ = W(x)
of the CQ-CGLE satisfies Hypothesis 4.5.2, then the Birman-Schwinger operator K defined
by (4.161) is a Hilbert-Schmidt operator on R. Furthermore, if ¥ also satisfies the hypotheses
in Theorem 4.7.1, then K is also a trace class operator on R. Consequently, the Fredholm
determinants det,(Z+/C(\)) for p = 1, 2, are defined and their zeros can be used to determine
the spectral stability of the pulse V. In addition, in Sections 2.4, 2.5, we defined a matrix
determinant approximation d,g(A) of det,(Z 4+ K(X)). This approximation was obtained
by first truncating the domain of IC(\) to a compact interval [—L, L] and then defining a
block matrix discretization of the truncated operator in terms of a grid spacing of size Ax
on the interval [—L, L]. We used the composite Simpson’s quadrature rule on [—L, L] with
grid spacing Az to derive the matrix determinant approximation d, () of det,(Z + IC(N)).
Specifically, we define d, () for p = 1 and 2 to be given by the formulae for d; o(z) in
(2.272) and dy o(2) in (2.271) evaluated at z = 1.
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By the results in Chapter 2, because our kernel is Lipschitz, we have the following bounds
on the error between the Fredholm determinant det,(Z 4+ K) and our numerical approxima-

tion, d, o(A).

Theorem 4.8.1. Suppose that ¥ = V(x) is a stationary pulse solution of the CQ-CGLE
which satisfies Hypothesis 4.5.2, and let K € Jo(L*(R,C*)) be the associated Birman-

Schwinger operator, with matriz-valued kernel K € (C° N L?)(R, C*™*) for which
K (2, )| < CemoleltWD G 5 e 1, 4, Vo, y € R. (4.282)

Suppose that ¥ satisfies Hypotheses 4.6.3, and 4.6.5. Then

[deta(Z + K(X)) = doo(N)] < ™" @ (§> +

a

2me
8

As®SL|Klwi~),  (4.283)
where
| K[ wree = max{||0p K| Loo ((a,5)2,055k)5 |0y K| oo (ap2,c5k)s [ Kl Lo (appz,omery }- - (4.284)

In particular, the error in (4.283) converges to zero as L — oo and Az — 0. If, in addition,

U satisfies the hypotheses of Theorem 4.7.1, then K € J,(L*(R,C%)), and

eta(Z + K ()~ o] < b (50 ) +

a

2me

Ax®(8L|| K|y ). (4.285)
Proof. By the triangle inequality,

dety (T + 2K) = dpg(N)| < [dety(Z + 2K) — dety(Z + K1)

+ |det,(Z + Kl—1,1)) — dp.o(N)]- (4.286)

The result now follows from Theorems 2.4.3 and 2.5.3. ]
Remark. Bornemann [26] shows that

®(2) < 2P (2v/2e), (4.287)
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where

() =1+ gzezz/‘* 1+ erf (g)} . (4.288)

Additionally, if z < 1, then ®(2) < Dz, for some constant D. Therefore, each of
P BL|| K||wi~) and ®(8C/a) is bounded above by a constant depending on the decay and
smoothness of K.

To guarantee convergence of the approximated determinant to the true determinant, let

€ > 0. Then we can choose L sufficiently large so that
e "L ®(8C/a) < €/2. (4.289)

Then for this fixed L, we can calculate an appropriately small step size Ax so that

2
87T€Ax<1>(8L||K||W1,oo) <e/2, (4.290)
Then
ldet,(Z + K(N) — dpo(V)] < €. (4.201)

4.9 Chapter 4 Appendix

4.9.1 Bohl and Lyapunov Exponents

Here we provide proofs about the Bohl and Lyapunov exponents of Q, the projection matrix

associated with the stable subspace of operator A .

Lemma 4.9.1. (Lemma 4.53.2) For a matriz A satisfying Hypothesis 4.2.2, which has eigen-

values with real parts satisfying (4.96), we have that

24 (Q) = limsup 2@ QL ()]

/
(z—z')—o0 r—

Z R1,— Z Ro —. (4292)
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Proof. Assume Hypothesis 4.2.2, and assume that A is diagonalizable and has eigenvalues

with real parts satisfying (4.96). Then

o~ E O
®(r)QP ' (2) = PLPLEIQP =P P (4.293)
0 0
where
elﬁQ’f(J/‘—Z‘/) 0
E = . (4.294)
0 e, (z—=")
We note that
|A]| < c[|[PAP!| (4.295)

for some ¢ € R, since ||A;As|| < ||A1]/||Az|. Furthermore, if A € C**4,
[A[ < 2||A[[F, (4.296)

where || - || is the Frobenius norm. Then by (4.295), we have that
In || ®(2)Q® " («)] _ In [PePe==)QP |

7, (Q) = (lim ?up g = (lim ?up -
x—x')—00 r—x')—00
In [ [eP=q
> limsup p
(z—a’)—o0 r—
In [%HeD(x_xI)QHF}
> limsup -
(z—a')—o00 r—x
1 D(z—z') ()
n |
— limsup [26:|/ + 1’1||€ ,QHF
(x_x/)_>oo$—$ r—X
— i In [|ePQ]|
= limsup -
(z—z')—o00 r—x
1 2k, (z—x) 2k1,— (z—x)
In |e“"2 + e
= limsup 2 [ - ]
(z—2")—o0 r—x
Ly 62H177(£IP—1‘/)
> limsup 2 [ - ] ;
(x—a')—o0 r—x
k1 (x —a
= limsup . ( - )
(z—2")—00 r—
= Ki_ > HKo_. (4.297)



The proof for 2 (Q) is similar.

]

Lemma 4.9.2. (Lemma 4.3.4) For a matriz, A, satisfying Hypothesis 4.2.2, which has

eigenvalues with real parts satisfying (4.96), we have that

IA

#:(Q)
and A (Q) < Ki_.

R1,—,

Proof. For the upper Bohl exponent, >, (Q), since the matrix 2-norm satisfies

|A1A|| < [|A4]]||Az]|, we have that

. In||®(z2)QP (2’
(@) =ty BIFEIQT )
z—x')—00

In [PPE)QP |

= limsup -
(z—2")—00 r—x
I [P||+ [P~}  In|lePE)Q
B Y Y
(z—a')—00 r— r—
: In [ePe—Q)|
= limsup -
(z—a')—o0 r—x
' In [emax{mlﬁ_(a:—x’),ngy_(x—a:’)}]
= limsup ;
(z—a’)—o0 r—
o
= limsup K- (@ = 21) /x)
z—x'—00 r—
= KRi,—.
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Similarly, 2 (Q) < k. As for the upper Lyapunov exponent, A\, (Q), we have that

>\+(Q) =

ey 12
Z—00 €

In |[PeP=QP |

lim sup
T—00 x
. In [[eP*Q]]
lim sup ———
T—00 X

In [emasten —oues 1]

lim sup
x—00 x
Ki_X

)

lim sup
T—00 x

R1,—.

A similar calculation shows that A\_(Q) < ;.
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CHAPTER 5

NUMERICAL RESULTS FOR THE SECH SOLUTION OF THE NLSE

The sech pulse is a well-known soliton solution to the nonlinear Schrodinger equation (NLSE).
In this section, we study the Hilbert-Schmidt operator K associated with this solution. In
particular, we explicitly calculate the matrix-valued kernel K(z, y) in this case, and we apply
the results from Chapters 2, 3 and 4 to this kernel. We show that the hypotheses used in
the theory apply to the sech solution of the NLSE and that I is, in fact, trace class, and we
explicitly calculate bounds on the error between the regular Fredholm determinant of K and
our numerical approximation. Finally, we present numerical results that validate the theory

developed in the Chapters 2, 3, and 4.

5.1 Kernel of the NLSE
Recall that the NLSE is the special case of the CGLE for which the parameters are given by
B=0=e=pu=v=0, and v > 0. (5.1)

To obtain a sech solution of the NLSE, we need D > 0. To simplify the discussion, and

without any further loss of generality, we set v+ = D = 1. Therefore,

0o -1
B = 1, (5.2)
5 0
and
0 3 0 —1 00
Ny = , Np= ; Np= (5.3)
-1 10 00
Then
U(t, z) = sech(x)e'/? (5.4)
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solve the NLSE, and so we set

U(z) = sech(z),

and a = —1/2 in the CQ-CGLE in (4.3). Then

By (4.26),

0 0
0 0
1 2
—2) 1

Tess(Loo) = {A =iy |y € (=00, =1/2] U [1/2,00)}.

(5.5)

(5.7)

For the rest of this chapter, we assume A ¢ 0eg(Lo). For the sech solution, the assumptions of

Hypothesis 4.2.2, are satisfied, and so by Theorem 4.2.3 and Proposition 4.2.4, if A # 0, then

A () has four distinct eigenvalues, 0L = /1 £+ 2i\ and —op = —/1 +2i\. If A = 0, then

A (A) has 2 eigenvalues, 0 = +1, each of multiplicity 2. We recall that by Proposition

424, A := A ()\) can be diagonalized as A = PDP™!, where the diagonal matrix D

contains the eigenvalues of A ... By Corollary 4.2.5, we see that, in the case that \ # 0,

T T TR Vi
—1 —1 1 1
VI—2ix  VIt2ix  VIt2in  J/I-2iA
1 —1 —1 7
1 1 1 1
—v1—2i\ 0 0
0 —V1+4+ 2tA 0
0 0 V14 2\
0 0 0
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W1l =2 —v/1—-21\ —i 1

1 |—ivV1+2iN —V14+20\ i 1
P! = 1 : (5.10)
iv1+ 20\ V1 + 20\ 1
—ivV1—2iA  V1—-2iN —i 1
and in the case that A = 0,
0 1 01
1 0 10
P = , (5.11)
0 -1 0 1
-1 0 10
-1 0 0 0
0 -1 0 0
D = (5.12)
0O 0 10
0O 0 01
01 0 -1
111 0 =1 0
P! = 5 (5.13)
01 0 1
10 1 0

Without loss of generality, we have assumed in both cases that the diagonal matrix D is
arranged such that the eigenvalues with negative real part are located in the top left block.
In the case that A # 0, we have additionally assumed that Re(o_) > Re(o), to ensure that
the diagonal of D is given in ascending real part.

With this ordering, the projection onto the stable subspace of A, is given by Q =
PQPfl, where

~ Ioxa  O2x2

Q- | (5.14)
O2x2 02x2
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In the case where A = 0, let k_ be the real part of the eigenvalue whose real part is negative.

Then the Bohl and Lyapunov exponents in Section 4.3 are

#:(Q) = Ae(Q) = £ = #.(Q) = . (Q). (5.15)

In the case where \ # 0, let ko — < k1 _ be the real parts of the eigenvalues whose real parts

are negative. Then

#(Q) = N (Q) = kg m < i = 32(Q) = A\(Q). (5.16)

Next, we compute the matrix R in (4.28) and its factors R, and R,.. By (4.29),

0 — sech?(x)
M(z) = , (5.17)
3sech?(x) 0
and hence,
0 0 00
0 0 0 0 0 0
R(z) = = (5.18)
~B'M(z) 0 —6sech? () 0 00
0 —2sech®*(z) 0 0
Since M*M is diagonal, we have that
V3 sech(x 0
[M()['* = ) : (5.19)
0 sech(x)
and that
—2v/3 sech(x 0
— B 'M(2)|M(z)| "2 = (@) : (5.20)
0 —2sech(x)
Therefore, by our definitions of R, (x) and Ry(z) in (4.156) and (4.157),
\/gsech(a:) 0 00
0 sech(z) 0 0
R, (z) = : (5.21)
0 0 00
0 0 00
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and

0 0 0 0
0 0 0 0
Ry(z) = (5.22)
—2v/3 sech(x) 0 00
0 —2sech(z) 0 0

Using the explicit formulae for Q, Ry, and R, we obtained above, we can form the Birman-
Schwinger kernel K(z,y; A) and the corresponding operator C(\) using (4.163). In Proposi-
tion 4.5.1, we showed that, in general, K()) is a Hilbert-Schmidt operator, and in Theorem
4.5.5, we derived an upper bound on the Hilbert-Schmidt norm ||[]C(X)|| 7 (2 c4))- Further-
more, in Theorem 4.7.1, we established conditions which guarantee that KC()) is a trace class
operator. In the next proposition, we specialize these results to the case of the sech solution
of the NLSE. This result will be used later to bolster confidence in our numerical method

for approximating the Fredholm determinant.

Proposition 5.1.1. If A\ ¢ 0.(L), then the integral operator KC(X\) associated with the
sech solution of the NLSE is Hilbert-Schmidt, with

IO e < 32V5cond (P(). (529
Furthermore, KC(X) is also trace class.

Proof. The pulse ¥ (z) = sech(x) decays exponentially; indeed,

2
|sech(z)| = ———— < 2¢71l vz eR. (5.24)
et +e*
Consequently,
IR(x)|| < V40sech(z) < 2v40e !, Vo € R. (5.25)

That is, |R(z)|| < Cre ! where Cr = 240 and a = 1, and ||R,|| and ||R,|| have

similar exponential decay. Therefore, by Proposition 4.5.3, K € J5(R, C?*). Furthermore, by
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Proposition 4.5.3 and Theorem 4.5.5, the Hilbert-Schmidt norm of I has an upper bound

given by
2C%(\)
IKIZ, 2wy < 2 (5.26)
— 2(8V40cond(P())))?, (5.27)
which yields (5.23).
The derivative of W(x) also decays exponentially, since
d 20e” — @
%\IJ(.CE) = | — sech(x) tanh(z)| = (e‘i—l——eew)l < 2¢7 1l vz e R, (5.28)

Claim: K satisfies both Hypotheses 4.6.3 and 4.6.5. Therefore, the associated operator
K is trace class on L*(R,C*).

Proof of Claim. When V¥(x) = sech(z), |V(x)| > 0Vx € R. Additionally,
en]" = 01" #0, (5.29)
)" = oo, (5.30)

which are not both zero. So, Hypothesis 4.6.3 is satisfied. Hypothesis 4.6.5 is also satisfied,
since [u v]T = 0, and hence det(M(sech(z))) > 0Vz € R. O

With these hypotheses satisfied, and with the exponential decay of ¥ and ¥, by Theorem
4.7.1, we have that K € J;(R, C*).

Remark. As a consequence, by Theorem 2.3.10, AU > 0 such that
|deto(Z + K(N))| < exp{Tcond®(P()))} (5.31)

Since we know that I is both trace class and Hilbert-Schmidt, we can test the accuracy
of our numerical method on both the Fredholm determinant and the 2—modified Fredholm
determinant. In order to test the accuracy of the regular Fredholm determinant, we derive

an analytical formula for the Evans function, in the special case of the sech solution of the

NLSE.
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5.2 Evaluating the Evans Function

We recall from Proposition 4.7.2 that for the CQ-CGLE or the NLSE, when the Birman-
Schwinger operator I is trace class, the Fredholm determinant is equal to the Evans function.
That is,

det(Z+IC(N\)) = E(N). (5.32)

Although a general analytic formula for the Evans function does not exist, we can derive a
formula for it in the special case of the sech solution of the NLSE. Because it is simpler to
do, we will first derive this formula for an alternate form of the linearization of the NLSE.
Then we will transform the resulting formula for the Evans function back to the formulation
of the linearized NLSE that we use. We recall from Section 4.1, that when we derived
the linearization of the CQ-CGLE, we first converted the CQ-CGLE in (4.5) for a complex
scalar-valued function ¥ to a system of two equations for the real vector-valued function
¥ = [Re(¥) Im(¥)]”. This leads to the linearized equation given by (4.9) - (4.11). With the
alternate formulation, we instead work with the complex vector-valued function ® = [¥ W7,

These two formulations are related by ¥ = P® for an invertible matrix P.

5.2.1 An Alternate Formulation

First, we consider the version of the NLSE given by
i0,® + (02 — 1)® + |®|*® = 0. (5.33)

Letting ® = [® @], and linearizing about the solution ®(z) = v/2sech(z), we arrive at the
eigenvalue problem

Ep = \p, (5.34)
with

L= (0% — 1)o3 + 2sech?(z) (205 + i), (5.35)

137



where

oy = : (5.36)

and oy =1 : (5.37)

Multiplying both sides of (5.34) on the left by o3, we obtain the equivalent system

(L —MND)p = [(8? — 1)L — Ao + 2sech?(z)a]p = 0, (5.38)
where
2 1
o= . (5.39)
1 2

The associated unperturbed first-order system is of the form
9.Y =AY, Y =[p a.p]", (5.40)

with
_ 0 I
A()N) = o 22 (5.41)
I2><2 + )\0’3 02><2

For A € C, we introduce the notation
pw=v1—=X\ v=+v1+ A\ (5.42)

where /- denotes the principal branch of the square root. Therefore, Re(p) > 0 and Re(v) >
0, provided that A € C\ (—oo, —1] and A € C\ [1,00), respectively. For definiteness, we
will often assume that Re(r) < Re(u), but the cases where Re(r) > Re(u) would be treated
similarly. Using the method of undetermined coefficients, we can conclude that the eigenvalue

problem (5.38) has the solutions

p = e *[(A—2—2utanh(x))v + sech?®(z)w], (5.43)

q = e ”[(=\—2—2vtanh(z))u + sech®(z)w], (5.44)
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for

1 0 1
u= ,V = , and w = . (5.45)
0 1 1
That is, each of
Y., = [panp], (5.46)
Y: = [q0.q]" (5.47)
solve the perturbed equation
0:Y = (AN +R(2))Y, Y = [p 0|, (5.48)
where
~ 0 0
R(z) = : (5.49)

—2sech?(z)I 0

o(A(N) = {—p, —v, v, u} (5.50)
are precisely the eigenvalues of A in (5.41), with corresponding eigenvectors

A" u u A"
yi = , Yo 1= , ¥y i= , and y, 1= : (5.51)
—uv —ru ryu uv

The projections Q, onto Span{y, } parallel to Span{y,,ys,y,}, Q, onto Span{y,} parallel

to Span{y,,ys, ¥4}, Qs onto Span{y;} parallel to Span{y,,y,,y,}, and Q, onto Span{y,}
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parallel to Span{y,,y,,y;} are given by

Q,

Q,

Q;

and Q,

respectively.

(e
N[ —=

o
|
)3

=
=)

NI

N =

o
SJ3S

)
o O

]
]

Tl

]
]

N[ =

(5.52)

(5.53)

(5.54)

(5.55)

We can verify directly that the fundamental matrix solution ® of the unperturbed prob-

lem ® = A(\)® is given by

cosh(vz)
0

vsinh(vx)

0

0
cosh(px)
0

psinh(pz)
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L sinh(vx)
0
cosh(vz)

0

0
i sinh(pz)
0

cosh(pz)

(5.56)



The Bohl and Lyapunov exponents are

#(Qq) = — Re(u), #(Q,) = —Re(v), »#(Q,) = Re(v), and 5(Q,) = Re(x). (5.57)
Additionally,
N R N §V . —iv
P(2)Q; = |0 e MRy 0 e Wyl , W2 i= Wy = . (5.58)
| 2 ] L 2 i
_ _ _ U |gu
(r)Q, = |ewW; 0 e Wy 0|, Wi = , Wy = (5.59)
v 1
—§u 511

Without loss of generality, assume that Re(r) < Re(p). The generalized matrix Jost
solutions which solve the perturbed problem as defined in [20, Definition 7.2] are those 4 x 4

matrix-valued solutions Y(f), j=1,2, and Y(,j)7 7 = 3,4, which satisfy the conditions

1 ,
limsup —In [YY — @(0)Ql| < Q). j = 1.2. (5.60)
T—r00

el ) .

lfil_lilof;ln 1YY — ®(2)Q,l| > #(Q;), j = 3,4 (5.61)
If we define
Yi(2) = Y{(@)+YP (), (5.62)
Y_(2) Y (2) + YW (2), (5.63)
and Y (z) Y, (z)+Y_(z), (5.64)
then the Evans determinant is given by

E = det(Y(0)). (5.65)

In order to calculate the components of Y, we first find solutions YS:) and Yf), such

that

eRelw)z

Re(v)z

(&

Y (2) - @(2)Q,

Y (2) - ®(2)Q,
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= O(1) as . — o0,

= O(1) as z — 0.

(5.66)

(5.67)



Let Z,gj),k = 1,2,3,4, denote the columns of the matrix Ygf)(x),j = 1,2. To satisfy

(5.66), (5.67), we need to find complex constants a,(cj) and bg) such that

q p

oRe()e CL](;) + b](:) _ W](:) = O(1) as = — o0,
q; Py
q p

eRe(V)a: al(f) + bl(f) — Wl(<:2) = O(l) as r — 00,
q; Py

()

(5.68)

(5.69)

where p and q are the solutions (5.43) and (5.44), and w;’’ are the columns of the matrix

®(2)Q, from (5.58) and (5.59). Then

) _ g0 | P2 0 | P

0zPs 0.P1

Y

and

Y (z)= z§1) + 252) zél) + zg) zgl) + zg) sz) + zf) .

Lemma 5.2.1. Assuming that Re(v) < Re(u), the constants

ap := ! b':;a':—ﬂ andb':—%
T —2—w) T 2 —2—20)" 0T w7 t

satisfy the conditions (5.68) and (5.69). Then

b b
YV @) = [0 b 0 by :
Dy P
q q
Yf)(aj) = | 0 as 0f,
q, q,
q Y q Y
and Y. () = |a b as by

Furthermore,

Y_ (l’) = 6'3 Y+(—a7)5'3,
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(5.71)

(5.72)

(5.73)

(5.74)

(5.75)

(5.76)



where

R Ly 0
&y = . (5.77)
0 _I2><2

Proof. Consider formulas (5.43) and (5.44) written in the form

p =e*(f-v+h),p=er(—pnf v+h), (5.78)
a =e¢(g-u+h),d=ec"(—vg-u+h), (5.79)

where we define
f(z):==A—2—2utanh(z) — X —2—2u=—(1+pu)?asz — oo, (5.80)

g(x) == -A—2—2vtanh(z) — -A—2—-2v=—(1+v)>asz— o0, (5.81)

and denote by h a generic function such that h(z),h'(z) = O(1) as z — oo. Recall that
wi) =0 by (5.58), and eRe()-Re®) _ 56 a5 & — 0o, by assumption. Thus, by (5.68), when
k = 1, it must be that both agl) and bgl) are zero. For k = 2, by (5.68), agl) = 0, and
by (5.58), wi = e **wy. This gives that bg) = by, for by defined in (5.72). An analogous
argument shows that aél) =alV = bgl) =0 and bil) = by, where by is defined in (5.72). This
gives the desire result for Ysrl). The argument for a,(f) and b,(:), and thus for Yf), is similar.

Now that we have a formula for Y, , we must develop one for Y _, using the cases 7 = 3, 4.

Using (5.73) and (5.74), we define

Y¥(z) = 7YY (—2)5s, (5.82)

and YW (z) = 5'3Y(+1)(—x)6'3, (5.83)

for &3 defined in (5.77). Since R(x) in (5.49) is even, and since YSZ_Q) is a solution of (5.48),

a direct computation shows that YY) solves (5.48) for j = 3,4. To show that Y(,j), 7 =23,4
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satisfies (5.61), we notice that &3 is unitary and that 3Q;03 = Q,, and so, using (5.57)

and replacing x by —x, we calculate that

ligl_i&flnHY(_?’)(x)—(I)(:z:)Q3“ - 1;131255111“033( )5, — @ Q3H (5.84)
= —limsup 1nH05 Y~ &(2)Q,) 0’3“ (5.85)
_ —hiris:jpxlnHY(Q) (x)QQH (5.86)
> —x(Q,) (5.87)
— Q). (5.88)

as required. The argument for j = 4 is analogous. It follows that
Y(z)=Y(z)+0o35Y_(—2)o3 (5.89)
can be represented as the block matrix

a(q(r) +q(=z))  ba(p(z) +p(=2)) as(a(z) —a(-z)) bu(p(z) - p(-2))

b ar(q'(z) = q'(=x)) bo(p'(z) —p'(—2)) as(q'(z) +q (=) bu(p'(x) +P'(-2))
O
Then, by (5.64) and (5.65), we find that
E(X\) = det(Y(0)) = det[2a;q(0) 2b,p(0)] X det[2asq’(0) 2bp’ (0)] (5.90)
= 16\ a1byasbspr (5.91)
_ AN (5.92)

(1+p)*(1+v)*
We can use this result to define the Evans function for our formulation of the NLSE using

a change of variables and a similarity transform.

Proposition 5.2.2. Let v be a solution of the eigenvalue problem Lv=\v for L as defined
in (5.38), where Y = [vv,]T solves

9, Y = (AQ\) + R(z)), (5.93)



for A and R(z) as defined in (5.41) and (5.49), respectively. Define the matriz

po | (5.94)
=5l | |

Then the vector w = Puv is a solution of the eigenvalue problem Lu = A\u, for L as defined

in (4.10), with eigenvalue A = %X, and Z = [uw,]" solves the equation
0. Z=(AN)+ R(x))Z, (5.95)

where A and R are defined in (4.24) and (4.134), respectively. Consequently, the Evans
function which determines the spectrum of L can be given by

E(\) = —E(=2i)), (5.96)
with E as defined in (5.90).

Proof. First, we note that

1l 1] |1 g 112 0
PP* - = - 5 - 12><2. (597)
-1 1 1 — 0 2
Assume that
(£ — N)v = [(8? = 1)I — Aos + 2sech?(z)o]v = 0. (5.98)

Note that (£ — AN)u =0 <= (2£ —2)\)u = 0. Considering the latter eigenvalue equation,

for £ as defined in (4.10), and letting u = Pv, we have that

0 —1
(02 — 1)J — 2MI + 2sech?(x) Pv =0, (5.99)
3 0
where
0 —1
J= : (5.100)
1 0



Multiplying by P* on the left, where P*P = I, we have that

0 -1

(P*JP)(0? — 1) — 2AI + 2sech?(z)P* P|v=0. (5.101)
3 0
Now,
P*JP =K, (5.102)
where
v 0
K := : (5.103)
0 —t
and
0 —1
3 0
So (5.101) holds when
(02 — 1)K — 2)\ + 2sech?®(x)(2i03 — o5)]v = 0. (5.105)

Multiplying on the left by io3, and noting that —(io3)? = I, we obtain the equivalent
problem

[(02 — 1) + 2iAo3 + 2sech?(x) (21 + ig305)]v = 0, (5.106)

which is precisely the equation

(L + 2i\)v =0, (5.107)

so that (£ — A)u =0 and (£ — (=2i)\))v = 0 are equivalent. The vector Y = [vv,]T solves
8, Y = (A(\) + R(2))Y, (5.108)

and so Z = PY = [uu,]” solves the transformed problem
8,Z = P[A(=2i)\) + R(2)|P Z. (5.109)
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Therefore, the solutions Y (z), Y_(z) in (5.75) and (5.76) are computed by replacing A with

—2¢), and the corresponding Jost solutions are Z, = PY,. Defining Z :=Z, +Z_, we have

that
E(\) = det(z(0)) (5.110)
- det(f’Y(O)) (5.111)
- det(f?) et (Y(0)) (5.112)
= —E(=2i)), (5.113)
det(f’) — (det(P))? = —1. (5.114)
O

We will use this Evans function to test the accuracy of our numerically computed regular

Fredholm determinant.

Remark. From numerical simulations, we found that there is a global minus sign error in
the computation of either the Evans function or the Fredholm determinant. We have not yet
found the source of this sign discrepancy. This does not affect any results on the magnitude of
the determinant or on the ability to calculate roots of the determinant, but for the purpose of
evaluating the relative error between the Evans function and the determinant, in the following

simulations, we will redefine

1614
BN = oo (5:115)

where

p(A) == V1 =20\ v(A) = V1+ 2\ (5.116)
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5.3 Numerical Approximation of the Fredholm Determinant

We recall that when we estimate the Fredholm determinant, we first truncate K from R to
a finite interval [—L, L], for some 0 < L < oo, as outlined in Section 2.4. We estimate the

truncation error to be

|det, (Z + K) — det,(Z + K|i_,)| < e @ (%) : (5.117)

for both p = 1 and 2. Here, the constants C' and a are such that |K;;(z,y)| < Ce=llvl 4 j ¢
{1,...,4}, VYz,y. We know that these constants exists as W(x) = sech(z) decays exponen-
tially. We then apply the composite Simpson’s rule to evaluate the truncated integrals within

the Fredholm determinant. The associated quadrature error can be bounded, as in Section

2.5, by

2me
|detp(I+/C|[_L,L]) —detp7Q(Z+lC|[_L7L])‘ S 3 AJI@(SLHKHWL&), (5118)

where Az is the spacing in the quadrature rule.
Next, we present figures from a numerical simulation where we evaluate the regular and

2—modified Fredholm determinants for W(z) = sech(z).

5.3.1 Truncation and Quadrature Errors

We evaluate the soliton pulse W(z) = sech(x) and test our error bounds. We know that,
by Proposition 5.2.2, A = 0 is a zero of det,(Z + K(A)), for p = 1 and 2, so we study the
numerical error for this value of A. In Figure 5.1, we evaluate the error between deto(Z+/(0))
and its approximation, for varied interval widths L, for a constant spacing Az = 0.0293. We
see an exponential decay in the error as L increases from 1 to about 2.8, and, as expected,
we see that for sufficiently large L, the error is dominated by the quadrature error, dictated

by the spacing Ax.
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Error

107101
1 2 3 4 5 6

Figure 5.1. The error between the numerically computed det; o(Z + K(0)) and the true
determinant.

In Figure 5.2, we plot the numerical error in computing detq(Z + /C(0)) for several values
of Az, using an interval of width L = 7.32, which by Figure 5.2 we know to be sufficiently
large. We know from Theorem 4.8.1 that for fixed L, the quadrature error should behave, at
worst, as O(Az), but in this figure we see that the true numerical error behaves as O(Ax?),
the maximum level of accuracy achievable by the composite Simpson’s rule. If we consider
Proposition 5.4.1 in the appendix to this chapter, we see that in the sech case, K is C'*°
almost everywhere, so it is not surprising that we get a higher order of accuracy than that

which results from being only Lipschitz continuous.

149



Error

10—126‘ L ‘ ‘ ‘ e A
102 107
A X

Figure 5.2. We observe the error between |det; o(Z + K(0))| and the true determinant, for
various values of Ax.

In particular, we see that using a spacing of Az ~ 0.0037, the error between dets o(Z +
K(0)) and the true 2—modified determinant, 0, is less than 107!2.

In Figure 5.3, we can see further evidence of the error’s dependence upon Ax by examining
the behavior of the Fredholm determinant, for several values of Ax, plotted as functions of
A as A — 0. We compare to the Evans function along the same line and show that the
numerical determinant gains approximately one order of magnitude in accuracy each time

Ax is halved, for values of \ approaching the eigenvalue zero of L.
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10710 S— y
—— A x = 0.0586

det( | + K(\) )|

o Ax=0.0293
A x = 0.0146
102~ Ax=0.0073 ]
—+~Ax = 0.0037
107 10 10

t

Figure 5.3. Dependence of the approximated determinant | dety o(Z + K(\))| on the quadra-
ture spacing Az, as A — 0 along the line A(t) = it.

5.3.2 Error in Determinant Calculations for a Known Eigenvalue

We continue to study the behavior of our numerically approximated determinants near the
known eigenvalue A = 0. Because the error using the spacing Az = 0.0037 yields a sufficiently
small error in computing this root (|Error| < 107'2), we will continue to use this spacing.
In Figures 5.4. 5.5, and 5.6, we plot the regular and 2—modified Fredholm determinant for
values of A approaching 0 along the real axis, the imaginary axis, and along a line through the
complex plane, respectively. We can plot both the Fredholm determinant and 2—modified
Fredholm determinant on the same axes, since at A = 0, the ratio between these determinants

is O(1).
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Figure 5.4. Plot of | det,(Z + K(A))[, for p =1 and 2, along the line A(t) = t.

-0.4 -0.2 0 0.2 0.4
t

Figure 5.5. Plot of | det,(Z + KC()))|, for p =1 and 2, along the line A(t) = it.
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Figure 5.6. Plot of | det,(Z + K(A))|, for p =1 and 2, along the line A(t) = (1 —9)t.

5.3.3 Error and Behavior Near the Essential Spectrum

We now consider the behavior of det,(Z + K())), for p = 1 and 2, for values of A\ near
Oess(Loo), as this will be where the determinant is most poorly behaved, and additionally,
where the numerical error will be highest, due to the format of P as described in (5.8).

For L., with ¥(z) = sech(x), the essential spectrum is given by
Oess(Loo) = {N € iR|A = [N > 1/2}. (5.119)

We study the behavior of the Fredholm determinants as we approach the edge of the essential
spectrum, evaluated on the interval [—7.32,7.32].

In Figure 5.7, we plot dety o(Z + K(A)) for various values of Az, as A approaches the
edge of the essential spectrum at A = 0.5¢ along the imaginary axis, and we compare these
results to the Evans function. We note that the numerically computed regular Fredholm

determinant behaves erratically as we get sufficiently close to the edge, but that this effect
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decreases as Az decreases.

behaves sufficiently like the Evans function.

10%¢

107

In particular, for Ax

~
~

0.0037, the numerical determinant

- Ax=0.0586
A x =0.0293
o Ax=00146
-©-Ax=0.0073
+ Ax=0.0037 |
o E()
77777777777 ®_~—;_¥_;_;_~_7_7_;;'§T§AP
0.4999986 0.499999 0.4999994 0.4999998
t

Figure 5.7. | det(Z + KC()A))| as A — 0.5¢ along the imaginary axis, for various values of Azx.

Therefore, in the following plots, we use a truncated interval of [—7.32, 7.32] and a quadra-

ture spacing of Az = 0.0037 to study the Fredholm determinant as A approaches the essential

spectrum.

In Figure 5.8, we evaluate the Fredholm determinant as A approaches A = 0.5¢ along

the imaginary axis. As expected, the determinant gets larger as we approach the edge of

the essential spectrum, but since K is trace class, we know the determinant is finite for all

A é UesS(‘C)'
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0.03

0.25 0.3 0.35 0.4 0.45 0.5
t

Figure 5.8. We model the behavior of |dety o(Z + IC(N))| for A(t) = it, as t — 0.5.

In Figure 5.9, we evaluate the Fredholm determinant as A approaches A = 0.5¢ along a
line parallel to the real axis. We see that as A — 0.5¢, the Fredholm determinant appears to
approach an approximate value of 0.03 in magnitude, which agrees with the results in Figure

5.8.

0.025 ¢
0.02

0.015

| det( 1 + K(\) ) |

0.01¢

-0.3 -0.2 -0.1 0 0.1 0.2 0.3
t

Figure 5.9. Plot of | dety o(Z + K(A))] for A(t) =t + 0.54.
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In Figure 5.10, we evaluate the Fredholm determinant as A approaches A = 0.5 through
the complex plane. The approximate value of | det(Z + K(0.5¢))| agrees with the previous

simulations as A — 0.57 from different directions.

— . a2l ]
610
N2
+
B
S

10-3 = | | | | | -

-0.2 -0.1 0 0.1 0.2
t

Figure 5.10. Plot of |dety o(Z+ /(X)) for A(t) = (1 —4)t+0.5:. The value ¢t = 0 corresponds
to A = 0.5¢

The regular Fredholm determinant appears to behave relatively well, even near the edge
of the essential spectrum. Because we know the Evans function for this particular example,
we can compare the behavior of the determinant to the Evans function. Next, we will show
that our numerically approximated Fredholm determinant agrees with the Evans function,

except when very close to the edge of the essential spectrum.
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In Figures 5.11, 5.12, and 5.13, we plot the relative error between the numerically approx-
imated Fredholm determinant and the Evans function for values of \ approaching the edge
of the essential spectrum, along the lines A(t) = it, A\(t) = t+0.5¢, and A\(t) = (1 —14)t+0.5¢,
respectively. In all three cases, we notice a significant increase in the relative error as we
approach A = 0.5i. Nevertheless, the relative error here is of O(1072), which suggests great
accuracy in our numerical approximation. Undoubtedly, for an even smaller quadrature

spacing, the relative error would decrease even more.

10 ; ]

—_
S
N
T

Relative Error
S
w

107 ‘ ‘
0.25 0.3 0.35 0.4 0.45 0.5

t

Figure 5.11. Relative Error between det; o(Z + IC(A)) and E(X) as A — 0.5¢ along the line
A(t) = it.
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Il Il

-0.2 -0.1 0 0.1 0.2

Figure 5.12. Relative Error between det; o(Z + IC(A)) and E(X) as A — 0.5¢ along the line
A(t) =t + 0.5

Relative Error

-0.2 -0.1 0 0.1 0.2

Figure 5.13. Relative Error between det; o(Z + K()\)) and E(\) as A — 0.5¢ along the line
A1) = (1 — )t + 0.5i.
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Because we know K is a trace class operator away from the essential spectrum, it is
necessarily also Hilbert-Schmidt. In Figure 5.14, we look at the behavior of the 2—modified
Fredholm determinant as A approaches the essential spectrum along the imaginary axis.
Since I € J5, the 2—modified determinant should be bounded for all A, but from Theorem

4.5.5, we know that this bound is A—dependent.

o 10100; |
S
X
+ I
— 1050,
"5 L
o
10° ‘ @ * -
0.25 0.3 0.35 0.4 0.45 0.5

t

Figure 5.14. Plot of | deto o(Z + KC(A))| as A(t) = it approaches Oegs(Loo)-

We see that the 2—modified Fredholm determinant of () appears to blow up as A
approaches the essential spectrum along the line A(t) = it. The behavior of the 2—modified
determinant near the essential spectrum is therefore extremely different from the regular
Fredholm determinant. The determinant appears to tend to infinity in norm as A converges
to the edge of the essential spectrum. This behavior is due to the determinant’s dependence

on the condition number of the matrix P()), as demonstrated in Theorem 4.5.5.
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We expect to see similar behavior as A approaches the edge A = 0.5i of gess(L) along
any line. In Figure 5.15, we observe a similar blowup in the 2—modified determinant for A
approaching the essential spectrum along the line \(¢) = 0.5 + ¢, and in Figure 5.16, we see

even worse behavior at the edge of the essential spectrum along the line A(t) = (1 —1)t+0.5i.
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Figure 5.15. Plot of |dety o(Z+/C(N))| as A(t) = 0.5¢+t approaches the edge of the essential
spectrum.
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Figure 5.16. Plot of |dety(Z + KC(X))|, as A approaches oess(Ls) along the line A(t) =
(1 — i)t + 0.5,

By (5.31), we know that the behavior of the 2—modified Fredholm determinant is due to

its exponential dependence on the condition number of the matrix P()). Since

Cl”PHmaXHP_IHmaX < cond(P(})) < C2HP”maXHP_1”maXa (5.120)

and since when A\ — 0e(L), either p — 0, or v — 0, causing ||P|lmax — 00, We expect
cond(P (X)) to have poles at both edges of the essential spectrum.

In Figure 5.17, we can see that (5.31) is, in fact, an upper bound on | deto(Z + K(N))], as
we model it for \(¢) = it as t — 0.5. We see further confirmation in Figures 5.18 and 5.19,
that in fact,

|deto(Z + K(N))| < |exp{cond®(P(A))}|. (5.121)
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Figure 5.17. Validation of the estimate | detsq(Z + K(A))| < |exp(cond®(P(X)))], along the
line \(t) = it.
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Figure 5.18. Validation of the estimate | dets q(Z + KC(A))| < |exp(cond®(P(X)))], along the
line A(t) = ¢ + 0.5i.
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Figure 5.19. Validation of the estimate | dets q(Z + K(A))| < |exp(cond®(P())))|, along the
line A(t) = (1 — @)t + 0.54.

We see that the regular and 2—modified Fredholm determinants of KC(A) are indeed
bounded for each A. However, we have seen that in the case of the sech solution, the
2—modified Fredholm determinant of I behaves as though it has poles at the edges of
Oess(L), while the regular Fredholm determinant does not. This behavior is to be expected,
because dety(Z + K) = e~ T®) dety (Z + K), and as we show in the next result, in the sech
case, Re(Tr(K)) < 0, where Tr(K) has poles at the edges of Tess(L).

Proposition 5.3.1. For the solution V(x) = sech(z) of the NLSE, the quantity in (4.271)

Vrem
1+ 24 1 — 29\

where \/- denotes the principal square root. In particular, |O] — oo as A — +i/2. Addition-

s given by

0=4

: (5.122)

ally, since by Proposition 4.7.2, Tr(K) = —©, this means that

Re(Tr(K)) < 0, (5.123)
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and so |deto(Z + IC(N))| > | dety (Z + K(N))].

Proof. We recall that Tr(K) = [, Tr(K(z, z))dz, where K is given by

K(z,z')

R, (x)QeA(x*I/)Rg(x’) ,

R, (2)(I - Q)eA*Ry(a'),

This gives that, for fixed A,

K(ZE, €, /\) = _RT(:E)Q()‘)RK(:E)

We express the projection, Q, onto the stable subspace of A,

Qu
Q@2
@31
Qu

Q12
Q22
Q32
Qa2

Q14
Q24
Q34
Qa4

@13
Q23
@s3
Qa3

Q,
Q;

Q,
Q,

x>,

/

(5.124)

(5.125)

(5.126)

Since Ao (A) = PDP ™! by (4.84), Q is of the form Q = PQP_I. Recall that the perturba-

tion operator, R(x), is given by

R(,r) _ 02><2 02><2 _ 0i><2 02><2
—B'M(z) 03, R 02y
Then following (5.21) and (5.22), we find that
—V3sech(z) 0 00| | Q11 Q12 Q13 Qus 0
0  —sech(z) 00| |Q2 Qa2 Q23 Q24 0
K(z,z)=
0 0 00||Q3 320333
|0 0 00]|QuQuQusQu|| O
6Qiz 2v3Qu 0 0
2v/3Q 2Q) 00
= sech?®(x) “ Y
0 0 00
0 0 0 0
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—2v/3sech(x) 0

0 00
0 00
00

—2sech(z)0 0

(5.127)

(5.128)



In the case that A #£ 0,

1 1 1 1
-3 [\/1—21',\ T \/1+2i)\:| V3i [\/1+2u N \/1—21'/\} 00
1 1 1 1
K(z,z;\) = sech’(z) —V3i |:\/1+2i>\ N \/1—21')\] N [\/1—21‘/\ T \/1+2i>\] 00 (5.129)
2 0 0 0 0
i 0 0 0 0]
and so
Tr(K(x, 7)) = —2sech?(x) { L ! ] (5.130)
’ VI—2iA  VI+2iA] '
Similarly, in the case that A = 0,
-3 0 00
) 0 -1 00
K(z,;0) = sech”(z) , (5.131)
0 0 00
0 0 00
and so
Tr(K(z,x;0)) = —4sech®(z). (5.132)
We compute that
/ sech®(r)dz = lim tanh(y) — lim tanh(y) = 2. (5.133)
—00 Y—0o0 Y——00
and so, when \ # 0,
1 1
Tr(K(N)) = —4 + ; 5.134
() V1—=2iA 1+ 20\ ( )
and when \ =0,
Tr(K(A=0)) = -8. (5.135)
These two formulas for Tr(K) are consistent, since
1 1
lim —4 —8. (5.136)

+ -
A0 V1—2iA 1+ 2\
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Since © = — Tr(K), (5.122) follows. Additionally, Re(Tr(/C(\))) < 0, and since dety(Z+K) =

e~ M) dety (T + K), we have that
|deto(Z + K)| > |dety (Z + K). (5.137)

Moreover, we see in (5.134) that Tr(K) has a pole at both edges of the essential spectrum. [

In summary, this result explains and quantifies the blowup of the 2—modified Fredholm
determinant as A — 0.51.

Our numerical simulations confirm our theoretical results that K is, indeed, both Hilbert-
Schmidt and trace class. On the truncated interval [—7.32,7.32] and using the quadrature
spacing Az ~ 0.0037, we compute the eigenvalue 0 = A € 0,(£) within an error of less
than 1072, We show that even where the Fredholm determinant is largest, near the edge
of the essential spectrum, we still maintain a low relative error between the true and nu-
merically computed determinants. We conclude that even though K is both J; and 75,
when finding the values A in the point spectrum of £, we should use the regular Fredholm
determinant, rather than the 2—modified determinant, since Re(Tr(K)) < 0 and hence the
2—modified determinant is always exponentially larger in magnitude than the regular de-
terminant, which will be challenging for either root-finding or contour integral methods for

numerically computing zeros of the Fredholm determinant.

5.4 Chapter 5 Appendix

Proposition 5.4.1. Consider the solution V(x) = sech(x) of the NLSE. The associated
operator kernel K(x,y; \) as defined in (4.211) is infinitely continuously-differentiable almost

everywhere.

Proof. Without loss of generality, we consider the case where A # 0, and where Re(v) <

Re(u), where eigenvalues o = /1 — 2iA and v = /1 + 2i\.
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Our kernel is given by

—R,(2)Qe*="YQRy(y), x>y,
K(z,y) = (5.138)
R, (2)(I - Q)et=C"(I-Q)Ruly), = <uy.
Calling the first equation Kq(z,y) and the second K;g(x,y), we can see that
Ko(z,y) = —R,(2)PQPE QP 'Ry(y), (5.139)

Kig(r,y) = R,(x)P(I- Q)P (I— QP 'Ry(y), (5.140)

where we recall that A (A\) = PDP™!, and Q = P(AQP_1 Let

r(z) O 0 O P, P S: S
R, (r) — () Ry(r) = p_ PP pa S5
0 0 L(l‘) 0 P3 P4 Sg S4
D0 ~ I 0 ~ 00
D = , Q= ,and (I—-Q) =
0 D, 00 0 I
Then -
Ko(z,y) 0 —1r(2)P1eP-E"9S,L(y) 0
Kooy — [Katrw) 0| _ [=x@Py L) o
0 0 0 0
and )
IA{IQ(x, y) O r(z)PyeP+¥S,L(y) 0
K[Q(ZE, y) = = . (5142)
0 0 0 0
The matrix D of eigenvalues of A, is given by
- 0 0 0
D0 0 —v 0 0
D= = , (5.143)
0 D, 0 0 v O
0 0 0 pu




and by (5.8) ,

v
P, P, -1 _1 1 1
P = = " S (5.144)
P; P, vt =t =1 1
1 1 1 1

1
i (5.145)
Sg S4 w 14 ) 1

_—i,u woo—1 1

In the case of the sech solution of the NLSE, r(z) and L(x) are diagonal, such that

3sech(x 0 —2+v/3sech(x 0
r(z) = V3 (=) , L(x) = (=) : (5.146)
0 sech(x) 0 —2sech(z)

This gives that

1% v v

e—H(z—y) e—v(z—y) . e—n(z—y) e—v(z—y)
6 + ) —2vE (- )

IA(Q = sech(z) sech(y) ., (5.147)
2\/52. (B*H(I*y) B 6*!/(96*@/)) _9 <e*u(1*y> + eﬂf(ﬂﬂ*y))
o v o v
and similarly that
R 6 (eu(w—y) + el/(ﬂ:j—y)> _2\/51. (eu(x—y) i elf(ﬂ;—y))
Ko = sech(z) sech(y) . 8 (5.148)
2\/§i <eu(z—y) . eV(JIC/—y)) _9 (eu(z—y) + eu(::rj—y)>

Clearly, K(x,y) is continuous across the diagonal z = y. Furthermore, for A\ ¢ o (L),
w, v # 0, and so K(z,y) is C*° almost everywhere (away from the diagonal). A similar

result holds for the cases where Re(v) > Re(u) or where A\ = 0.
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CHAPTER 6

CONCLUSION

In this dissertation, we first surveyed results from Fredholm [25] and Simon [24] about the reg-
ular Fredholm determinant and 2—modified Fredolm determinant of trace class and Hilbert-
Schmidt operators evaluated on finite intervals which are expressed in terms of scalar-valued
kernels. We extended these results to the case of trace class and Hilbert-Schmidt operators
evaluated on the real line, which are expressed in terms of matrix-valued kernels. Following
the work of Bornemann [26] in which he provided a formula for a numerical approximation of
a trace class operator with scalar-valued kernel on a compact interval, we derived a formula
for a numerical approximation of the 2—modified Fredholm determinant of a Hilbert-Schmidt
operator with matrix-valued kernel on the real line. In order to approximate the regular and
modified Fredholm determinant, we truncated the real line to a finite interval and then ap-
plied a composite Simpson’s quadrature rule to approximate the integrals in the formula for
the Fredholm determinant. Furthermore, we derived novel bounds on the errors related to
these truncation and quadrature approximations.

While the Birman-Schwinger operators associated with solutions of the CQ-CGLE and
NLSE have generally been treated as only being Hilbert-Schmidt, rather than satisfying
the more stringent trace class condition, we were able to present criteria under which such
operator kernels are trace class. Building off of results of Fredholm [25], Gohberg et. al [30],
and Weidmann [31], we were able to show that under certain regularity conditions on the
soliton solution W, these Hilbert-Schmidt operators are, indeed, trace class. To do so, we
extended the classical theory to the case of non-Hermitian Hilbert-Schmidt kernels on the
real line given in terms of matrix-valued kernels.

We then applied our results on trace class and Hilbert-Schmidt operators and their re-

spective Fredholm determinants to the specific case of the CQ-CGLE. Following the work
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of Gesztesy, Makarov, and Latushkin [20], and Zweck, Marzuola, and Jones [22], we pre-
sented the linearization of the CQ-CGLE about a soliton solution and derived the associated
matrix-valued ODE system. Using an analytical formula for the essential spectrum of the
linearized operator [22], we derived the Birman-Schwinger kernel, the roots of whose determi-
nant correspond to the point spectrum of the linearized operator. We were able to apply our
result that sufficiently regular Hilbert-Schmidt operators are trace class to the special case
of the CQ-CGLE, and we showed that under suitable conditions, we could provide bounds
on the numerical error in approximating the associated Fredholm determinants.

To test our results, we considered a known solution of the NLSE and derived an explicit
formula for the matrix-valued kernel in this case. We showed that this solution satisfied
all the necessary criteria for guaranteeing that the associated Birman-Schwinger operator is
trace class. In addition, we derived an analytical formula for the Evans function associated
with this solution. Using our trace class result, coupled with the fact that for trace class
operator kernels of the CQ-CGLE and NLSE, the Fredholm determinant is equal to the
Evans function, we were able to evaluate the error between our numerical approximation
and the true Fredholm determinant.

We conducted numerical tests using the known solution of the NLSE and compared
our theoretical results with those observed in practice. In our numerical simulations, we
showed agreement between the truncation and quadrature error bounds we derived and those
exhibited by our numerical scheme. In fact, for certain solutions, we show that a quadrature
error can be achieved that is even better than the theoretical bound. We quantified the
error between our numerically approximated determinants and the true determinants for
known eigenvalues of the linearized system, and we observed the differences in behavior
of the Fredholm and 2—modified Fredholm determinants near the essential spectrum of
the Birman-Schwinger operator. We also studied how the numerically computed Fredholm
determinants depended on the quadrature method step size, the width of the truncation

interval, and the accuracy of the composite Simpson’s rule.
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With the confidence gained in our method for numerically approximating the Fredholm
and modified Fredholm determinant, we look forward to extending our research. A first
direction for future work is to use this method in partner with a numerical optimization
scheme to locate eigenvalues of linearized operators. After achieving this for known station-
ary solutions, we will be in the position to apply the same procedure to determine stability
of stationary solutions found using a numerical split-step method. We hope to then perform
parameter variation studies on these numerically-located solitons to optimize the parameters
in the laser system. It is our ultimate goal to then apply this method for determining sta-
bility of pulses using Fredholm determinants to the case of periodically stationary solutions,

a feat which is not likely achievable using an Evans function method.
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