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The Boltzmann transport equation (BTE) with electron-phonon (e-ph) interactions com-

puted from first principles is widely used to study electronic transport and nonequilibrium

dynamics in materials. Calculating the e-ph collision integral is the most important step in

the BTE, but it remains computationally costly, even with current MPI+OpenMP paral-

lelization. This challenge makes it difficult to study materials with large unit cells and to

achieve high resolution in momentum space. Here, we show acceleration of BTE calculations

of electronic transport and ultrafast dynamics using graphical processing units (GPUs). We

implement a novel data structure and algorithm, optimized for GPU hardware and devel-

oped using OpenACC, to process scattering channels and efficiently compute the collision

integral. This approach significantly reduces the overhead for data referencing, movement,

and synchronization. Relative to the efficient CPU implementation in the open-source pack-

age Perturbo (v2.2.0), used as a baseline, this approach achieves a speed-up of 40 times

for both transport and nonequilibrium dynamics on GPU hardware, and achieves nearly lin-

ear scaling up to 100 GPUs. The novel data structure can be generalized to other electron

interactions and scattering processes. We released this GPU implementation in the latest

public version (v3.0.0) of Perturbo. The new MPI+OpenMP+GPU parallelization en-

ables sweeping studies of e-ph physics and electron dynamics in conventional and quantum

materials, and prepares Perturbo for exascale supercomputing platforms.
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I. INTRODUCTION

Electron-phonon (e-ph) interactions govern a wide range of properties in materials, includ-

ing electronic transport, nonequilibrium dynamics of excited electrons, superconductivity,

optical behavior, and polarons1,2. First-principles calculations based on density functional

theory (DFT) and related techniques can calculate e-ph interactions with quantitative ac-

curacy3,4. In recent years, the combination of semiclassical Boltzmann transport equation

(BTE) with first-principles e-ph interactions has enabled accurate predictions of electronic

transport in metals5,6, inorganic and organic semiconductors7–16, complex oxides17–19, and

quantum materials20–23.

For studies of ultrafast nonequilibrium dynamics, solving the BTE in the time domain − a

scheme called the real-time BTE (rt-BTE) − provides a favorable balance between accuracy

and computational cost24,25. At present, this method can address the ultrafast dynamics of

excited electrons26–28, the coupled nonequilibrium dynamics of electrons and phonons29–32,

and with appropriate extensions to the formalism, the ultrafast dynamics of excitons33–35.

To accelerate the solution, the rt-BTE method can also take advantage of data-driven tech-

niques36, such as dynamic mode decomposition37,38 and interaction compression39, as well

as advanced adaptive and multi-rate time-stepping schemes32. The rt-BTE scheme offers a

practical approach focused on incoherent dynamics on femtosecond to picosecond timescales

that complements methods targeting coherent dynamics, such as time-dependent DFT40–43

and nonequilibrium Green’s functions44–47.

Despite the overall efficiency, the rt-BTE method still requires parallelization and ex-

tensive software optimization, particularly for simulations of materials with large unit cells,

and/or using dense momentum grids and targeting long simulation times beyond the pi-

cosecond timescale32. In the Perturbo code, after identifying the relevant e-ph scattering

processes, the collision integral − the key quantity in BTE calculations − is computed by

looping over these scattering channels48. Even after selecting a relevant energy window and

retaining only energy-conserving scattering channels, in a typical calculation, the total num-

ber of active scattering channels can still be as large as 108 or higher, which poses a major

computational challenge for CPU hardware. Therefore, for both transport and time-domain

dynamics, it is particularly important to design a data structure that addresses the high-

dimensionality and sparsity of e-ph interactions and scattering processes32.
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Using graphic processing units (GPUs)49, which are now prevalent and widely available,

could be game changing for accelerating BTE calculations of transport and nonequilibrium

dynamics, and potentially a broader range of e-ph physics. Unlike CPUs, which typically

feature a limited number of high-performance cores and are optimized to handle complex

workloads, GPUs can process a large volume of lightweight tasks. Originally designed for

processing images, in the last decade GPUs have greatly expanded their scope in scien-

tific computing, becoming an increasingly popular option for high-performance tasks50. For

example, on the Perlmutter cluster at the National Energy Research Scientific Comput-

ing Center (NERSC)51, at present about 40% of the compute nodes are GPU nodes, each

equipped with 28,000 CUDA cores. In contrast, each CPU node contains only 128 cores.

Although each GPU core has lower computing power than a CPU core, GPUs can perform

a large number of simple tasks with a high degree of parallelism.

However, two key considerations need to be addressed when designing algorithms for

GPU execution. First, it is important to minimize data movement between the host and

GPUs because it causes substantial overhead. Second, atomic operations must be optimized

to avoid communication and synchronization between GPU cores, which causes significant

performance loss52. This is particularly evident in a parallel CPU implementation of the

BTE method, where different scattering channels contributing to the collision integral are

typically handled by different processes or threads48. Therefore, we seek to design a data

structure for e-ph scattering in the BTE that is optimal for use on GPUs.

Several programming frameworks are available for GPU algorithms, such as the widely

used CUDA and OpenACC. Due to its low-level architecture, CUDA offers greater con-

trol and optimization, but at the cost of increased complexity for code implementation and

maintenance. In contrast, OpenACC offers a directive-based approach that enhances code

readability and maintainability, with only a slight performance loss. In addition, OpenACC

is designed for portability across platforms and thus is not limited to GPUs from any specific

vendor. These strengths led us to use OpenACC in this work.

Here, we design an efficient GPU data structure and algorithm for the BTE, and im-

plement them with OpenACC in Perturbo, to accelerate calculations of transport and

ultrafast dynamics using GPUs. Our new data structure optimizes data allocation and

movement, as well as communication and synchronization between GPU cores. We show

benchmarks for performance, memory consumption, and strong scaling in several materials.

3



Our analysis shows a substantial performance improvement relative to the (already efficient)

reference CPU implementation: we achieve a speed-up by ∼40 times for BTE calculations

of transport and nonequilibrium dynamics on GPUs, realizing nearly linear scaling up to

100 GPUs. This new implementation was released in Perturbo v3.0 in early 2025.

II. RESULTS

A. BTE for transport and ultrafast dynamics

The semiclassical BTE models the change in electronic occupations in response to external

fields and collision processes. In a solid, these processes are naturally described in momentum

space48:
∂fnk(t)

∂t
= −

[
ℏ−1∇kfnk(t) · F

]
+ I[fnk(t)], (1)

where fnk(t) is the occupation factor at time t of an electronic state with crystal momentum

k and band index n2,3. Note that we assume slowly varying fields and homogeneous material

and electronic occupations, which removes spatial derivatives. Under an external field F

(F = −eE for electrons in the presence of an electric field E), the change in electron

occupations is determined by the drift term (first term on the right-hand side) and the

collision integral I. The BTE is solved in the time domain for ultrafast dynamics and at

steady state for transport (see Methods for details). Computing the collision integral is the

main bottleneck in the algorithm for both ultrafast dynamics, where it is computed at each

time step, and for transport calculations, where it is computed in each iteration step.

B. Collision integral, e-ph coupling matrix, and scattering channels

Using Fermi’s golden rule, the collision integral I for nonequilibrium dynamics reads2,48

Ie−ph[fnk(t)] = −2π

ℏ
1

Nq

∑
mqν

∣∣∣gmnν(k, q)
∣∣∣2×[

δ
(
εnk−εmk+q + ℏωνq

)
× Fabs + δ

(
εnk − εmk+q − ℏωνq

)
× Fem

]
.

(2)

The above equation describes the e-ph scattering process for an electron from the initial

state |nk⟩ with energy εnk to the final state |mk + q⟩ with energy εmk+q, by absorbing
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(emitting) a phonon with wave vector q (−q), mode index ν, and frequency ωνq.

Each absorption or emission process can be labeled using the notation (k, q, n,m, ν),

here referred to as a scattering channel. The factors Fem and Fabs depend on the carrier

occupations fnk(t) and the phonon occupations Nνq. In addition, gmnν(k, q) are elements

of the e-ph coupling matrix g(k, q) computed from first principles, the δ functions enforce

energy conservation, and crystal momentum conservation is satisfied by using commensurate

electron and phonon grids (with Nq grid points) and selecting appropriate (k, q) pairs for

each scattering process. For convenience, in the following we denote the collision integral

for state |n,k⟩ as I(n,k) = Ie−ph[fnk(t)]. Although the expression for I(n,k) is different in
transport calculations (see Methods), the same data structure and algorithm apply to both

transport and ultrafast dynamics, and are illustrated here for the ultrafast dynamics case.

Computing the collision integral I for all electronic states involves summing over all ac-

tive scattering channels. The electronic structure and lattice dynamics are first obtained in

the entire Brillouin zone. Then, we restrict the electronic states of interest to a given en-

ergy window, significantly reducing the total number of (k, q) pairs48. For each (k, q) pair,

the nominal number of scattering channels prior to imposing any conservation constraints

is N2
b × Nν , where Nb is the number of included bands and Nν is the number of phonon

modes. By imposing an approximate energy conservation (with a Gaussian δ-function) and

discarding channels with |gmnν(k, q)| below a prescribed cutoff, the set of active scattering

channels is further reduced to a small fraction of the total. This process makes gnmν(k, q)

highly sparse in the parameter space (k, q, n,m, ν) (see Supplementary Fig. 1), saving ex-

tensive memory and computational cost39. This scattering channel selection algorithm is

implemented in Perturbo v2.2.0 and earlier CPU-based versions48, and achieves efficient

performance and memory usage on CPUs.

However, the calculation of the collision integral I remains the most computationally de-

manding part of the BTE workflow and would greatly benefit from GPU acceleration. The

CPU implementation is highly optimized using hybrid MPI and OpenMP parallelization but

is not readily adapted to GPU parallelization for two main reasons. First, when computing

the collision integral, the CPU implementation uses a large number of atomic operations to

avoid competition (so-called “race conditions”) between threads parallelized over scattering

channels. Second, the use of numerous arrays of variable lengths to store information about

the scattering channels (k, q, n,m, ν) requires referencing millions of individual heap alloca-
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tions, introducing substantial overhead that limits GPU performance.

We propose a GPU-optimized data structure and algorithm that address these limitations

and efficiently calculate the collision integral on GPUs. In the following, we describe this

data structure and algorithm, and show benchmarks of performance, memory usage, and

scaling behavior, using the CPU implementation of Perturbo as a reference.

C. Data structure and implementation

1. Reference CPU algorithm

As discussed above, the electronic bands, phonon modes, and momenta collectively label

an active scattering channel between states |nk⟩ and |mk + q⟩. The e-ph coupling matrix

g is effectively sparse and irregular in this parameter space (k, q,m, n, ν). Consequently,

using a single 5-dimensional array to store gnmν(k, q) leads to highly inefficient code as

many of its entries are zero or very small (see Supplementary Fig. 1). In practice, we

group together all active scattering channels involving the same (k, q) pairs, and create an

abstract type containing all relevant information for each pair. This design leverages benefits

of object-oriented programming, such as flexibility and maintainability, while at the same

time decoupling the (k, q) pairs, which enables efficient distributed programming using MPI.

Specifically, we define the object scatter base to store all the relevant information for all

the active scattering channels of each (k, q) pair, thus filtering out all redundant e-ph and

scattering channel data. A schematic of this data structure is shown in Fig. 1.

We use this implementation and data structure, available in Perturbo v2.2.0 and earlier

versions48, as a reference or baseline for benchmarking code performance. This “Baseline-

CPU” algorithm features hybrid MPI plus OpenMP CPU parallelization, where the k points

are evenly distributed over different MPI processes. For ultrafast dynamics simulations, this

code has two nested loops for each k point: an outer loop over (k, q) pairs accelerated

with OpenMP, and an inner loop over active scattering channels for the current (k, q) pair,

executed sequentially by each OpenMP thread. For transport, there is an additional inner

loop over Cartesian components of the external field. When the same collision integral

I(n,k) is updated by multiple threads simultaneously, as in the red arrows in Fig. 1, the

race condition between threads is avoided using OpenMP atomic operations.
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ik ikq nchl eph_g2(:) bnds_idx(:)

…

scatter_base eph_g2
bnds_idx

Thread a, b, c, …

…

<latexit sha1_base64="+fexlzdo81K6h9ifyX5URaPWCxc=">AAACSHicbZDLSsNAFIYn9VbrrbVLEYJFqCAlEW/LohvdVbAXaEuZTCftkMlMmDkRSsjKp3Grb+Eb+BbuxJ2TtgttPTDMz3fOgf/8XsSZBsf5sHIrq2vrG/nNwtb2zu5esbTf0jJWhDaJ5FJ1PKwpZ4I2gQGnnUhRHHqctr3gNuu3n6jSTIpHmES0H+KRYD4jGAwaFA97IYYxwTy5T6vitOdJPtST0HxJkJ4MihWn5kzLXhbuXFTQvBqDklXuDSWJQyqAcKx113Ui6CdYASOcpoVerGmESYBHtGukwCHV/WR6R2ofGzK0fanME2BP6e+NBIc6M2cmM9d6sZfBf3sZUdrX6RIFKfkC9hQOKCxYBf+6nzARxUAFmTn1Y26DtLNU7SFTlACfGIGJYuZYm4yxwgRM9gUTo7sY2rJondXcy9rFw3mlfjMPNI8O0BGqIhddoTq6Qw3URAQ9oxf0it6sd+vT+rK+Z6M5a75TRn8ql/sBqcKy3g==</latexit>I(n,k)
a

b
c

… … … … …
1 2 2 eph_g2(2) bnds_idx(2)
… … … … …

Figure 1. Schematic of the scatter base data structure. The information for each (k, q)

pair is stored as a separate entry in scatter base, as shown using different colors. The variables

ik, ikq, nchl are indices of the k and k+ q points and the number of active scattering channels,

respectively. The variables eph g2 and bnds idx are arrays holding, respectively, the squared norm

of the e-ph matrix elements and the joint indices of bands and phonon modes for each scattering

channel. The relation of these variables to the collision integral I(n,k), whose components can be

updated by multiple processes and threads simultaneously, is shown using red arrows.

2. Optimized GPU algorithm

A direct implementation of the Baseline-CPU algorithm on GPUs would be inherently

inefficient as GPUs are optimized for executing many lightweight threads concurrently, and

therefore perform poorly when frequent atomic updates are required. Moreover, OpenACC

generates one data transfer per memory allocation, so allocating a large number of variable-

length arrays incurs significant overhead. The combination of numerous heap allocations

and frequent atomic operations across threads would severely limit the efficiency of a GPU

version of the above algorithm.

To achieve GPU acceleration, we redesign the data structure and code implementation

for the key step of the BTE algorithm, the calculation of the collision integral. In the

optimized data structure, shown in Fig. 2, we allocate scatter and scatter channels,

which store the same information as scatter base but using fixed-size buffers instead of

variable-length arrays. This avoids dynamic GPU allocations and improves performance,

while preserving the flexibility of object-oriented programming. In addition, to eliminate

atomic updates on the GPU, we develop an algorithm that inverts the accumulation scheme:

rather than assigning multiple threads to update the contribution of each scattering channel

to one collision integral I(n,k), it distributes threads over I(n,k) itself. Each thread then

identifies the scattering channels that contribute to its assigned I(n,k). The calculation of
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nk_index
…
…

Figure 2. Data structure optimized for GPUs. a Setup of the scattering channels and

target layer. Relevant quantities for the (k, q) pairs are stored into multiple arrays: scatter,

which stores the indexes of the k and k + q points, and scatter channels, which stores infor-

mation for all scattering channels, such as the square of the e-ph matrix elements (eph g2), the

joint indices of bands and phonon modes (bnds idx), and the index of the (k, q) pair (kq index).

Scattering channels shown with the same color are associated with the same (k, q) pair. In ad-

dition, stargets sources indexes the elements of the collision integral I(n,k) and the position

of the scattering channels (sc idx) in scatter channels. The positive (negative) sign of sc idx

reflects how that entry contributes to the collision integral. The rows of stargets sources are

arranged in order, with rows sharing the same (n, k) grouped together, as shown with curly braces.

Each such group is called a target, and for each group, the position in stargets sources (src),

the length (len), and the combined (n, k) index (nk index) are stored in targets. Together,

stargets sources and targets constitute the target layer. b Calculation of the contribution to

the collision integral from each scattering channel, defined in Eq. 2, which is computed and stored

in sc col. c Update of collision integrals I(n,k). Each element of I is updated by one target and

one thread of execution. Using the target layer described in (a), each target is able to find the

contribution of all the associated scattering channels in sc col, as shown with red arrows.

the collision integral with the optimized GPU algorithm and data structure consists of three

steps:

8



1. Create the target layer:

In the first step, the scattering channels are traversed to determine to which elements

of the collision integral I(n,k) they contribute. Channels contributing to the same

element of I are grouped together and form a target. This grouping is handled in the

target layer (Fig. 2a), where each scattering channel of scatter channels contributes

to two different collision integrals, I(n,k) and I(m,k + q). These contributions are

equal in magnitude but opposite in sign: In Fig. 2a, the positive sign of sc idx

denotes the contribution to I(n,k) and the negative sign to I(m,k+q)). The rows of

stargets sources are sorted based on their contribution to the collision integral and

grouped into a target. This step is not computationally intensive and is performed

only once on CPUs. See Supplementary Note 1 for demo code related to this step.

2. Compute the contribution from each scattering channel:

The second step evaluates the contribution of each scattering channel to the collision

integral. As shown in Fig. 2b, the contribution to I(n,k) from each channel is stored

in the variable sc col, which has the same number of rows as scatter channels.

This computationally demanding step is accelerated on GPUs using heterogeneous

programming with OpenACC. Example code is provided in Supplementary Note 2.

3. Collect the contributions from all targets:

This step updates the collision integrals using contributions from all targets computed

in Step 2. The routine loops over targets to update the elements of I by summing

over contributions from all scattering channels in each target (Fig. 2c). This way,

only one element of I will be updated for each thread, as shown with black arrows in

Fig. 2c. Using target-1 as an example, the first row of targets records the position

of this target in stargets sources. By using the value of sc idx for all relevant

elements in stargets sources, the code finds all the scattering channels in sc col

(see red arrows in Fig. 2c). Then those values are summed together to update the

corresponding element of I in the current thread. This step is performed on GPUs for

acceleration. Demo code for this step is provided in Supplementary Note 3.

The new data structure resolves the inefficiency of the Baseline-CPU method by mini-

mizing host–device data transfers, reducing the number of atomic operations across threads,

as well as eliminating memory padding through data alignment.
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Figure 3. Simulation setup for four systems. a Electrons in GaAs, b electrons in graphene,

c hole carriers in silicon, and d holes in silicon with SOC. Band structures are shown together with

the selected energy windows (shaded regions) and the initial populations for the nonequilibrium

dynamics simulations (red dots). Energies are shifted so that the Fermi energy is at 0 eV.

As our discussion has focused on ultrafast dynamics, we briefly mention the main dif-

ferences in the implementation for transport calculations. For ultrafast dynamics, the

contribution to the collision integrals I(n,k) and I(m,k+q) from a single scattering chan-

nel is equal in magnitude and opposite in sign. This allows us to define only a 1D array for

sc col(:) and use the sign of sc idx for bookkeeping. For transport, this is not possible,

and thus sc col needs an additional dimension. In practice, sc col is defined as a 3D array

to account for the external field, and the code has an additional loop over the directions of

the field. These small differences do not affect the performance.

D. Performance, memory usage, and scaling analysis of GPU code

1. Simulation setup

We benchmark the GPU implementation on four selected systems: electron carriers in

gallium arsenide (GaAs), graphene, hole carriers in silicon (Si) modeled without spin-orbit

coupling (SOC), and hole carriers in silicon with SOC (Si-SOC). These cases cover a range of

scenarios, including metals and semiconductors, calculations with and without SOC, electron

and hole carriers, and 2D and bulk materials. The band structures, energy windows for

nonequilibrium dynamics, and the initial population for nonequilibrium simulation for all

four systems are shown in Fig. 3.
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As shown in Table 1, in the ultrafast dynamics simulation of electrons in GaAs, after

imposing an energy window of 0.7 eV above the conduction band edge, the number of k and

q points in GaAs are reduced from 1353 to 56713 (2% of the original value) and 637412 (26%

of the original value), respectively. Imposing energy conservation and a cutoff on |g(k, q)|
further reduces the number of scattering channels, from a nominal value of 1011 to an actual

value of 108. These values justify our approach of keeping only the active scattering channels

(108 in the case of GaAs) and looping over these channels in the code.

TABLE 1. Summary of simulation parameters for the four systems studied, including the number

of bands and phonon modes (n,ν), the number of (k, q) points, and the number of nominal and

active scattering channels.

Systems (n,ν)
(#k,#q) # channels

Nominal Energy window Nominal Active

GaAs (1,6) (1353, 1353) (56713, 637412) 1011 108

graphene (1,6) (13002, 13002) (43206, 131605) 1011 108

Si (3,6) (1053, 1053) (44275, 232728) 1012 108

Si-SOC (6,6) (953, 953) (29317, 151560) 1012 107

2. Performance comparisons

We first compare the wall-time of the optimized-GPU code with the Baseline-CPU al-

gorithm to directly show the performance improvement. Figure 4a-d compare calculations

carried out with the baseline CPU algorithm, used as a reference, and the optimized GPU

algorithm, for both transport and ultrafast dynamics, for the four systems studied. For

transport calculations, the wall time used in the plots is the average elapsed wall time of

each iteration in the iterative BTE solution, and for ultrafast dynamics, the wall time is for

one time step of the rt-BTE simulation.

The speed up of the GPU implementation relative to the baseline CPU code is notewor-

thy. Our optimized GPU code achieves a speedup by a factor of 44 for transport and 35

for ultrafast dynamics. We find similar speed-ups for all systems in our test set, showing

11



Figure 4. Performance of the optimized GPU implementation. a-d, performance, and

e-h, memory usage, for the four systems studied here, respectively. The left panels, a–d, show the

wall time (in seconds, on a logarithmic scale) for ultrafast dynamics (blue) and transport (red)

calculations. The speedup values, obtained as the ratio of Baseline-CPU to optimized-GPU code

wall times, are given above each bar in the optimized-GPU results. The right panels, e-h, give

the memory usage (in GB) on CPU (solid colors) and GPU (striped bars) for the same systems.

Memory usage values annotated in the plot are referenced to the baseline CPU results.

that the speed-up is an intrinsic feature of the GPU algorithm independent of the system

studied. This order-of-magnitude speed up is the result of careful design and optimization

of array structures, data transfer, and thread management in our GPU algorithm.

To demonstrate the importance of our novel data structure optimized for GPUs, we run

the optimized GPU code with and without OpenACC directives in the same HPC settings.

This test compares the performance of the same GPU-optimized code executed on GPU

versus CPU hardware; this is a fair and established approach to compare CPU and GPU

code. As shown in the Supplementary Fig. 2, the optimized-GPU code runs 25−50 times

faster on GPUs than on CPU hardware, for both transport and ultrafast dynamics. This

result demonstrates the considerable acceleration achieved on GPUs.

Next, we compare memory consumption in the baseline CPU and optimized GPU algo-

rithms. In Fig. 4e-h, we show data on memory usage. For all calculations without SOC,

we find that the memory allocation in the optimized GPU code is approximately 70% for

ultrafast dynamics, and 200% for transport, relative to the memory used in the baseline

CPU code. This difference arises from the need to store several intermediate variables in the

GPU implementation of transport, in particular the direction of the applied electric field,
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Figure 5. Strong-scaling performance. Speedup versus number of GPU nodes for a GaAs,

b graphene, c Si, and d Si with SOC. Results for the optimized-GPU code are shown using solid

lines with symbols for ultrafast dynamics (purple) and transport (red). The dashed line shows

the ideal linear scaling. Common scenarios for most users (≤ 20 GPU nodes) are indicated with

shaded regions.

which in the Baseline-CPU code is replaced by an iterative loop without loss of performance.

Finally, the calculation with SOC in Fig. 4h uses more memory than the cases without SOC.

The reason is that the number of scattering channels in the arrays scales with the number

of bands, resulting in a higher memory usage when SOC is included. Despite the higher

memory usage, the wall-time speed-up is unchanged in the presence of SOC.

3. Strong scaling analysis

The strong scaling measures how the speedup scales with the number of computing nodes

for a fixed simulation size. Therefore, strong-scaling benchmarks address a key question for

computationally intensive simulations: What performance improvement can one obtain by

increasing the computational resources? To avoid confusion with the speed-up of GPU

versus CPU code discussed above, we define the strong-scaling speed-up as:

Strong-scaling speedupN =
T4−nodes

TN−nodes

(3)

where T4−nodes and TN−nodes are the wall times for simulations using 4 and N nodes,

respectively.
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We carry out strong-scaling benchmarks for the optimized GPU code, for both transport

and ultrafast dynamics, using between 4 and 64 GPU nodes. Setup details of these simula-

tions, which employ very dense grids in momentum space, are provided in Table 2. Strong

scaling results for the four systems studied here are shown in Fig. 5. Based on the definition

of strong-scaling speedup given above, the ideal speedup is N
4
, where N is the number of

nodes. This ideal value is shown in Fig. 5 with a dashed line and used as a reference.

Our results in Fig. 5 show that in common scenarios for most users, consisting of calcu-

lations with up to 20 GPU nodes, our GPU code exhibits nearly ideal scaling performance,

which extends up to 24 nodes or more nodes in most cases. The only case that deviates

from this trend is transport calculations in Si with or without SOC (red lines in Fig. 5c-d).

Due to the high memory demand for these calculations, the scaling remains nearly ideal up

to 8 GPU nodes, but deviates increasingly beyond that. For all systems, the acceleration

efficiency drops to around 40–60% of the ideal scaling at 64 nodes. This reduction is com-

mon in GPU codes and is mainly due to insufficient workload per GPU when such a large

number of nodes is employed. This result implies that allocating excessive GPU resources

to a calculation that can be completed on a much smaller number of nodes is unnecessary

and inefficient.

TABLE 2. Momentum grid size and computational resources for performance and strong scaling

analysis on four systems. Note that the momentum grid is two-dimensional in graphene and three-

dimensional for the other materials.

GaAs graphene Si Si-SOC

Performance Transport 1203 12002 953 753

(1 node, size fixed) Dynamics 1353 13002 1053 903

Strong scaling Transport 1553 17002 1253 953

(#nodes vary, size fixed) Dynamics 1953 23002 1503 1203
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III. DISCUSSION

In this work, we have developed an efficient GPU algorithm and data structure to ac-

celerate BTE calculations of electronic transport and ultrafast dynamics governed by e-ph

interactions. The code is developed in OpenACC and is included in version 3.0 of the

open-source code Perturbo. Due to the directive-based approach used in OpenACC, the

implementation is easy to maintain. With GPU acceleration, this new version of Perturbo

provides a highly efficient MPI+OpenMP+GPU parallelization that can fully take advan-

tage of modern Exascale HPC computing environments with multi-core CPUs and GPU

accelerators.

Through extensive benchmarks, we report speed-ups by a factor of ∼40 for transport and

ultrafast dynamics relative to the reference, state-of-the-art CPU implementation in the pre-

vious version of Perturbo. This result is achieved by reformulating the data structure and

algorithm to store e-ph interactions and carry out calculations of collision integrals. Our

approach optimizes data allocation and movement between host and GPUs and synchroniza-

tion between numerous GPU cores. We analyze the performance, memory consumption, and

strong scaling for three materials. The strong scaling analysis shows nearly ideal scaling up

to 16 GPU nodes (64 GPUs), with only a slight decrease in performance up to 24 GPU

nodes (96 GPUs) for most cases.

While the optimized GPU data structure is discussed in the context of e-ph interactions,

the same data structure can also be used for other scattering mechanisms, such as electron-

defect53, exciton-phonon33, magnon-phonon54, and phonon-phonon29,32 interactions. Note

that we did not consider GPU acceleration for the interpolation of e-ph matrices, which

has been studied in previous work55,56, mainly because recently developed compression al-

gorithms39 make the e-ph interpolation routines already highly efficient. In a future release,

we will extend the GPU acceleration feature to other modules of Perturbo.
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IV. METHODS

A. Ultrafast dynamics and carrier transport simulations

1. Ultrafast dynamics simulations

The ultrafast carrier dynamics, described by the time evolution of carrier occupations

fnk(t), can be simulated by solving the rt-BTE defined in Eq. 1 starting from an initial

nonequilibrium distribution. The absorption and emission occupation factors in Eq. 2 are

defined as48:

Fabs = fnk(1− fmk+q)Nνq − fmk+q(1− fnk)(Nνq + 1)

Fem = fnk(1− fmk+q)(Nνq + 1)− fmk+q(1− fnk)Nνq,
(4)

where fnk and Nνq denote electron and phonon occupations. Starting with an initial value of

fnk(t), the rt-BTE can be solved by explicit time-stepping, in our case using the fourth-order

Runge-Kutta method. The collision integrals for each band and momentum are evaluated

at each time step, with a typical simulation comprising 1,000−10,000 time steps. More

advanced methods such as adaptive and multirate time integration have also recently been

proposed for more efficient time stepping32. The choice of the initial electron occupation

depends on the specific problem being studied, with common options including Lorentzian,

Fermi-Dirac, and Gaussian distributions in energy. We use Gaussian energy distributions to

model the initial electronic occupations for ultrafast dynamics simulations of all materials

studied in this work.

2. Electronic transport calculations

The BTE reaches a steady state when the time derivative ∂fnk(t)/∂t in Eq. 1 vanishes.

At steady state, the drift term from the external field E is balanced by the e-ph collisions.

For weak electric fields, the electron occupations fnk can be expanded to first-order in the

field as48

fnk = f 0
nk + f 1

nk +O(E2)

= f 0
nk + eE · Fnk

∂f 0
nk

∂ϵnk
+O(E2),

(5)

where f 0
nk is the equilibrium Fermi-Dirac distribution and Fnk characterizes the first-order

deviation from the equilibrium distribution.
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Substituting Eq. 5 into Eq. 1, we obtain an iterative approach to compute the deviation

from equilibrium48:

F i+1
nk = F 0

nk +
τnk
Nq

∑
m,νq

F i
mk+qW

νq
nk,mk+q, (6)

from which the conductivity and other transport coefficients can be obtained. Above, the

e-ph scattering rate is defined as

W νq
nk,mk+q =

2π

ℏ

∣∣∣gmnν(k, q)
∣∣∣2

×
[
δ
(
ϵnk − ℏωνq − ϵmk+q

)
(1 +Nνq − fmk+q)

+ δ
(
ϵnk + ℏωνq − ϵmk+q

)
(Nνq + fmk+q)

] (7)

and F 0
nk = τnkvnk=

(
1
Nq

∑
m,νq W

νq
nk,mk+q

)−1

vnk is the deviation from equilibrium in the

relaxation time approximation, which is used as the initial guess in the iterative method.

3. Collision integral for transport calculations

The collision integral for transport calculations can be obtained from Eq. 6 as48

I(n,k, α) = 2π

ℏNq

τnk
∑
mqν

|gmnν(k, q)|2 × F i
mk+q,α ×[

δ
(
ϵnk − ℏωνq − ϵmk+q

)
(1 +Nνq − fmk+q)

+ δ
(
ϵnk + ℏωνq − ϵmk+q

)
(Nνq + fmk+q)

]
,

(8)

where α denotes the Cartesian directions of the applied electric field E. For transport

calculations using the iterative solution of the BTE, collision integrals are typically evaluated

for 10−100 iterations to reach convergence, depending on the specific system and conditions.

B. Benchmark setup and computational environment

We design benchmarks that use different momentum-grid sizes and computational re-

sources (see Table 2). Performance tests are conducted on a single compute node and the

strong-scaling analysis is performed on 4 to 64 nodes. The grid size for each material is cho-

sen to fit on one node for performance tests and on four nodes for strong scaling tests. As

the memory requirements for transport and ultrafast dynamics are different, we use different

grid sizes for these two types of calculations.
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For a fair comparison, all benchmark tests − including both CPU and GPU calculations

− are performed on the heterogeneous GPU nodes of the Perlmutter cluster at NERSC.

Each heterogeneous GPU node consists of one CPU (AMD EPYC 7763) with 64 cores and

four GPUs (Nvidia A100 with 40GB)51. For transport and ultrafast dynamics simulations

using the GPU-optimized code, only the collision integral, which is the most computationally

expensive part in the solution of the BTE, is performed on GPUs, while the remaining part of

the algorithm is executed on CPUs. Each CPU (GPU) calculation is repeated 10 (50) times

independently, and we report the average wall-time to ensure statistical significance of the

results. Finally, the accuracy of the GPU implementation was validated through integration

tests, not discussed in this work, using the Python-based package Perturbopy57.

C. First-principles calculations

The first-principles calculations are performed following the established workflow dis-

cussed in Ref.48. In the first step, the electronic ground states and band structures of

the four systems are obtained from DFT calculations using the Quantum ESPRESSO

package58. We use the local density approximation (LDA)59 and norm-conserving pseu-

dopotentials60. The lattice dynamics and e-ph perturbation potentials are computed using

density functional perturbation theory (DFPT) on 8 × 8 × 8, 18 × 18 × 1, and 8 × 8 × 8

q-point grids for GaAs, graphene, and silicon, respectively.

Using these inputs, together with Wannier functions generated with the Wannier90

code61, we calculate the e-ph coupling matrices and interpolate them onto denser grids

using the open-source Perturbo code. The momentum grids are chosen separately for

different simulations and are given in the main text. The delta functions enforcing energy

conservation during scattering processes are approximated using Gaussian functions with a

5 meV broadening. Relatively large energy windows − respectively, 0.7 eV for GaAs, 1.3 eV

for graphene, and 0.55 eV for silicon − are used to generate grids that fill the computational

capacity of one node in benchmark tests and 4 nodes in strong-scaling tests, as discussed

above. For ultrafast dynamics simulations, the initial distributions of excited carriers are

modeled as narrow Gaussian functions with broadening parameters of 20 meV for GaAs

and graphene, and 10 meV for silicon. The fourth-order Runge-Kutta method is used to

time-step the rt-BTE.

18



V. DATA AVAILABILITY

Additional data supporting the findings of this study are available in the Supplementary

Information. The source data and plotting scripts used to generate the figures are provided

via Zenodo at https://doi.org/10.5281/zenodo.17522786.

VI. CODE AVAILABILITY

The newly developed GPU implementation has been publicly released in Perturbo v3.0,

which is available for download at https://perturbo-code.github.io.
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