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Abstract—Delay-Doppler (DD) signal processing has emerged
as a powerful tool for analyzing multipath and time-varying chan-
nel effects. Due to the inherent sparsity of the wireless channel
in the DD domain, compressed sensing (CS) based techniques,
such as orthogonal matching pursuit (OMP), are commonly
used for channel estimation. However, many of these methods
assume integer Doppler shifts, which can lead to performance
degradation in the presence of fractional Doppler. In this paper,
we propose a windowed dictionary design technique while we
develop a delay-aware orthogonal matching pursuit (DA-OMP)
algorithm that mitigates the impact of fractional Doppler shifts
on DD domain channel estimation. First, we apply receiver
windowing to reduce the correlation between the columns of
our proposed dictionary matrix. Second, we introduce a delay-
aware interference block to quantify the interference caused by
fractional Doppler. This approach removes the need for a pre-
determined stopping criterion, which is typically based on the
number of propagation paths, in conventional OMP algorithm.
Our simulation results confirm the effective performance of
our proposed DA-OMP algorithm using the proposed windowed
dictionary in terms of normalized mean square error (NMSE)
of the channel estimate. In particular, our proposed DA-OMP
algorithm demonstrates substantial gains compared to standard
OMP algorithm in terms of channel estimation NMSE with and
without windowed dictionary.

Index Terms—Delay-Doppler Signal Processing, Compressed
Sensing, Channel Estimation, Fractional Doppler shifts.

I. INTRODUCTION

Delay-Doppler (DD) signal processing has gained mo-
mentum in research on the design of future communication
networks due to the reasons that are well articulated in [1]—
[4]. DD domain multiplexing techniques, such as orthogonal
time frequency space (OTFS) modulation [1], leverage high
resolution in both delay and Doppler domains in handling
high-Doppler multipath channels. While time-domain channel
impulse response rapidly varies in high-mobility scenarios,
certain channel parameters, such as delay and Doppler shifts,
remain relatively stable at least for a short period of time
[2]. Hence, the channel exhibits linear time-invariant (LTI)
characteristics in the DD domain. Moreover, time-varying
channels are known to have a sparse representation in the DD
domain which potentially simplifies channel estimation [1].
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However, accurate estimation of the channel gains, delay and
Doppler shifts remains a significant challenge.

Literature on DD domain channel estimation can be cate-
gorized into two classes. The first class, [5]-[7], is focused on
finding the DD domain channel impulse response without sep-
arating the paths. This is while the second class is concentrated
on estimating the path gains and their corresponding delay
and Doppler shifts that collectively form the discrete-time
baseband channel response [8]-[11]. As shown in [9], [12]
and [13], compressed sensing (CS) is proven to be a powerful
tool for estimating the channel parameters. Therefore, the main
focus of this paper is on the second class of channel estimation
techniques by compressed sensing.

Motivated by the quasi-static nature of the channel and
its sparse representation in the DD domain, the authors in
[13] applied matching pursuit (MP) techniques to estimate
the delay and Doppler shifts for underwater channels. In
[12], orthogonal matching pursuit (OMP) was deployed to
estimate the uplink channel parameters in OTFS where sig-
nificant improvement over impulse-based channel estimation
was reported. A structured 3D-OMP method with embed-
ded pilot was proposed in [8] that exploits joint sparsity in
delay-Doppler-angular (DDA) domain. Similarly, [9] exploited
sparsity in DDA domain using a 4D-OMP scheme, though
with a different pilot and dictionary design compared to [8].
This framework was extended in [10] where a simultaneous
OMP (SOMP) method was proposed without considering the
angular domain. The CS frameworks in [8]-[10] and [12] show
performance gains and training overhead reduction compared
to conventional methods, such as least squares (LS) channel
estimation. However, all these works consider integer Doppler
shifts, which may not be a realistic assumption. The perfor-
mance of OMP-based algorithms depends heavily on the DD
domain sparsity. Fractional Doppler shifts cause leakage across
the Doppler dimension due to sampling point mismatch which
leads to reduced sparsity [14]. In [15], the authors proposed
an OMP-based scheme to deal with fractional Doppler. The
main drawback of this scheme is that it requires a significantly
large dictionary size. In [8], [16] and [17], the number of OMP
iterations is chosen to be equal to the number of propagation
paths which is not suitable for capturing the fractional Doppler
effect. Alternatively, [10] and [9] set noise variance as a
residue threshold for OMP. However, this method is limited
to the scenario with integer Doppler shifts.
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To address the aforementioned issues, in this paper, we
propose a new windowed dictionary design technique and a
modified OMP-based channel estimation scheme that accounts
for fractional Doppler shifts. Our main contributions are
summarized as follows:

« We propose a windowed, delay-aware (DA) dictionary
design for estimating delay and fractional Doppler shifts,
that is applicable to generic delay-Doppler transmis-
sion schemes. It incorporates a raised-cosine window to
minimize frequency leakage and enhance orthogonality,
while the dictionary structure features a novel interference
block to enable delay-awareness. The results show that
the windowed dictionary design outperforms the non-
windowed design, particularly at higher signal-to-noise
ratios.

o We propose the DA-OMP algorithm, in which interfer-
ence is measured using a delay-aware interference block,
without requiring prior knowledge of propagation paths,
noise variance, or pre-determined thresholds. The stop-
ping criteria is adaptively set to ensure reliable conver-
gence. Simulation results demonstrate that the proposed
DA-OMP achieves a channel estimation accuracy that is
several orders of magnitude better than the standard OMP
algorithm. Moreover, for the same oversampling factor in
the dictionary matrix, DA-OMP achieves a significantly
lower normalized mean square error in channel estimation
compared to the OMP.

The rest of the paper is structured as follows: In Section II
we present the channel model. Section III introduces the
proposed windowed dictionary design and the interference
block in the OMP. The simulation results are discussed in
Section V, and our conclusion is provided in Section VI.

Notations: In this paper, matrices, vectors and scalars are
denoted as uppercase boldface, lowercase boldface letters
and normal letters, respectively. AT, A" and AT represent
the transpose, Hermitian transpose and pseudo-inverse of the
matrix, respectively. A>Z denotes the selection of columns in
the set Z and () represents the empty set. a[i] denotes the
i-th element of the vector a. I, denotes a L x L identity
matrix. 0(-) is the Dirac delta function. The function diag{a}
forms a diagonal matrix with the entries of vector o on the
main diagonal. rect(-) and rcos(-) represent rectangular and
raised-cosine window functions, respectively. ((+)), represents
L-mod calculation. |-| and [-] represent the floor and ceiling
calculation, respectively.

II. SYSTEM MODEL

We consider the discrete-time baseband transmit signal
s € CEX1 with L samples that are spaced every At seconds
apart. The total duration and bandwidth of the transmit signal
are LAT and LAv, respectively, with A7 and Av = %AT
denoting the delay and Doppler resolution. The DD domain
multi-path channel response can be formulated as

where P is the total number of propagation paths, and h,, 7,
and v, are the complex channel gain, delay, and Doppler shift
of the p'" path, respectively. After sampling the channel at
the Nyquist rate, the normalized delay and Doppler shifts are
denoted as - y

ép:fl;v ’%ZII;: 2
where £, € [0,lmax — 1], kp € [0, Kmax — 1], and Lpax =
Tmax/AT and Kmax Umax/Av are determined by the
maximum delay spread and Doppler spread of the channel, i.e.,
Tmax and Vmax, respectively. Assuming a high delay resolution,
rounding the fractional delays to the nearest sample points
is common practice [18]. Hence, we assume the delays ¢,
take integer values and Doppler shifts «, take either integer
or fractional values. We add a cyclic-prefix (CP) with length
L, > flmax at the beginning of each block of L samples
to avoid inter-block interference (IBI). After CP removal, the
received signal is represented as

P-1 o(nmty
) = S b ()] 0] G
p=0

with the vectorized form
r=Hs+n, “4)

where r = [r[0],...,7[L — 1]]T is the received signal vector,
s = [s[0],...,s[L — 1]]7 is the transmit signal vector, and
n € CE*! is the noise vector, with the elements following
a circularly symmetric complex Gaussian distribution, i.e.,
n[n] ~ CN(0,0?). The delay-Doppler channel matrix, H €
CE*L | is constructed as in [19]

P-1 P-1
H=) nI7A% =" Il k), )
p=0 p=0

where I'(¢,, k,,) = II% A" is the delay-Doppler shift compo-
nent of the channel matrix for path p, IT? € CL*Z denotes a
£,-step forward cyclic shifted permutation matrix, and Doppler
shift matrix A" € CE*F is structured as

A"r :diag{[1,ej2T"”P,...,ejzﬁ(iil)”P}T}. (6)

III. PROPOSED DICTIONARY DESIGN

In this section, we first present our proposed pilot structure.
Then, we define a DD domain grid that is oversampled along
the Doppler dimension. Based on this grid and the proposed
pilot structure, we develop a windowed dictionary design to
reduce the leakage that is caused by the fractional Doppler
effect. Therefore, our dictionary matrix is designed based
on three key aspects: the pilot structure, on-grid channel
representation, and windowing.

A. Proposed Pilot Structure

Let x € CL*! denote the pilot sequence. As mentioned
earlier, to avoid IBI, a CP is appended at the beginning of

P-1
h(r,v) = Z hpd (1 —7,) 8 (v — 1) , (1) Fhe piloF sequence. "1?0 accommodate timﬁ domain Wil}dowing
— in the dictionary design, our proposed pilot structure includes
p=0
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Fig. 1: One frame of our proposed pilot structure. The blue
curve represents the receiver time window with a roll-off
length of Ly,.

extra CP samples and a cyclic-suffix (CS) of length L. that
is appended at the end of the sequence, see Fig. 1. The pilot
signal with cyclic extensions can be denoted as

X = Tx, @)
where X € Chewtxl T = [GCTP,IE,GES]T is the cyclic

extension matrix of size Lot X L and Lioy = L + Lep + Les.
The matrices G, and G include the last L., and the first
L¢s rows of the identity matrix I, respectively.

B. Proposed Dictionary Design

Inspired by the works in [20]-[22], in this subsection, we
propose to apply receiver windowing to limit the leakage
originating from fractional Doppler shifts and oversampling.

Using (4), the received pilot sequence, after discarding its
first /1nax Samples and windowing, can be represented as

¥ = WHX + 7 @®)

where x = Tx, T = [GL,1I], G;FS}T and G, is comprised
of the last Lcp, — fmax rows of the identity matrix Ir,. H €
CEXL W = diag{w}, w = [w[0],...,w[L' — 1T, I/ =
Liot — fmax and 7 = W' where i’ ~ CN(0,021I). In this
paper, we consider raised-cosine window with the samples

wln] = rect (”‘L/Q> xcln], )

L
o ™ n— Ly
cln] = oL sin (LW) rect < . ) ,

forn=20,...,L' — 1 and L, samples in the roll-off period
as demonstrated in Fig. 1. When L,, = 0, w reduces to the
rectangular window, and W becomes the identity matrix.

Next, we define an oversampled DD grid along the Doppler
dimension for off-grid approximation. As observed in (1) and
(5), the DD domain channel is a combination of the multipath
components. Thanks to the sparse representation of the channel
in DD domain [2], block length can be chosen to be much
larger than the number of paths, i.e. L > P. Thus, we can
exploit the DD domain sparsity to efficiently estimate the delay
and Doppler shifts of the channel. To this end, we form a DD
grid following the approach in [9], but with the consideration
of oversampling along the Doppler dimension

where

(10)

where [ and k are integer delay and Doppler indices on the
grid,

GT — I—Tlnax.|7 Vmax~|’

AT Av

where u,, is the oversampling factor along the Doppler dimen-
sion that defines the Doppler resolution of the grid as Av/u,,.
In presence of fractional Doppler shifts, oversampling is a
necessity for obtaining accurate channel estimates.

Next, we formulate the channel estimation problem as a
sparse recovery problem, i.e.,

G, = 12)

(u,/

y = ®sh+7, (13)
where h € CE-G»*1 s a sparse vector and &g € CL'*G-Cv
is our proposed windowed dictionary matrix. The construction
of ®g is motivated by the structure of the channel matrix
in (5) and the received signal model in (8). Specifically, we
map each pair of the delay-Doppler indices (I, k), where
1€{0,...,G,—1} and k € {0,...,G, — 1}, to a column of
®g, denoted by ¢, where d = IG, + k. We define the d-th
column of the dictionary matrix as ¢, = WT'(l, k)X, where
T'(l,k) = II'A* represents a component channel matrix
resulting from the [-th delay and k-th Doppler shift defined
on the oversampled grid, and
T
’“} } . (14

Ek_diag{[ej 72153/2)’6, o1 .,ejh(LL;;l)
Using the DA-OMP algorithm presented in the following
section, we will obtain a sparse solution h to (13) which
has () non-zero components with values h, on its entries
dg =1,G, + kg for ¢ =0,...,Q — 1. As a result, the actual
channel matrix H can be approximated by a channel matrix
defined on the grid, H, where

-1

H=" h,L(ly k).

Q

5)

=]
Il
o

Based on the above explanations, our proposed dictionary
matrix has the following block structure

&g = [®g,...,P,..., 00 4], (16)

with the columns of each block ®; = [¢y;,,- -, Di1)G, 1)
corresponding to the same delay value [, and the Doppler shifts
ke{0,...,G, —1}.

IV. PROPOSED DELAY-AWARE OMP-BASED
CHANNEL ESTIMATION

In this section, we propose a delay-aware OMP (DA-
OMP) algorithm used to solve the sparse recovery problem in
(13). The DA-OMP is specifically designed for the fractional
Doppler scenario where the conventional OMP algorithm
suffers from both the leakage problem and the inaccuracy in
the terminating criterion.

The OMP algorithm provides an efficient way to solve
sparse recovery problems like (13). In the integer Doppler

0<I<G,r—1, case, the actual channel aligns perfectly with the grid. The
Gl k) = {l, k 0<k<G,—1 } (D humber of peaks in the correlation value, |®§y|, and the
4758
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Fig. 2: Delay-aware dictionary design for DA-OMP.

non-zero elements in h directly correspond to the number
of propagation paths P. The number of iterations for OMP
then can be set based on the knowledge of P [8], [11], [16].
When Doppler shifts are integer, authors in [9] and [10] use the
noise variance as a threshold to prevent OMP from searching
under the noise floor. However, with fractional Doppler shifts,
channel H is off-grid, ps typically exhibits more than P peaks
due to leakage.

There are two key features in the DA-OMP. First, we
adopt receiver filtering to reduce the leakage in the fractional
Doppler case. Second, we introduce the concept of an inter-
ference block, appended at the end of the dictionary, The DA-
OMP measures the interference using this interference block,
and adaptively sets the stopping criteria to ensure convergence.

The proposed DA-OMP is summarized in Algorithm 1. With
our windowed dictionary given in (16), the d-th entry of psg,
where d = IG, + k, is

o1y = x"THL(, k) "WHTx, (17)
where W = WHW. For simplicity, we consider W as one
single raised-cosine window. The windowing can effectively
reduce the leakage caused by the mismatch of on-grid I'(l, k)
and off-grid H [21].

After leakage reduction, fractional Doppler values can be
approximated by a few adjacent points near the on-grid peak
[14]. As a result, additional iterations and alternative stopping
criterion are necessary to capture the effects of fractional
Doppler shifts. The motivation of the proposed DA-OMP is to
ensure that the algorithm will terminate as soon as the search
falls into the interference region.

Next, we propose an interference-based stopping criterion
which will terminate the DA-OMP according to the measured
interference at each iteration. This is achieved by appending
an interference block ®; at the end of ®g. The block Py
follows the same structure of a single block in (16) but with
a larger delay of [ = G, where G, is the maximum index
value along delay dimension on the grid as defined in (12).
The overall dictionary now becomes

¥ = [®5 P, (18)

and the columns of ®; are indexed by 7; = {G,G,,G,G, +
1,---,(G; + 1)G, — 1}, corresponding to the fixed delay of
I = G;. On this basis, our proposed dictionary in (18) is delay-
aware. As shown in Fig. 2, the peaks in |®™y| always fall
within Zg = {0, 1, ..., GG, — 1}, which includes all column
indices in ®g. Conversely, Z; contains column indices in Py,

Algorithm 1 Delay-aware OMP Channel Estimation

Input: Dictionary ¥, measurement y, index sets Zgs, 7y
1: Zomp = 9, i :Q,HI‘O =y,% =0,
Bo = max ’ (\Il:’]) r()’

JELs
2: while 3; = max | (¥*7) ri‘ > 7; do
J€Ls
i H
3: d; = arg max ’(‘Il"]) r;
JE€Ls

Zomp = Zomp U d;

s b= (i) g
6: rit1 = S’/ — \IJ:’IOMPEi
L H
: i1 = v ; ‘
7 Vi1 rjrggf)( ) rip1
8 | i=1+1 R R
9: Output: @ =¢—1 and hoyp =h;

—_
(=}

: Reconstruct estimated H using (15).

representing only interference in p as the actual channel H
does not contain any delay tap at £, > {1, = G-. We note
that choosing ! to be any other values larger than G, does
not impact the estimation performance. Hence, we simply set
I = G, for ®;. By doing this, we can explicitly measure the
maximum interference level in each iteration

. 19)

. H
— 5J
Yit1 = max‘ v rir1
i1 = max | () ry

where ¢ denotes the ¢-th round of iteration, and r;;; is the
residue for the next iteration, with rq = y. If

(),

Bi = max (20)

< .
jEIs 717
indicates that, in ¢-th round, the maximum correlation value
[3; is smaller than interference value. The DA-OMP should
stop to prevent selection from the interference, to ensure lower

estimation error and faster convergence.

V. SIMULATION RESULTS

In our simulations, we consider x as a pseudo-noise pilot
sequence with length L = 128 that is chosen from binary
phase-shift keying (BPSK) alphabet. The channel gains h,, for
p=20,...,P — 1 take random values between 0 and 1, and
the number of paths P is uniformly distributed between 5
and 8. The path delays, ¢,, are uniformly distributed on the
grid within the range [0, G — 1], while the Doppler shifts x,,
are uniformly generated in the range [0, G, — 1] with both
integer and fractional parts, i.e., off-grid Doppler shifts. The
normalized mean square error (NMSE) is calculated as

L — e @0

where [E{-} represents the expected value.
In Fig. 3, we plot the correlation vector ‘\IlHri with and

without receiver windowing. In Fig. 4, we compare the NMSE
performance of DA-OMP and OMP for different values of G..
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(b) ¢ = 2 for rcos, 7 = 3 for rect

Fig. 3: The correlation values ‘IlHri’ as a function of the

dictionary column index d at the ¢-th iteration of DA-OMP

In Fig. 5, we investigate the impact of roll-off length L., on the
NMSE performance. Finally, in Figs. 6 and 7, we examine the
impact of the oversampling factor u, and the pilot sequence
length L on the NMSE performance, respectively. We use
“rect” to represent the dictionary design without windowing,
“rcos” for the dictionary design with raised-cosine windowing,
“OMP” for the standard OMP, and “DA-OMP” for the delay-
aware OMP. The key observations are summarized as follows.

o In Fig. 3a, under SNR = 20 dB with G, = 1 and
G, = 128, the channel has 2 paths with the same
delay of [ = 0, but with different Doppler shifts. Two
dominant peaks of the correlation vector at the first
iteration, , appear only in the first half, corre-
sponding to indices in Zg = {0,1,--- ,G, — 1 = 127}.
After applying the raised-cosine window with roll-off
length L,, = L/2, the fractional leakage is significantly
reduced. In the second half, with column indices in
I = {G, =128,--- (G, + 1)G, — 1 = 255}, where
the interference block @1 is generated with [ = 1. The
interference level increases due to the mismatched delay
values. Fig. 3b indicates that DA-OMP terminates at
i = 2 for the raised-cosine window and at ¢ = 3 for the
rectangular window, as 3; falls below ~; in each case.

o In Fig. 4, with G, = 16, G, € {1,4}, u, = 2,
L, = L/2, the results show that windowing improves the
performance of both OMP and DA-OMP. The maximum
gain is achieved by DA-OMP, reaching around 5 dB per-
formance improvement at NMSE of 103 for dictionary
with ‘rcos’ compared to ‘rect’. Additionally, while the
standard OMP fails to capture the effects of fractional
Doppler shifts and hits a performance floor, DA-OMP
consistently achieves lower NMSE. This demonstrates the
robustness of DA-OMP in doubly-selective channels with
fractional Doppler shifts.

« In Fig. 5, the results show that increasing L., from L/8 to
L/2 improves the NMSE performance for the windowed
DA-OMP approach, especially at high SNRs. However,
this comes at the cost of additional spectral resources.
Hence, the trade-off between estimation accuracy and
spectral efficiency should be carefully considered when
choosing L.

10°

1071

1072
=
wn
—
E -o rect (OMP), G, =4
1073 L{-o rcos (OMP), G, =4
-0 rect (OMP), G, =1
-0 rcos (OMP), G, =1
10-4 ——rect (DA-OMP), G, =4
F[—=-rcos (DA-OMP), G, =4
——rect (DA-OMP), G, =1
—rcos (DA-OMP), G, =1

-5 0 5 10 15 2 25 30
SNR(dB)
Fig. 4: NMSE vs. SNR comparison of DA-OMP and OMP,
with different values of G.

10°
P -o-rect
—#-rcos, Ly, = L/8
10-! -% rcos, Ly = L/4] |
—ercos, Ly = L/2
Z
= 10
Z
1073
ke
10°*

-5 0 5 10 15 20 25 30
SNR(dB)

Fig. 5: Impact of L,, on NMSE for DA-OMP for G, =
G, =16 and L = 128.

1071

W -G rect(OMP)
\ -% rcos(OMP)
—-o-rect(DA-OMP)
—»—rcos(DA-OMP)

NMSE

2 4 6 8§ 10 12 14 16
Uy

Fig. 6: NMSE vs. u, for G, =1, G, = 16, L = 128 and

« In Fig. 6, we fix L = 128, and plot the oversampling fac- gNR = 20 dB.
tor u, against NMSE. A larger u, increases the number
4760
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100 :
—e—rect L = 256
——rcos L = 256
101l -s-rect L = 512
52
‘é’ 1072}
Z.
10°%F
104 ! . .
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SNR(dB)

Fig. 7: NMSE comparison for different values of L using DA-
OMP, with Ly, = L/4, G, =4, G, = 16.

of columns in W, which directly impacts computational
complexity. The results show that with SNR = 20 dB,
the DA-OMP consistently achieves a lower NMSE than
those of the standard OMP with smaller u, values. Thus,
DA-OMP offers an improved estimation accuracy with a
lower computational complexity than OMP. In this figure,
we also observe a performance floor as w, increases.
The error floor is primarily influenced by the Doppler
resolution, Ay = ﬁ, which depends on the pilot length
L. In other words, a higher Doppler resolution is not
achieved by increasing the oversampling factor, u,,.

o Fig. 7 further illustrates the impact of pilot length L on
NMSE, showing performance improvements with larger
L leading to a higher Doppler resolution. Notably, for
L = 256, windowing with Ly, = L/4 achieves com-
parable performance to no-windowing when L = 512.
This demonstrates that windowing not only improves
estimation accuracy but also reduces the pilot overhead.

VI. CONCLUSION

In this work, we proposed a windowed dictionary design
for delay-domain channel estimation under fractional Doppler
shifts. Our proposed technique is applicable to DD domain
modulation schemes. The proposed DA-OMP method intro-
duces a novel interference block to the dictionary matrix,
enabling an adaptive stopping criterion based on interference
measurements. This eliminates the need for a fixed threshold,
typically required in other OMP approaches. Simulation re-
sults demonstrate that the proposed method achieves superior
channel estimation accuracy compared to the standard OMP,
both with and without windowing. Furthermore, we show
that windowing achieves comparable performance with shorter
pilot sequences, effectively reducing pilot overhead.
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