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DEVIATIONS OF THE INTERSECTION OF BROWNIAN
MOTIONS IN DIMENSION FOUR WITH GENERAL KERNEL

ARKA ADHIKARI AND IZUMI OKADA

ABSTRACT. In this paper, we find a natural four dimensional analog of the
moderate deviation results of Chen [5] for the mutual intersection of two inde-
pendent Brownian motions B and B’. In this work, we focus on understanding
the following quantity, for a specific family of kernels H,

1 1
/ / H(Bs — B})dtds.
0 0

Given H(z) x ﬁ with 0 < v < 2, we find that the deviation statistics of
the above quantity can be related to the following family of inequalities from
analysis,
1—v/4 4
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Furthermore, in the case that H is the Green’s function, the equation (0.1)
will correspond to the generalized Gagliardo-Nirenberg inequality; this is used
to analyze the Hartree equation in the field of partial differential equations.

Thus, in this paper, we find a new and deep link between the statistics of the
Brownian motion and a family of relevant inequalities in analysis.
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1. INTRODUCTION

1.1. Motivation and Related Background. In this paper, we find a four di-
mensional analog of the moderate deviation results of Chen [5] for the mutual
intersection of two independent Brownian motions; other related papers include
[2, 3, 5, 6, 8, 11]. Let 71 and 7 be two independent exponential random variables
with rate 1 and B, B’ be two independent Brownian motions starting at 0. Consider
a kernel H of the form K * K with K a positive function, such that |H(z)| < o \”
for some constant C' > 0 and 0 < v < 2. We study the moderate deviation for the

following quantity,
gH —/ / H Bt dtdS

Then, the constant ay that determines the large deviation behavior of Gy can be

expressed as
2logayg = lim — log
n—oo

1

This is related to the following optimlzatlon problem. For a given parameter 6,
denote,

1/2
1
M(0):= sup 9/ 9*(x)H (z — y)g°(y)dady —5/ [Vg(a)|*da.
lgll2=1 (R4)? R
I1Vgll,2 <o

g is exactly the constant for which M(aj') = 1.

When the kernel H has nice scaling properties, namely, H(z) B \” for 0 <y <
2, one can check that oz will be related to the optimal constant kg in the following
generalized Gagliardo-Nirenberg inequality (ref. [10, Theorem 2.3]),

1/4
(L1) /(M 92<x>H<x—y>gQ<y>dxdy] < wallgll " vgll 72"

y—4

Indeed, in such a case, ag = k% (%) (427—77) o Eventually, we will obtain the

following moderate deviation result:

VoA -4 -3
TlgoT vlogP HBt Y)dtds > T E(T) Ty = —ky.

Furthermore, we remark that the only kernels H that can satisfy an inequality
of the form

1/4
VH g () H(w - y>92<y>dwdy] < w9l 1z Vgl

must satisfy |H(z)| = ( \4C) In addition, one can check dlrectly that if H(z) =

—L _ then it has a convolutional square root of the form —L __ TIn this sense
|z| v \z\‘l v/2 )
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we can relate the large deviation statistics of a generalized intersection of Brownian
motions with the most important inequalities of the form (1.1).

In what follows, we will restrict to the case that our kernel is the Green’s function
of the Brownian motion in d = 4, that is, G(x)  |z|~2 since the proof is the same
if H(z) ﬁ with 0 < v < 2. In this case, we will use G to denote our central
quantity of interest. Before we proceed with discussing the details of the proof
and consequences of our results, we give some comments on why introducing this
is the natural interaction between two Brownian motions in d = 4. Although
one can make sense of the notion of self-intersection in d = 4, the answer is not
interesting since two Brownian motions are with exceedingly high probability, will
only intersect finitely many times before never intersecting again. Thus, the mutual
intersection does not have good scaling properties in d = 4.

By contrast, one would expect that self-intersection moderated by the Green’s
function kernel in d = 4 would have the same scaling behavior as the usual self-
intersection in d = 2. If we apply the self-similar scaling B. — %Bt., we see that

fOT fOT G(B; — B.)dtds has the same distribution as Tfol fol G(B; — B.)dtds. This
is exactly the same critical scaling behavior as the self-intersection in d = 2.

Beyond just giving us a generalization of the moderate deviation results of Chen
[5] to d = 4, our results and proofs reveal connections between the properties of
Brownian motions and central quantities in the analysis of differential equations.
In d = 2, Chen [5] revealed the connection between the constant that appears in
the moderate deviation analysis of the intersection and the optimal constant in an
appropriate Gagliardo-Nirenberg inequality in d = 2 i.e.,

1/2 1/2
N F Al A
1nf—
f ||f||L4

Here, we find a relationship between the exact constant in the moderate deviation
study of G and what is known as the generalized Gagliardo-Nirenberg inequality in
the study of partial differential equations (ref. [10, 13]) i.e.,

I3 v p| 2
1/4
[fisye 2@l = 912 2(y)dady]

If we look at [10, Theorem 2.3], this inequality is derived from the Hardy-Littlewood-
Sobolev inequality and is used to study the Hartree equation. Hence, we find a new
relationship between the intersection of Brownian motions and the field of analysis.

The final application of our result lies in the study of the capacity of the range of
a random walk. The second author was originally motivated to study this question
to extend the results of the paper [9]. The original goal was to derive a similar
result for moderate deviations of a random walk and to further explore the link
between the capacity in general dimension d and the self-intersection in dimension
d—2. As seen in [9], the asymptotics of the capacity of a random walk is controlled
by the self-intersection moderated by the Green’s function. In a forthcoming paper,
we can prove a moderate deviation principle for the capacity.

inf
f

1.2. Strategy and Mathematical Description. As is well-known in the study of
large deviations, the moderate deviation behavior of a positive random variable can
be determined via the exact asymptotics of large moments of the random variable.
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For example, in our case, to understand the moderate deviation behavior of G, one
would need to compute quantities such as,

1 T

Chen [5] has performed such computation in the context of the intersection.
Indeed, the main tool that he has applied is a nice expression for general n-th
moments with regards to the mutual-intersection, Le Gall’s formula. On a formal
level, if one considers just two Brownian motions,we have that,

/ / §(B; — Bl)dtds = / dx/ d(B: — x)dt/ §(B. — z)ds,
o Jo z€R? 0 0

where ¢ is the usual Kronecker delta function. Thus,

B[] o Batas ) m}

= dzy...dz,, | E / O(By; — x,¢5))dt;
/(Rd)m ; 0<t; H ' PO

Sta<..Stn o

2

The main benefit of this formula is that, through the introduction of the points
T1,...,T,, we see that we can separate B and B’ and treat the expectations sepa-
rately. Furthermore, one can explicitly compute the expectations above and write
it in terms of the transition probability of the Brownian motion. Under the right
setup, one can observe that the computation above resembles a Markov transition
probability. Thus, after careful manipulation, one can eventually relate the quan-
tity above to finding the eigenvalues of an appropriate symmetric operator; finding
this maximum eigenvalue can now be readily phrased as an optimization problem
over an appropriate subspace. For example, one now has access to formulas resem-
bling the Feynman-Kac formula, which allow one to compute functions of the form
E[fy f(B:)dt).

However, none of these heuristics can possibly work if one does not separate B
and B’ from each other; if one essentially has to deal with two time parameters
simultaneously, then there is no way to relate this quantity to a Markov transition
probability. When considering the intersection of two Brownian motions moderated
by the Green’s function, there is not an obvious way to split the two Brownian
motions. Namely, the function G(Bs — Bj) m does not naturally lend
itself to a splitting of B and B’ and it appears that a computation of the moments
fundamentally has to deal with some correlation between B and B’.

However, in this paper, we are able to find a means of circumventing this diffi-
culty. We first express G(Bs — By) as [, _ga G(Bs — 2)G(B} — z)dz. Here G is the
convolutional square root of GG; on a formal level, this allows one to separate out B
and B’ from each other in the formula. If we perform the splitting, we get access
to multiple computational tools, such as the Feynman-Kac formula. Indeed, one
can obtain a lower bound on asymptotic moments relatively straighforwardly via
an appropriate application of the Feynman-Kac formula. However, there are still
multiple challenges to get an appropriate upper bound.

The main tool to derive an upper bound is to approximate the moment com-
putation by a Markov transition kernel. If one has a Markov transition kernel
representation of the upper bound, then one can represent the upper bound in
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terms of finding the largest eigenvalue of an appropriate linear operator. However,
there are multiple difficulties to deal with in order to derive a Markov transition
kernel approximation. In the context of the computation in the Brownian motion,
a computation of the n-th moment naturally expresses computations as a sum over
permutation over n points x1,. .., x,(see equation (2.3)). A natural Markov kernel
approximation would replace the sum of configurations y1,...,y,, where any con-
figuration yy, . .., y, is allowed to be a permutation of x4, ..., x,, over configurations
Y1, ---,Yn Where each of the y; is allowed to be one of the x1, ..., z, independently
of each other. However, such an approximation will lose exponential factors un-
less that size of |{x1,...,2,}| is far less than n; this is only possible if the total
state space is finite. To make this justification rigorous, we had to appropriately
discretize R* and argue that there was little loss in making such manipulations.
In addition, such a justification involved regularizing the singularity of G near the
origin.

Furthermore, the natural Markov transition kernel representation that can be
derived from the moments is a rather cumbersome expression involving multiple
functions with awkward normalization conditions phrased in terms of the convo-
lutional square root G (see equation (2.2)). In order to relate this upper bound
to the lower bound, one must find a way to transform the optimization problem
equation (2.2) to the constant coming from the modified Gagliardo-Nirenberg in-
equality. The particular form of the modified Gagliardo-Nirenberg inequality is not
merely incidental to the proof, it was a necessity in order to bridge the different
ways of obtaining the lower and upper bounds for the asymptotic moments.

1.3. Main Results. Let G(z fo pe(z)dt and pi(z) is the transition density
that a Brownian motion w111 reach pomt z at tlme t Our main result proves a
moderate deviation principle for G([0, 1]) fo fo — Bl)dtds.

As we have stated, the Green’s functlon for the Brownlan motion is an inverse
polynomial; we can relate G([0,T]) =4 TG([0,1]). Thus, once we obtain a large
deviation principle for G([0,1]), we can extend it to that of G([0,T]). We find that
G([0,1]) is related to best constant of the modified Gagliardo-Nirenberg inequality.
Namely, it is the smallest constant #(4, 2) such that the following inequality should
hold:

1/4
(1.2) l/(w)zg%w)c;(:c—y)g%y)dxdy < R(4.2)llgl71 Vgl

Theorem 1.1. We have the following large deviation behavior on G([0,1]). For
d=4,

Jim % log P(G([0,1]) > t) = —F&*(4,2).

Now, we also claim the result for general kernel.

Corollary 1.2. Assume H(z) x with 0 < v < 2. For d=4,

H”

2 _8
: -5 > = — v
Jim T logP(/ / H (B, — B.)dtds T) Ky

where Ky is the optimal constant in (1.1).
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Next, we also consider the following self-intersection local time of the Brownian
motion in d = 4 moderated by the Green’s function:

By = /Ot /0 G(Bl—Bs)dlds—E[/Ot/Os G(B) — B,)dlds|.

Note that fot Jy G(B; — B,)dlds does not exist but as in [1], we can define 3, by
renormalization. By [1, 9], we find that: there exists a value v such that

Ee,yﬁl < 0 if v < V5,
=00 ify >

The ordinary self-intersection local time of the Brownian motion in d = 2 was
estimated in [2]. From our mdoerate deviation results on G, we can show moderate
deviation resutls on S;; these correspond to [2, Theorems 1.1 and 1.2]. We can also
obtain results corresponding to [2, Theorems 1.3-1.5] as a corollary by using very
similar methods; as such, we omit the proof.

Theorem 1.3. We have

1 __
(1.3) tlg& 7 log P(B1 >t) = -k *(4,2).
In particular, v5 = k~4(4,2).

Finally, we introduce the resulst of our forthcoming paper regarding the mod-
erate deviation of the capacity of a simple random walk, which is one of the mo-
tivation of this paper. We have the following moderate deviation behavior for
G, =3 S Ga(S;—S)), where S and S are independent simple random walks
on Z* and G is the discrete Green’s function. Let b, = o(n) and lim,, o b, = c0.
Then, we have, for A > 0,

lim — log P(&,, > \nb,,) = —&~*(4,2)\.

n—o0 by,

As we have mentioned earlier in the introduction, we can use our main result to
obtain a moderate deviation principle for the capacity of a range of a random walk.
Let 74 denote the first positive hitting time of a finite set A by a simple random
walk S. Define

Cap(A) := Z P*(14 = o0)
z€A
and Rla,b] := {S4,...,Sp}. If a = 0, we simply write it as R,. As observed in
the papers [1, 9], the capacity of the range of the random walk can be carefully
decomposed as the sum of the capacities of the first and second halves of the random
walk as well as a term representing the ‘mutual capacity’ of interaction between
the first and second halves. Namely, one has that,

Cap(Ran) = Cap(Ry) + Cap(R[n +1,2n]) — xe({Si}ito, {Si}iZn11)

for some function x.. Once one does this, one will observe that the main contribu-

tion to the large deviation behavior will come from the terms x.. As investigated
2

in [9], the term x. can be marginally simplified to be of the form of ——"—

64(logn)2 —n-
Thus, we estimate the following : for some b,, — oo,

lim bi logP(Cap(Rn) — ECap(R,) < —Ainbn)

n—00 by, ~—  (logn)?
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Finally, we explain the contents of this paper. The central Theorem 1.1 is di-
vided into Sections 2 and 3. This relates the large deviations of Theorem 1.1 to an
optimization problem defined by the constant p as in equation (2.2). To relate this
constant to a more fitting form, we have an intermediate Section 4 which relates
the quantity p to the modified Gagliardo-Nirenberg inequality. In Section 5, we
estimate the self-intersection of the Brownian motion moderated by the Green’s
function, which corresponds to the proof of Theorem 1.3. Appendix A contains es-
timates that regularize the singularity of the Green’s function around the 0. At the
beginning of Section 3, we split G into a component supported near the origin and
another away from the origin; the results of Appendix A show that the component
supported near the origin does not contribute asymptotically to the large deviation
statistics. Appendix B allows us to analyze the modified Kernels obtained via the
discretization and compactification procedure in Section 3; in particular, it appears
in the proof of Lemma 3.4 to remove the effects of discretization.

2. LARGE DEVIATION FOR THE INTERSECTION OF BROWNIAN MOTIONS: THE
PROOF OF THEOREM 1.1

In this section, we will consider the large deviation of the intersection moderated
by the Green’s function kernel of the Brownian motion. Recall that our basic

quantity G is given by
T1 T2
G .= / / G(B; — B.)dtds.
o Jo

Here, as before, 71, 75 are exponential random variables. This is in contrast to
G([0,1]), in which both Brownian motions vary from time 0 to 1. We remark that
G([0,1]) has the following scaling property,

(2.1) G([0,1]) =a tG([0, 1]).

In the following result, which is the main theorem in this section, we compute
the moment. Our strategy will be to write GG in terms of its convolutional square
root G = G'*G. One can directly compute the convolutional square root as G(x) =
fooo \/%pt(a:)dt. Thus, we see that G is positive an has the asymptotics, G(z) o #
Also, we use P, to denote the probability density that a Brownian motion killed
by an exponential variable with rate 1 reached the point x at some time. Namely,

Pr(z) = [, e tpi(z)dt.

Theorem 2.1. Consider G as defined earlier. We have the following expression
for the large moments:

1
lim — log E[G"] = 2log p.

n—oo n (n!)?

Here, p is the solution to the following optimization problem, that is,

(2.2)

p = sup / f(Z,e)VE(Z)G(&) Py (F+é—z—e)G(e)VE(2) f (2, €) dide dz de,
fer? (R*)*
k: [ya K*(2)dz=1

and f € L%, is the space of functions that satisfies f(R4)2 2(z, e)é(e)dzde =1.
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Note that we see that we can write G as,

g::/ dz/ lé(Bt—z)dt/ 2G(Bé—z)ds.
R4 0 0

At this point, we can try to take powers of the following expression and compute
the resulting moments:

(2.3)

2

E[G"] = /R4 ) dzi...dz, [Z /R4 i U é(:z:l — Zp(iy) Pr(zi — i-1)dxy ... dwy
(R*) P (R*) i=1

Analysing this expression carefully will allow one to deduce Theorem 2.1. By
scaling, we can almost relate this to the more standard expression G. One issue
here is that in order to apply the scaling argument, one needs the times 71 and 72 to
match. This clearly cannot be true for random, independent 71 and 5. However,
we have inequalities to relate the expressions G with G([0,1]). If we consider the

general expression Gy, ¢, 1= [p.dz (;%1 G(B dtf G(B! — z)ds, we have the
following analog of Le Gall’s moment formula
E[(gt17t2)n]

= / dz1...dz,
(R4)n

X Z/( dzy...dx, [Ot - dSnHG Zpe (i) psl’fsifl(xi _Iifl)
1

n/ drnHG Zpy (i) pmfm 1(y Yi— 1)
[O,tg]"

By the Cauchy—Schwartz inequality, we can relate the moments over different times
t1 # 12 to moments using the same time. Noting that G is a positive quantity, we
have that

2,m/2
(24)  El(Gr.)") < El(Gr)")*El(Grara)"? = 6725 E[G((0,1))").
In the lower bound direction, it is clear that, additionally, it is clear that,

(2.5) E[G"] = E[(Gmin(ry,72),min(r,72))"] = E[(min(71, 72))"[E[G([0, 1])"].
Combining manipulations on the exponential function along with equations (2.5)
and (2.4) allow one to relate the moments of G with those of G([0, 1]). With equation

(2.4) and (2.1) in hand, one can perform standard manipulations on exponential
functions to obtain the following limiting result on moments of G([0, 1]).

Corollary 2.2. Consider the quantity G([0,1]). We have the following moment
estimates on G([0,1]):

.1 1 n
(2.6) Jim - log HE[Q([O, 1" = 2log p + log 2,
and p, again, is the optimization problem from equation (2.2).

Proof. Given the scaling property in equation (2.1), the Cauchy-Schwartz inequality
for the moment given in equation (2.4), and the lower bound in (2.5), this follows
from the computation on the moments of exponential random variables in the proof
of [7, Theorem 3.3.2].



DEVIATIONS OF THE INTERSECTION WITH GENERAL KERNEL 9

The optimization problem p may not seem recognizable in this form, but in
7(4,2)?
2

Proposition 4.1, we show that p is the same as , where /(4,2) is the op-
timal constant in the modified Gagliardo-Nirenberg inequality (1.2). Proposition
4.1 shows that p = @. Using this information on the constant p along with
standard large deviation estimates derived from moment estimates on positive quan-

tities, we can derive the proof of the main theorem.

from Propo-

-2
Proof of Theorem 1.1. Once you substitute the expression p = L42’2)

sition 4.1 to the moment estimates in Corollary 2.2, this follows from [7, Theorem
1.2.8].
[ |

Proof of Corollary 1.2. By the same proof as that of Green’s function, we can ob-
tain the corresponding result to Proposition 4.1 and Theorem 2.1. Note that

/ / H Bt dtdS —dT 3 / / H Bt dtdS

Then, if we repeat the proof of [7 Theorem 3.3.2 and (2.2.20)], we have

.1
nh_)rrgo - log 7/2 / / H(B; — B.)dtds)"|
=2logay + (2 - 7/2) log2 — (2 —v/2)log(2 — v/2)

and hence we have, again, from [7, Theorem 1.2.8],
4
lim T%logp(/ / H(B, - B)) dtds>T> —1(—7) g
T—o00 2

Since ay = r%; (3) (42]7) T , we obtain the desired result. [ |
2.1. Lower Bound for the intersection of Brownian Motions. We will prove
Theorem 2.1 by proving corresponding upper and lower bounds. In this subsection,
we prove the following lower bound estimate on the moments of G.

Theorem 2.3. Consider G. We have the following lower bound for the large mo-
ments:

lim 1nf log —E[G"] > 2log p.

n—oo N ()

Here, p is the optimization problem defined in (2.2).

Proof. Recall our moment expression (2.3). One fact of the convolutional square
root G(x;, Z,,(i)) 1s that the value only depends on the difference e,y 1= 2; —2,, ()
Rewriting the expression in terms of these variables gives us that the moment is
given by,

E[G"]
[ dmdn | TL G Pr o + et — i) — epte-n)den e,
/(]R‘l)n 1 [; (R‘*)"g (i) “p(i) p(i) p(i—1) p(i—1))de1
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In the above expression, one should consider G(e) as a measure on the set of e
variables. From direct computation, one can see that G is a non-negative function
and can function as a measure. This is key to the strategy.

Now, we let k(z) be an L? function on z. Namely, [k*(z)dz = 1. Then, by
applying the Cauchy-Schwartz inequality, we see that,
(2.7)

1 1 n
WE[Q J= WE[Q ]E/W k2(z;)dz;

1 ~
> ] /(%4)% E H k(z;)dz; H G(ep(i))PT (Zp(i) + €p(i) = Zp(i—1) — ep(i—l))del ...dey,
o i=1 i=1

n

‘/(R4)2n \/ k(Zn) H v k(Zi)PT (Zi +e —zi1— ei—l) k(zi—l)é(ei)

i=2
X \/E(zl)PT(zl + el)é(el)deldzl ...de,dz,.

All the terms that appear above are positive. Thus, we can restrict G to its portion
of its support and still derive a lower bound. Let G r,0(2) denote the restriction of
G(2) to a portion of its support to when |z| < R. Furthermore, we also assume
that vk has a finite support S. These are all technical assumptions that we will
remove later.

To complete our lower bound, we also need to introduce a new quantity:

§:= min P (z).

xES+R

With this quantity in hand, a lower bound on the last line of (2.7) will be

0 VE(zn) H VE(z)Pr(zi + e — zio1 — ei—1)Vk(2i-1)GRrole:)
=2

(28) (R4)2n
X \/E(zl)deldzl ...de,dz,.

Now, we consider the following space of functions with corresponding inner prod-
uct:

L2G,R = {f : /(R4)2 f2(276)éR,o(e)dzde = 1} ,

ot = [ A OCRoleazde

We also define the following operator on this space,

Ti(f)(Z,6) == \/E(z)/ P.(i+¢—z—e)Vk(z)Grole)f(z, e)dzde.

(R#)?
We see that T} is a symmetric operator on our space L2G o Namely, we have,
(2.9)

1 Tefo) = /( i )G ro(@VEGE) P, + & — 2 — eWE()Crole) folz, e)dzdedzde,
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Note that we have introduced the operator T}, we can rewrite the last line of (2.8)
as,

(2.10) S(VE, TP 'VE).

Let hpmaz(z,€) be the eigenfunction corresponding to the largest eigenvalue of Tj.
Let h(z, e) be an approximator of hy,q. (2, €) with the further property that it has a
lower bound > 0 on the support of k. From the form of (2.9), we see that h(z, e)
has no need to have support outside of the support of supp(k) x Bg. Bpr being the
ball of radius R around 0. Also, let us define a new quantity as follows,
h

ke
(z,e)esupp(k)x Br \/_( )
Note that € exists due to our assumption that h has a lower bound greater than 0 on

the set above and, furthermore, the support of A cannot be outside supp(k) x Bg.
Thus, we can thus replace (2.10) with the lower bound,

82 (h, TP hY > 662 (h, honaa)* (hmazs T3 Pz,

when n is odd. We can derive a similar lower bound when n is even. Thus, we see
that,

€=

1
(n!)2

log sup ‘/(R4)4 f(Z,8)Gro@)VE(Z)P(Z + & — z — e)VE(2)Grole) f(z,e)dzdedzde.

2
fGLC.;,R

log E[G"] > log(5e (h, mar>2)+

Now, as one considers the limit n — oo, the term + log(de?(h, hmaz)) makes no
contribution. Thus,

hrrl)lnf E log (n E E[G"]
> 2log sup / f(2,8)Gro(e)Wk(Z)P, (2 + é — z — e)VE(2)GRrole) f (2, e)dzdédzde.
feLy, /(@&

Next, we observe that if a function is in L@ R then it is in Lzé B for any R > R.

Thus, we may first replace the restricted maximum with G R,0 With,

sup /(R4)4 F(Z,8)GEVEE)P-(2+ ¢ — z — e)Vk(2)G(e) f(z, e)dZdédzde,

feLy

where L% is the following space:

2=1{f: 12(z,e)G(e)dzde = 1}.
(R#)2
Finally, since the choice of k was arbitrary, we may finally consider the maximum
over all k. Thus, we ultimately derive,

E[G"]

lim inf — log
n—o0 (n!)?

>2log  sup /( - FZeWVEE)GE)P (2 + ¢ — z — )G(e)VE(2) f(z, e)dZdédzde
j€L2 4
ki [pa k*(2)dz=1
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and we obtain the desired result. |

3. UPPER BOUND FOR THE INTERSECTION OF BROWNIAN MOTIONS

In this section, we will establish the following result, which gives the correspond-
ing upper bounds of the moments of G. The following theorem, combined with
Theorem 2.3, will give us Theorem 2.1.

Theorem 3.1. Consider G. We have the following upper bound for the large mo-
ments:

(3.1) lim sup — log SE[G"] < 2logp,

where p is the optimization problem deﬁned in (2.2).

Proof. The derivation of the upper bound is far more technical. The singularity of
G near the origin is an obstacle; it prevents one from bounding G from above by a
constant in appropriate locations. However, to the scale that we are concerned, the
origin has a vanishingly small contribution to the asymptotic moments. Similarly,
there are some issues due to the infinite support of G. We first split G in a main
term away from the origin and oo and an error term around the origin and oc.

We first define the function G 5(2) as G(z) when § < |z| < R. The value will be
0 when |z| > R. Finally, G s(z) = Gr.s(5) when |z| < §. Once we have introduced
these cutoffs, we observe the following,

Glx—vy) = éR)(; * C~¥R75(x —y)+ G°(z —y).

The function G°(z) can be bounded by G(x)1[|z| < 0]+ [f(d) + g(R)], where f(§)
and g(R) are some functions that go to 0 as § goes to 0 and R goes to co respectively.
Furthermore, we remark that for general random variables F' and H that,

1 1 1 1 \Un 1 AV
(3.2) Elog (n!)2E[(F+H) 1< ﬁlog l<WIE[F ]> + <WE[H ]) ]

If pp is the limit 1 1og[ IE IE[F"]}, then we see that ppypy < log(explpr] +
explpu])-
Now, it is clear that

/ / R)dsdt < m7(f(5) + g(R)].

Thus, we see that,

lim lim — 1og {</ / ]dsdt> ] = —00.
6—=0R—o00 N

From the results in the Appendlx we have from Lemma A.3 that,

(3.3) hg(l)nlog K/ / G(B; — B)1[|B; — B§|§5]dtds)] = —o0.

Hence, we can use these facts as well as (3.2) to assert that

E[(G°(x —y))"] = 0.

i Jo i o

Provided now that one can show the following lemma, we will be done.
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Lemma 3.2. [t holds that,
(3.4)

hmsup log [(/ / (Grs*Grs)(B: — )dtds> ] < 2logp.

n—oo

We denote the quantzty inside the expectation on the first line as Gg 5.
|

3.1. The proof of Lemma 3.2. In this section, we will prove the following inter-
mediary result.

Lemma 3.3. Recall the notation Gr s from Lemma 3.2. For any choice of M and
€, we have that

hmsup 1og E[(Gr,s)"] < 2log pr,R.s.c,

n—o0 (n!)?

where pur, R, 45 given by the following optimization problem:

sup Z/ £(4,8)G% 5(8)Provr (G+E—q—e)G% 5(e) f (g, €) dede.
>, B (a)=1 i (B2
2 Jra dej'z(q,e)éji(;(e):l

Here, Py is a compactified version of the random walk transition given by
Pr(s) = |37 P2(MI+2)
lez*
and éié is a version of C~¥R75 given by

Gs(e) = sup Grs(e + d).
|d|<e
In the next section, we will show that lim sup,;_, ., limsup,_,g par,r,5,e < p, which
will complete the proof of Lemma 3.2.

Proof. We will have to find an appropriate discretization in order to understand
this term carefully. The first step is to write our moment as a norm of a vector in
some appropriate vector space and then apply the triangle inequality. We consider

a space of vectors whose entries are indexed by (I1,...,l,) € (Z*)". The norm of
such a vector will be given by 3>, | (Xi, _1,)*
Now, consider the vector X#:¢1:~¢» whose [y, ...,[, entry is given by,
(X2, zn),
H (€0(i)) Pr (ML) + Zp(5) + €p(s) = Mlp(i—1) = Zp(i-1) — €p(i-1))-

Then, we see that we can write, E[G"] as

1
S E[(Gr )" :/ dz
CER G (G SOk

Then, we apply the triangle inequality to state that this is less than,

2
1
S/ dzldzn - / ||XP;€1;~~~7€n(Z1,.”,Zn)||] .
(=44 l”! zp:

)

c€n

L Z [ e e,
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Pru(z)= [> PHMIi+ z).
lez*

n

Recall the definition,

We see that,

X7 (21, zn) || = [ [ Gros(epm) Prar (2o + €oti) = 2p(i-1) = €p(i-1))-
=1
Thus, we see that,
(3.5)
E[G"]
(n)?

1 nooL
< / dzy...dz, | — E / dey...de, GR,&(ep(i))PT,M(Zp(i) + €pi) — Zp(i-1) — ep(i,l))
{(~ 4 ALjayn [mp (R E

We still need to discretize the region (—4%, 2]%. Fix € of the form 2% for some large

integer 1. Let Q. = (—¢, €], Let P. be a grid of points in [—2, 2]* such that the
disjoint union Upep,p + Qe = (—%, %]4. A quantity that will be useful in trying
to understand the discretization would be the following,

,FGR"s (21, R ,Zn) = / dey...de, H éR,é(ei)Pr,M(Zi +e —zi—1— ei_l).

(R4)™ i=1
Now, we discuss what happens to the function FGrs (#1,...,2n) under a small
change to each of its entries FGrs (21 +du, ..., 2, +dy) where the perturbations d;

are understood to be small, i.e.,d |d;| < ? for some fixed small constant . Namely,
we see that if we change variable é; = e; + d; then an alternative way to write

FOr5 (21 +dy,. .., 2, +dy,) would be,
/ deq...dé, HéR,é(éi — dl)PﬂM(Zl + & — zi—1 — éi—l)-
(RH)™ i=1

Recall the definition GY, 4 as,

Ghs(e) = sup Grs(e+d),
[d|<o

we thus see that
FéR"‘(zl +di,.. zn+dy) < Fé?m(zl, ey Zn),
provided that all |d;| < d. Consider the function space L?(Q.) with norm given by,
||f||%2(Qe) :/ f2(2’17...72n)d21...d2n.

€

Thus, we can rewrite the right hand side of (3.5) as,

P1se-sPn € Pe P

where Y/ is the function with values,

o (Z1s s Z0) = FER (20) + Dp(1), s Zp(m) + Dp(n))-

2
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As before, we apply a slightly different triangle inequality to deduce that

2
(nl!)2E[(gR,5)”]§ 3 H;”Ypﬂl vvvvv pn||]

P1s--Pn€Pe

1/272
1 1 ~
4n E E G 2
= (") n! <(6)4" /[—e/z /2] ddy .. ddn F72 (pp(1) + dus -5 Dp(n) + din) )
e P ’

2

n 1 G¢
<ét Z la Z F&r5(pyay, oy Do)
P

PlyeeyPn € Pe
2
n 1 - ~e
— 64 Z —' Z/ d€1 . den H GRﬁé(ep(i))PT,M(pp(i) + ep(i) — pp(ifl) — ep(ifl)) .
propmep. L' T JE®DT i=1

Let us consider the term inside the brackets. Consider the point measure p given
by,

1 n
Hp = Z Ops»
i=1

thus, we have a point measure supported at each point p;. Related to the measure
wu, we can also define the following function on the points ¢ of P:

¢u(p) = v 1(p).

This function is normalized so that,

S (6u(0)? = 1.

p

We thus have that,

1 o
] > /<R4>n dex ... den [ [ GRs(epti)) Prar(Bpi + (i) = Ppi—1) = €p(i-1)
P

i=1

1 ) n -
— EZ Z ]l(pp(i) = q;, Vi) /W ndel...denHGRyé(ei)PfyM(qi—i-ei —qi—1 —€i-1)
P qi1,---sqn ( ) =1
1 nool
ey Z L(pp = bq) H (npp(r))! /(R4) dey...de, H GRrs(ei)Pr(qi +ei—qi1 —ei1)
T q1yen rep. " i=1
1 (npp(r))!
- ]l(ﬂp = Uq) %
n Z 11 (S, ()"0 1)
x dey...deny/Pp,(gn) Pu, (Qi)é%,é(ei)PﬂM(Qi +ei—qi-1—€i—1)\/bu,(gi-1)
(R*)
" i=2

X é;%,é(el) Gu, (@1 +e1)Pr (g +ex)
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and it is bounded by
(3.6)

npy(r))!
[mzaxPﬂM(z)]l H _ (nap(r))t

nl AL (0, ()

8 Z /4)n den\/(ZSH Qn H\/¢HP Qz GRJ(ez) T]W(Qz'i‘ez— Qqi—1 — €i— 1) (bup(%'—l)

q1,---,qn
X é;%,é(el) Gy, (@1 +e1).

We can, again, represent the last line as an operator computation. Consider the
following space of functions,

Lé,R,J,e = {f : 642/11%4 f*(g,e) ~§z,5(€)d€ = 1} ,
q
(ot =Y [ fila.c)fata.e)Cislelde
q
On this space, we consider the following operator,

Thorse(£)(d Z/WdePTM i e q— )G (V).

This is a symmetric operator on our space Léy R.5.c- We can rewrite the last line of
(3.6) as

[maXPT M] 1 H M {/1%4 deé}tﬁ(e)

* —_—
' reP. (¢)U‘p( ))nup (T) fR4 deG%ﬁé(e) d)MP)R)E fR4 deG%ﬁé(e)

We needed to introduce the normalization factor [p, deGS, 5(e) so that the inner

?bup

T deG (0 with itself has norm less than 1. Observe
r4 deg sl€

product of the function

that,

@ | A
Z/l; l f]R4 deG}té R)(;(e)de = ;¢P‘p (9) = ; \/ tp(q) < ;/Lp(q) =

As restriction of the domain to R is needed in order to ensure that [, G| r(e)de
is finite. The inner product can be bounded as,

¢ljp Tn—l lip
fR4 deG%)é(e) Puup Fre fR4 deGﬁ%,(s(e)

n—1

IN

Foih (qe &P (G+ ¢ — q—e)GS, 5(e) f(q, e)dedé
2 k?(q)=1 Z/R4 ( ) ( ) R,é( ) ( )

Zq f]}:g‘l d€f2(q)€)é§?,,6(e) 1

We denote the quantity in brackets above by par g s e
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Returning to bounding E[(Gr.s)"], we see that this is bounded by,

E[(5,r)"]

(nl)?
<|maxPTM [/ G%. 6} (pr,ros,e)”" 2 Z

1 (np(r)! \
o (n! H (¢up(r))"“P(T)>

reP,

Then, we see that,

hmsup log

SE[(GRr,s)" ]<210gPMR65+ log Z <i H M)

o\ e, (B (1)) ()

The latter term above can be shown to go to 0. If we note equation [7, (3.1.11)], we
see that an upper bound on the logarithmically scaled moments of Gr s is bounded
by 200, R .6, |

3.2. Analyzing par r,s.c. The goal of this section is to remove the dependence of
e and M in the definition of the optimization pas r.s... We will prove the following
two Lemmas. The first will remove the dependence on €. The second will remove
the dependence on M.

Lemma 3.4. Recall pyr g5, from Lemma 3.3. As we remove the e reqularization,
we arque that

lim sup par,r,5,c < PM,R,5-
e—0

Here,

prins = sup / didg / dede f(d,6)VH(@)Cro (@)
>, K (a)=1 (=3, 22 (R#4)2
f(*%w%ﬁ dq fR4 def2(q,e)éR,5(e):1

X Prag(G+ € —q—e)Gro(e)VE(q)f(q.e).

Lemma 3.5. Recall pyr.r,s from Lemma 3.4. As we remove the M compactifica-
tion, we have,

lim sup par,r,s < p-
M— o0

These two lemmas are now enough to prove Lemma 3.2.

Proof of Lemma 3.2. We have that from Lemma 3.3 that the asymptotic moments
of Gp,r are bounded by pa s for any arbitrary choice of M and e. By using
Lemmas 3.4 and 3.5 we can take the limit as ¢ — 0 and 6 — 0 in order to deduce
that the asymptotic moments of pys r.s.c can be bounded by p, as desired. |

Now we can turn to the proofs of Lemmas 3.4 and 3.5.

Proof of Lemma 3.4. Note that pas r.s. corresponds to the maximization problem,
Z / . deldegf(zl, 61)\/ k(Zl)G%)(;(el)PT)]w (zl—i—el—zQ—eg)Gﬁ%)(;(eg)\/ k(Zg)f(Zg, 62).
21,22€ Pe R )

Fix some €g, for € < €, we can find some function f(eg) such that f(ey) — 1 as
€0 — 0. Furthermore, G 5(2) < f(€0)GRrs(2) + 1[R < |2| < R+ €o]. Notice that
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once we fix €y, we can apply Theorem B.5 to the function f(e9)Gr.s(z) + L[R <
|z| < R+ €o] and show that,

(3.7)
h_r)% S}l}: 62d Z / . deldegf(zl, 61)\/ k(zl)G%15(€1)PT)M(21 +ep — 20 — eg)GRl;\/ k(Zg)f(Zg, 62)
‘ ’ 21,22€ P (&%)

< sup/ ledZQ/ derdeaf(z1,e1)Vk(z1)[f(€0)GRrs(e1) + LR < |er]| < R + €]
ik J([=M,M]*)? (R*)2

X Pﬁ,-yM(Zl +e1 — 29 — 62)[f(60)G315(62) + ]].[R < |€2| <R+ 60]]\/ k(ZQ)f(ZQ, 62).

Now, we assert that in general, we have for any L > 0 and positive functions,
f, M1 and MQ that

(3.8)

dzleQ/ deldegk(zl, el)Ml (61)P-,—7M(2’1 +ep — 20 — 62)]€(22, 62)M2(€2)
([=M,M]*)? (R*)2

S L/ ledZQ/ deldegk(zl, 61)M1(61)P7-1M(21 + €1 — 29 — 62)k(22, 62)M1(62)
([=M,M]*)? (R#)?

1
+ Z / ledZQ/ deldEQk(zl, 61)M2(€1)P7-7M(21 +e1 — 29 — 62)k(22, 62)M2(62).
([=M,M]*)2 (R4)?

To see this, we introduce the convolutional square root of Pr pr(z1 +e1 — 22 —e2) =

f[fM,M]‘* dkP; pr(21 4 €1 — k) Prar(k — 2 — e3). Observe that Py as(y) = Pras(—y)
by symmetry. Thus, we have that

/ ledZQ/ deldEQk(zl, 61)M1 (el)PTVM(zl =+ €1 — 29 — EQ)IC(ZQ, 62)M2(62)
([~ M, M]4) (R4)2
= / dk [/ dzl/ deyk(z1,e1)Mi(er)Pyar(z1 + €1 — k)]

[—M,M]* [—M,M]* R4

X [/ dZQ/ degk(ZQ, eg)Mg(eg)pT)M(Zz +eo — k)‘|
[ M, M4 R4

and it is bounded by

2
L/ dk / dzl/ deik(z1,e1)Mi(e1)Prar(z1 + €1 — k)
[~ M, M]* [~ M, M]* R4

2
+ — / dk l/ dZQ/ dEQk(ZQ, 62)M2(62)P7-7M(22 + €g — k)‘|
L Ji—nane MMt R

= L/ ledZQ/ deldegk(zl, 61)M1(61)P7-1M(21 + €1 — 29 — 62)k(22, 62)M1(62)
([=M,M]*)? (R#)?
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Applying equation (3.8) to the last line of (3.7), we can bound the last line by,
[f(€0)2 + L] / dzleQ/ . deldegf(zl, 61)\/ k(Zl)GR7§(€1)PT7M(21 +ep— 20 —
(R*)

(R*)2
x GR,s(e2)V/k(z2) f(22,€2)

—|— [L71 —|— 1] / ledZQ/ d61d62f(21, 61) k(zl)]l[R S |€1| S R + 60]
(R#)? (R#)?

X P-,—7M(21 +e1 — 29 — 62)]].[R < |€1| <R+ 60]\/ k(Zg)f(Zz,ez).

The final term on the last line below can be bounded from above by sup, fR4 1R <
|z —y| < R+ e]l[R < |yl < R+ e]dy < [R+ eo]* — R*. This is a consequence
of the lower bound from Section 2.1. If we now first take ¢y — 0 and then finally
L — 0, this gives us our desired conclusion from Lemma 3.4. |

Now, we turn a sketch of the proof of Lemma 3.5.

Proof of Lemma 3.5. We omit the proof since the proof is very similar to that to
[7, Lemma 3.2.4]. |

4. THE RELATIONSHIP BETWEEN p AND THE MODIFIED GAGLIARDO-NIRENBERG
CONSTANT

The goal of this section is to show that constant p which shown determines
the large deviation behavior of G can be more simply represented as a constant
that occurs more naturally in analysis. Namely, the modified Gagliardo-Nirenberg
constant as in [10, Equation (6)].

Before we present our main theorem, we discuss some notation. Recall that we
let p¢(z) be the transition density for a Brownian motion to reach point z at time ¢
and G(z) = [ pi(2)dt, G be the convolutional square root of G, so that G G = G
and Py (z) = [ e tpy(z)dt.

Proposition 4.1. Recall the optimization problem:

pi= sup /(]RAL)4 F(Z,eWVE(Z)G(E)Pr(Z+é—2—e)G(e)Vk(2) [ (2, €) dZdedz de.

feLy
ki [ya k*(2)dz=1

Let /(4,2) be the optimal constant in the modified Gagliardo-Nirenberg inequality.
Namely, the best constant such that,

1/4
</<> 9 ()Gl - y)g%y)dwdy) < #(4,2)lg1;7 Vol .%

Then,
72(4,2)

V2

. : 7%(4,2)
Proof. Part 1: Showing p > 7

First, we show that p is greater than the value of a certain optimization problem,
which can more readily be shown to related to £(4,2). Let h be a function such

that,
/ R*(2)G(z — y)h?*(y)dady = 1.
(R4)

62)
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Substitute k(z) = [ h?(y)G(z—y)dy and we find f(z,e) = h(z+e) \/fR4 h2(y)G(z — y)dy.
Indeed,

/ E*(x)dr = / 3% (21)G(x — 21)G (22 — ) g? (z2)dxdz1d 2y
R4 (]RAL)S

= / % (21)G (22 — 21)9%(z2)dz1dzg = 1.
(R*)2
In addition,

/ f2(x,e)G(e)dxde = / h%(x + e)G(e)G(x — y)h*(y)dadyde
(R4)2 (R4)3

= / dadyh?(z)h? (y)G(x —y) = 1.
(R*)?
If we let J(x) = h(z) [pa h*(x 4 )G (¥)dep, then
(4.1) p=> sup/ J(z)Pr(z —y)J (y)dzdy,
(R*)?
where the supremum is taken over all functions satisfying

/ h(z)2G(x — y)h(y)?dady = 1.
(R*)

Let
1/2 )
M@) = sup 6 / P (2)G(z —y)g*(y)dady | - —/ [Vgl*dz.
9: foa g°dz=1 (R4)2 2 Jpa
f]R4 \Vg|2d;n<oo
Then,

1/2
1 1 .
M <—) = sup - / ¢ (2)G(z — y)g*(y)dady _ 5/ IVg|2dz.
P 9 fpa g°da=1 P (R1)2 »

Jpa IVg|?doz<oco

-4
Our two intermediate goals are to first show that M(p~!) = L42’2) and secondly

2p
to show that M (p~1) < 1. Together, these imply p > ”2(42’2

I~

. We can first check
that, by the modified Gagliardo-Nirenberg inequality, that, for any function g with
Jgs 9?dz =1, we have

1/2
1 1
: ( [, #@oe- y>g2<y>dxdy> -5 [ 1vgPd:
1% (R4)2 R4

~9 4.9 1/2 1
(42) < K ( ) ) [/ |Vg|2dz] _ _/ |Vg|2dz
P R4 2 Jra

7i4,2) 1 1 74(4,2)
< ’ — | VgPdz— = | |Vg|Pdz = 5
< +2/R4| g’dz 2/M| o ="

Now we show that there is a function f such that the supremum

7(4,2)
2p?
attained. From [10, Theorem 2.2], we know that there is a function f that satisfies
the equality conditions in the modified Gagliardo-Nirenberg inequality such that

is actually
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its L2 norm is 1. Consider the rescaled version f* = A2 f(Az). This transformation
preserves the L2 norm while ||V f*||z2 = A|[[Vf]||z2. One can also check that,
1/4

1/4
[ / (P @)G — y><fk<y>>2dxdyl 2 [ / (PG — y)(F)2dady
(R%)2 (R%)2

By appropriately tuning A, one can check that all inequalities in (4.2) become
equalities and the maximum is attained. Let f be denote the function at which
this supremum is attained. This proves the equality M (p~!) with #g—i’m.

Now, we turn to showing that M(p~!) < 1. This involves manipulating the
function f at which the maximum is attained carefully though the use of Lagrange
multipliers. By the Lagrange multiplier condition for the supremum of M (p~1),

L 2) Jps Gz — ) [ (y)*dy 1 )
;lf(R4)2f (D§ Glx—y)f*y )dxdy]l/2 §Af($) =M(p 1)f($)

Let
/

I = o P@G@ - ) P dedg

Then, we obtain

"7 [ | 6l = 0T Wiy + 587@) = M),

where the normahzamon is set by

/ 7 (@)G(x — )T (y)dady = 1.
(RY)?

Let W (x fR4 —y)dy. Then,
L ()P, W () da + 1A7<x>PTW<x>dx = [ M )T @) P W (@)de,
R4 P R4 2 R4
where P,W(x) = [p, Pr(y)W(z — y)dy. Since [p, W(x)P,W(z)dz < p by the

optlmlzatlon problem 1nequallty (4.1),
1. - _
1+ §Af(x)PTW(x)dx >M(p™) [ flz)P,W(x)dz.
R4 R4
Then, since P, = I +27'Ao P; and [;, f(z)W(z)dz = 1 by the normalization
condition on f,
1

3 Af(2) P W (z)da :% f(@)AP,W (x)dz

/7() (@do + [ F)PW (s

=-1+ x)dz.
-1
Therefore, 1 > M (p~') and hence p > \/5
Part 2: Showing p < Lf;)

If we recall the problem M (p~!), showing that p < '%2(—\/45’2) is ultimately equivalent
to showing M(p~!) > 1. To do this, it suffices to find a good candidate function
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for the optimization problem defining M(p~!). We find the proposed candidate
function by considering the maximizer of the following auxiliary function. Consider
the following problem:

:=1in 2(x)dx ! z)[2dz 2(2)G(z — 2 xdy =
cmif{ | P@desg [ (Wi@Pdss [ P@6E -y = 1)

We will first argue that p < ¢;*. As we will discuss in more detail in equation (4.4),
the intuition regarding the main relationship between c¢q and M () is that M (6)
will exactly be 1 when 6 = ¢y (or more exactly that M (0) > 1if 0 > ¢y). Thus, we
will be done if we show p < cal. Given f and k such that,

/ 12(z,e)G(e)dzdy = 1, / k%*(2)dz =1,
(R4)2 ]R4
and consider
FO\) = [ fA—e e)VEk(\ —e)G(e)de.
R4
It suffices to show

A [ P F@F@)ndy < "
(R*)?

We remark here that the quantity on the right hand side of the definition symbol is
exactly the term in the optimization problem defining p when we use test functions
f and k from earlier.

We first claim that for any h, we have that,

1/4
/ F(z)h(z)de < l/ R ()G (x — y)hz(y)dxdy] .
R4 (R4)2
To see this, we see that,
(4.3)
/ F(z)h(z)dz = / f(x — e, e)VE(z — e)G(e)h(z)dade
R4

(R*)?

:/ f(x, e)Vk(z)G(e)h(z + e)dxde
(R4)2

IN

_/<R4>2 e dxde] ( / h2(z + €)Gle )de) dx} v
1/4 , 14
_/11@4 k(x)*d ] / (/ (z +e) )de) dx]

1/4
= / R2(x + e1)G(e1)G(e2)h? (z + 61)d$d€1d€21
(R4)?

IN

1/4
-1/ h2<x>G<x—y>h2<y>dxdy] .
(R%)2

Then, inequality (4.3) shows that
A= (P F,F) <||P-Flg,
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where ||P;F|¢ = [f(R4)2(PTF)2(x)G(x — y) (P, F)?(y)dxdy)*/* and (-) is the stan-
dard L? inner product. Then,
A= (P,F,F)=(P.F,(I -2"'A)P.F)
P.F P.F
= ||P.F|? <77 I-271A 77> > || P Fl|%co > A%cy.
|| HG HPTF”G ( )HPTF”G = || ||G 0= 0

By dividing by Acg, we see that ¢ !> A. As this is true for arbitrary functions f
and k, this implies that p < cal. Hence, for any 0 < € < p there is f such that

1
p—¢€

1
[ Paasg / V()P

Now, we can return to proving M(p~!) < 1. If we set g(z) = f(z)/||f]l2, we
have

|
p—€ (]R4)2

ad) == [ Va@Pds
{/f o+ 3 [ 9A@Pas ) 1A - SV =1

for f(R4)2 % (2)G(z—y)g?(y)dzdy = 1. This shows that for any € that 1 < M (

@)z - y)g*(y)dady] V4 - / V() 2de

)

Since € is arbitrary, this implies that 1 < M (%) and hence p < '%(4—\/;)2. [ |

5. SELF-INTERSECTION: THE PROOF OF THEOREM 1.3

In this section, we will provide the proof of Theorem 1.3.

Proof. We set
B(I) = ﬂtfs o0,

AL J) = /1 /J G(B, — By)dsdt

such as [2, (2.3), (2.4)]. Note that B([1/2,1]) =4 B1/2 =4 £1/2 and A([0,1/2];[1/2,1]) =
1/2 fol fol G(B; — B.,)dtds. Moreover, B([1/2,1]) is independent of £ 5. Then, to
show the upper bound of (1.3), we only have to repeat of the proof of the upper
bound of [2, (3.3)].

Now we show the lower bound. Let

and

C = A([0, K]; [k, k +1])
k=1
forn=1,2... We prove
27.2
(5.1) lim inf L log Eexp(AC1/2) > 2F-(42)

n—,oo M
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for A > 0, which corresponds to [2, (3.9)]. Set L(t,x) = ft G(B, — x)ds. Then, we

0
have
/2 1/2
<// G(BS—Bt)dsdt) = (/ Lz(n,:v)dx)
0<s<t<n 2 R4
Zi/ f(z)L(n,x)dx
2 Jr4
:i/ G * f(By)dt
2 Jo
for

(5.2) /R 2 (z)dx = 1.

Therefore, by Feynman-Kac formula,

1/2
1
lim inf — log E exp <)\ (// G(Bs — Bt)dsdt) )
n—=oo 1 0<s<t<n

s { s [ Gr s g [ Waolac)

Taking the supremum over f with (5.2), it is larger than or equal to

sup{ (//R4)2 (x — y)gz(y)dxdy> b - % /R4 IVg(x)Ide}-

Therefore, by the same proof as [2, (3.9)], we obtain (5.1). [ |

APPENDIX A. REGULARIZING THE SINGULARITY NEAR THE ORIGIN

There are difficulties with dealing with the singularity around the origin when
deriving an upper bound for the high moments. In this section, we will consider
the moments of the following function,

™ (B, — B| < €)
— = ~dtd
// 1B, — B2 *

where B; and B/ are independent Brownian motions and 7,7 are independent
exponential random variables of rate 1. The new factor here is the introduction of
the cutoff 1(|B; — BL|). An expression of the n-th moment of this term is given by,

AR
dtl P dtn/ dSl N ds’ﬂ]EB,B’ . Si .
~/[07T1]" [0,72]™ - |Bt1 - Bgi|2

i=1

E,

The first expectation is with respect to the exponential random variable 7. The
expectation inside is with respect to the Brownian motions B and B’.

Let us give some intuition on why this cutoff will give a subleading order term. If
we are interested in computing the n-th moment of the term without cutoff, then the
contribution mostly comes when 71, 75 is & n. At this scale, the ordered consecutive
differences (assume t; < t5... < ¢, then the consecutive differences would be
tr, — tr—1) would approximately be of O(1). The partial differences By, — By, ,
would fluctuate to within O(1) as well. Thus, it becomes increasingly unlikely that
they could be confined to a neighborhood of size O(¢), as would be needed by the
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term 1(|B;, — By |). In the remainder of this section, we will try to formalize this
intuition.

We start with a lemma that controls some of the expectations that we would
see.

Lemma A.1. We have the following estimates. There is some universal constant
C not dependent on € such that,

1(|B; — x| <¢) . 1 &1 cC . (e 1
Ep |2t =Y < )<= =
B[ Bi—aP |~ "\ er) " e\ e Vi)

1(|B; — z| <e) ) 1 e 1
Ep |~ t— M =9 - =),
B[ B -y |- T\ e

(A1)

Proof. In the course of the proof, C'is a constant that is allowed to change from
line to line. We start with considering the expectation of %.

There are a few cases to consider. The first case is when € is larger than v/Z. In
this case, we may drop the restriction 1(|B; — x| < €) and use the estimate (4.8)

from [9, Lemma 4.2]. In the case that ‘%‘ > \/t > €, we write the integral as,

C exp|—|z|?/1] C exp[—|2/|2/t — 2(2', z) Jt — 2% /1] |,
t_2 . 2 dZ = t_2 712 dZ
|z—z|<e |Z _:E| |z"|<e |Z |
2 2 2
< Cexp|—x /t]/ 1 P Ce® exp[—x2/(2t)] < C '
t2 o) <e |2/[? t2 |z [?

To get the last line, we used the fact that when e < ‘%‘ we have that 2(z',z) <
|z|2/(2t). Furthermore, using that |z|> > ¢ and that v/t > ¢, we can say there

is some constant C such that & > Lexp[—a?/(2t)] > :—iexp[—:zr2/(2t)]. When

Vi>e> IZ—I or \/t > IZ—I > €, we can bound the integral as follows,

—|~|? 2
C exp[—|z| /t]dz < & 1 Qs — Ce < C < 1606'
t2 |z—x[<e |Z - $|2 t2 |z—z|<e |Z - ‘T|2 t2 t |‘T|2
1(|Bi==|<e)

This gives the first part of the lemma. Now, we consider the integral of Byl
When € < |z — y|/4, then |B; — x| < e will imply |B; — y| < 3|z — y|/4 and thus,
1(|B; — 2| < 4 C 1
E[ (B: — 2] = 6)] < _E[1(|B; — 2| < €)] < —— min {6—21} .
|Bt -y |z -yl |z -yl t

If instead € > |z — y|/4, then we can say that 1(|B; — x| <€) < 1(|B: — y| < 5e),
1(|By—z|<e
[Bi—x]?

and we can then use the estimates on the moments of E [
have that € < |z — y|/4, we see that
C € Ce?
— < .
|z —y|? 2 — 16¢2

} . Since we

If we knew instead that v/# < €, then we have that,
C 16C _ 16C
<<=
[z—yl? T & Tt
Now, we need to prove that ﬁE[]lﬂBt —z| <) < ﬁ for some constant C.
If |z — y| > |y|/4, we would be done. If not, then we have that |z| > |y| — |z —y| >
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3|y|/4. Furthermore, € < |z — y|/4 < |y|/16 < |z|/12. Thus, we can write,

BB - el <) =5 [ _ ell= 2z~ ol

12
We have that —2(z, )/t —|x|?/2 < —|x|?/(2t) since |z| < € < |#|/12. We thus have,

exp[—|z[*/t — 2(z,z) /t — ||*/t]dz < fexp[—lxl /(275)]/ exp[—|z[?/t]dz

2
¢ |z[<e |z|<e

el
< C'min(1, t_2) exp[—|z|?/(2t)].

If €2 < t, we use the fact that €2 < |z — y|?/16 and derive that

et 1 C C
————=exp|—|z|7/(2t — x|7/(2t — ,
T el lal/@20)] < g expl-lef/(20] € 1o < o
in addition if €2 > ¢, we instead get that,
1 9 16 9 16 9 16C° _ 256C
= P/ (0] < 5 expl-fal?/(26)] < F expl-le/(20] < 1 < G
Then, we obtain the desired result. |

As a consequence of these estimates, we can derive the following estimates,

Lemma A.2. There is a universal constant C' not dependent on e such that the
following estimates hold:

]l(|Bt—x|§e)} <1 1> ) <e 1>

Ep [— C'min min [ -, — |,

B — z||B: — =] [y t Ve

1(|B; — x| <€) ] 1 . ( 1)

E <C min | -, — | .
B[|Bt—x|2|Bt— = T alle—ol T\t VR

Proof. The first inequality can be derived via the Cauchy-Schwarz inequality. That

is, we have,

E{]l(|Bt—x|§e)]<E{]l(|Bt—x|§e)]1/2 P(|Bt_x|ge)y/2
B = 2||By — | |B, — af? B =yl '

(A.2)

1/2
If ‘—i‘ < ﬁ, we can bound E {M} by ﬁ, using the first inequality of

x[?

(A.1). the integral E [%} can be bounded by min (t2 , %) by the second

inequality of (A.1). If instead ﬁ < ‘—i‘, we can go the other way around. To deal
with the second inequality of (A.2), we instead use,

]].(|Bt—2$|§€):|§ 1 E[]l(|Bt—:v|§e)]+ 1 E{1(|Bt—x|2§e)]
By —al|Be —yl] = |le—yl [|Be—al|Be —yl] |z -yl | Bt — x|

- C . (e 1)
——  _min(-,— ).
= |z —yllz] t Vi

The last line used the first inequality of (A.1) and the first inequality of (A.2). W

Eg

The main improvement in this lemma compared to [9, Lemma 4.2] is the change

of the time bound to min (% %) We are now in good shape to bound the moments

1(|B,—B.|<
Offﬂ T2 \‘Br B/||2 e)dtd
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Lemma A.3. There is some universal constant C, not dependent on € or n, such
that we have the following moment estimates:

mUB-B<d " -
<Cc" D=
(/ / BB dtds | < C™"e (n!)

Here, 11,19 are two independent exponential random variables with rate 1 and B,
B’ are two independent Brownian motions.

Proof. We start with bounding the more general quantity,

By, —yi| <
EBH 1B, —yl <9

|Br, — vil?
_Ej 1:[ 1(|B, —yil <€) L(|Bt, — Bt, , — (yn — Bi, )| <€)
-5 Ba —wil? |(Bt,, = Bt,,_,) = (yn — By, _,)I?
n—1
1(|By, —vi] <€) 1 ) € 1
< CE - .
o B 11;[1 |Btl - yi|2 |Btn71 - ynl e tn - tn—17 tn - tn—l

To get the last inequality, we used the fact that the difference B,, — B, , is
independent of the Brownian walk up to time ¢,,_; and is distributed according to
a Brownian motion at time ¢, — t,_1. We then used the first inequality of (A.1).
At this point, we can proceed in an inductive fashion. We have,

(|Bt - yz| < E) 1 . ( € 1 )
E min ,
b };11: |Bti _y1|2 |Btn71 _yn| ty —th—1 tn —tn—1
_Ejg H F LBy — il <) L(|(Bt,,—s — Bt, ) = (yn—1 — By, _,)| <€)
.- |Bi, —wil>  |(Bt,_y — Bt, 5) = (Yn-1— Bi, ,)*|(Bt,_, — Bt,_») = (Yn — By, )|
=1

-2
< CEB 11_[ ]]-(|Btl — yl| = E) ! min < ¢ ! >
B i=1 |Bt1 _yi|2 |Btn,1 _yn”yn_yn 1| tn—1 _tn727 tp_1 —th_2

Combining these steps we see that,

(A.3)

1(|By, —yi| <€ 1 , < € 1 >
E L =S A O min , .
o H |Be, —wil? 11;[1 [Yi — i1l tic1—ti—o Jti1—1i—2
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The n-th moment of f 72 %dtds can be expressed as,

(A4)
n |Bt — B/ | < 6)
n!IET / dtl AN dtn/ d51 AN .dSnEB_B/
0<ty <ts...<t,<m [0,72]" ' 1_[1 - B ?

€ 1
< C"nlE / dt; ...dt, min ( , )
! 0<t1 <tg...<tn<m " ti —ti—1 i —tio1
X .ds EB’
~/[<0.,7'2] nH H |B - Sl 1|]
n . € 1
<nlE,.C dtqy ...dt, min ,
0<t1<to...<tn<m ti —tio1 Vi — T
- 1

< | M-
0<s1<s2...<sp<72 ;—1 V Si — Si—1

To obtain the second inequality, we used (A.3).
To get the final inequality, we used equation [9 (4.18)]. By scaling one has

/ an ] e
o§513s2...§sn§m \/T”

0"7'2"/2

2
" | dan o
0§51§52...§sn<1 1 Vi~ Si—1 (”)

One can see equation [9, (4.21)] for a reference. The more important term to deal
with is,

/ dty ... dt, mi < € ! )
1evs min ,
0<ty <ts..<t,<mi " ti—tio1 Vit —tio1

Let I, denote the value of the integral,

I = .de
: /0<91<92...<9k<1 i H \/0;

Notice that Iy, satisfies the relation,

I = /1 Sl
0 CR ’

and Ij is also understood to be 0. By induction, we will prove the following in-
equality,

€ 1 " — n
dtq ...dt, min < , ) < 2™e (Tl)k/QIk( >
/0<t1<t2"><tn<7-1 ti —tiz1 Vit = tiza kZ:O &

The base case n = 1 can be bounded from above by the integral

m 1 e 1 e
min [ —, - | dt < —dt+/ —dt
/0 (\/f t) /0 Vi .
T1 1 T1 1
<2v/e + \/E/ —dt < 2\/E+\/E/ —dt = 2v/ely + Ve /111
€ \/E 0 \/E

The second term integral above is understood to be 0 if 7 is less than e. /e will
still be an upper bound if 7 is less than e.
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Now, we can proceed with our induction. We have,

1
/ dtl...dtnmin( ¢ , )
0<t1<to...<tn<71 ti —ti1 Vb — Tt

T1 i

= d¢; min ( ) / .dt,, min < >
/0 t1§t2§...§tn§~rl H VB =it —tiea

T1

< / dt; min (— ) / dtly...dt, min
0 NG 0<t) <. <t <T1—t1 H A/ ’—t; 1 t’ —t; 1

1 n—1
n— n—1
< dt1 min (— ) on—l /e ! (11 —tl)k/21k< )
J i - :

and
‘1 1= n—1 e 1= n—1
=~ on—1_/m— k/2 - S on—1_,m— _ k/2 -
g/ \/52 Ve Z(n) (k >dt1+/é t12 Ve Z(ﬁ t1) Ik( % >dt1
n— -1
<2n\/— Z 1 k/2< )+\/_/ —2” 1\/_ 12 Tl—tl k/2Ik< k )dtl
<2V Zmn)m (Z)
k=0

Thus, our expression for (A.4) can be bounded by

e £ (Justs < () 6 G

)

S

Y-
<

H~|m

H~|m

Therefore, we obtain the desired result. |

APPENDIX B. ANALYSIS OF THE CONSTRAINED OPTIMIZATION PROBLEM

Fix a function M that is bounded and with finite support. In this section, we
will analyze optimization problems of the following form,

Kei={k:€ Z E%(z) = 1},

z€el4
eM—{fEZ/f2Z€ =1}
z€elA

and

— 8
Ogy 09,6, M = SUD sup € E

k€EKe f1,f2€Fc 21 €T zpEelh

X /(R4)2 \/E(Zl)fl (2’1, el)M(el)PT (2’1 +x1+e1 — 290 — Ty — eg)M(eg)\/E(Zg)fg(Zg, eg)deldeg.
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Note that Oy, 2,,,m can be understood as an upper bound for the norm of all
operators of the following operator on F¢ ps:

(Toy amenrif)(z,€) = VE(2)e* Y / P (z+x14+e—i—x9—8) M (E)VE(Z) f(Z, €)de.
zeezs /R
We thus see that,
011,12,6,M = sup sup <f1;Tx2f2>-
k€K f1,f2€Fe,m

Here, z1 and 25 are two points found in [—e, ¢]*. The continuous analogue of these
quantities can be expressed as follows:

K :={k ;/ dzk?(2) = 1},

Fy={f: dzdef?(z,e)M(e)}
(R*)2

and

On = sup VE(z1) fi(z1,e0)M(e1) Pr(z1 + €1 — 22 — e2)
kEK, f1,f2€Fn J (RE)4

X M(ez)\/E(ZQ)f(ZQ, 62)d21d22d€1d62.

We remark that this Oy; corresponds to the symmetric operator on Fj; given by,

(Tarif) (2, €) = VE(2) / Pr(z+4e—z—é&)Vk(2)M(&)dzde.
(R4)2

Thus, Oj; would be the same whether we took the maximum over fi,fs arbitrary

or fi = fa. Let C be a continuous function such that C(z) < P.(z) < C(z) +

P.(2)1(]z] < ¢§). We let the quantities O]C\;[,Ogl)wz’@M or 0%, Oghm)e)M denote

the analogues of Oy, 4,.¢,m or Oy with the function P, in the definition replaced

either by C or by Pr(z)1(]z] < ¢). Clearly we have that,

Ofiy < Om < Ofy + 044,05, < Onyane SO5, gy e +0;

x1,x2,6,M = x1,z2,6,M*

We will first argue that independent of x1, x> and ¢, that Ogl,zme,M will go to 0 as
0 goes to 0.

One way to rewrite our maximization problems is as follows. We can consider
the normalization

We remark that [,, F'(z)?dz = 1 and for each z we have [;,(N-(e))?de.

Next we see another way to write the integral expression that appears in O
(we have similar expressions for Oz, 4,.c.a) is as follows:
(B.1)

dzdzVk(2)Fy (2)Fay (2)VE(Z) / dedéM (e)(N.)1(e) Py (z+e—2—&)M(E)(N.)2(é)
(R*)? (R4)2

We need a series of lemmas that analyze this expression based on understanding the
value of the integral in the interior. We start with a lemma that derives a bound

on what we will consider the ‘canonical’” version of the problem.
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Lemma B.1. Consider the following problem:

1
(B.2) J:= sup / Ni(e1) ————— Na(ez)deq des.
N1,N22 ([—
f[—1,1]4 Ni(e)?de=1
Then J 1s bounded.

Proof. Assume for contradiction that J is not bounded. Then we can find a sequence
of functions N2 and NP supported on [—1,1]* and L? norm 1 such that

(B3) / NlB(el)PT(el - GQ)NzB(ez)deldeQ
([-1,1]%)2
1
> c/ NlB(el)ﬁNB(eg)deldeg > B,
([-1,1]4)2 le1 — eaf

where ¢ is a constant so that Py(e; — eg) > 1 L when eq, es are supported in

Jer—e2l®>
[—1,1]%
Now consider the large deviation of the following quantity. Let I denote the
indicator function I(z) := 1(x € [-1,1]*) and

LT
I:= / / (I I)(B; — B.)dtds.
o Jo

Since the convolution I * I is bounded, we can see that < log ﬁE[(I)"] < 0.
However, similar to the proof given in Section 2.1, we can prove that

lim inf ! log E[(Z)"]

n—oo n (n!)?

(B4) = sup / VE(21)f1(z1,e1)I(e1) Pr(z1 + 1 — 22 — €2)
S K (2)dz=1 (R4)4
f(]Rz;)z f2(z,e)I(e)dzde=1

X I(GQ)fQ(ZQ, 62)\/ k(ZQ)ledZQdeldGQ.

Now, we choose f;(z;,e;) of the following form. If |z;| < %, then we write f;(z;,e;)

as F(z;)NP(e; + z;), where F supported on [—3, %}4 is a function with norm 1,
namely, [, F?(z)dz = 1 and NP is the function from (B.3). One can manifestly
see that f(R4)2 F2(2)(NE(e))?I(e)de = 1 by definition. We also fix k to be some

function with L2 norm 1. With this choice of k and fi, f2, we see that

/(W)2 dz1dzoF (21 )Vk(21) F (22)VE(22)
X / deldegNlB(el + zl)I(el)PT(el + 21 —eg — ZQ)NQB(GQ + ZQ)I(GQ)
(R#*)2
> B/ dz1dzoF (21)Vk(21) F(22)VE(22).
(R#)2

The last inequality merely follows from the condition on N for (B.3), once you
use the observation that |e; + 21| will be < 2 when |e;| < 1 and |21] < 5. Thus,
in the domain of relevance, I(e;) will just be 1. We can freely take B to oo while
keeping F' and k fixed. Thus, the supremum in (B.4) will be oco. This contradicts
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that the fact that said supremum should be finite. Thus, it must be the case that

the quantity I, of interest, must be finite.
|

We can now proceed to relate the more general problem to a bound on the
canonical problem.

Lemma B.2. Assume that M has support [—S,S]* and that M is bounded from
above by B and from below by b on this support. Then we have the following
estimates: If |21 — zp| > 4V/d|S|, we have that

sup Ni(e1)M(e)Pr(z1 + e1 — 22 — e2)Na(ea) M (e2) deq des
foa N OM (a1
a NG (e e)de=

< P(Z2)VBRST"

If instead, we assume that |21 — 23| < 4v/dS, we have that,

(B.5) 2

B
sup Ni(e1)M(e)Pr(z1 + €1 — 22 — e3) Na(e2) M (e2)deq des < Wﬁ.
ra N (e e)de=

J is the quantity from (B.2).

Proof. Let us consider the case that |2, — zp| > 41/d|S|. In this case, we can assert

that for any eq, ea in the support of S, we have that |21 — 20 + e1 — ea| > lzl2;z2|

P, depends only of the norm of its input and is monotone decreasing in its input,

thus, P-(z1 — 22 + €1 — e2) < Pr(#5%2) when e; and ey are in the support of M.
Secondly, we also know that,

Ni(e)M(e)de < | / (N1 (e))>M(e)de] /2 [ M(e)de]*/? < /B[2S]*.

R4 R* R*

Because M is bounded from above by B, we can then assert that,

sup Ni(e1)M(e1)Pr(z1 + e1 — 29 — e2) M (e2) Na(e2)derdes
N1,Na: (R*)?

Ja NZ(e)M(e)de=1

21— 2
< P (222 sup Ny(e1)M(ep)dey / Na(ea)M(ez)desy

2 N1,Na: R4 R%
Jaa NZ(e)M(e)de=1

< P.(222)/BRS.

2
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If instead, we assume that |21 — zp| < 4v/d|S|, then we instead know that |z; 4 2 —
e1 — ep| < 6v/d|S| and that

sup Ni(e1)M(ey) x Pr(z1 + e1 — 20 — e2) M (e2) Na(ez)derdes
fua MM et
ra N7 (e e)de=

= sup Ni(er — 21+ z2)M(er — 21 + 22)
Ni,Na: (R4)2
Jua N7 (e—2z1422)M(e—z1+22)de=1
Jza N3(e)M(e)de=1

X PT(€1 — 62)M(62)N2(62)d61d62

< B? sup / deldele(el) x Py(ey — 62)N2(€2)
]\7171\22: ([,35135]4)2
b5 5e2 N7 (e)de=1
B2(39)? ) ~
— # sup / deides Ny (61)72]\[2(62),
b Ml (=1 ler — ea]

f[—1,1]4 Nf(e)de:l

To get the second line above, we changed variable of e; — e; — 21 + 25. We need
to make more observations to derive the second to last line. Firstly, one can use
the assumption that M is bounded by B. This gives the factor of B? outside.
Secondly, the support of the shifted functions Ny(e; — 21 + z2) must be restricted
to the domain [—39,3S5]%. The support of Na(es) must also be restricted to this
domain. Thus, we can increase the domain of integration to [—3S,3S]*. Finally,
since M is bounded below by b, we would also know that bf[_s)s]4 NZ(e)de < 1.
By assumption, the functions N; would also have support restricted to [—S, S]%;
thus, bf[_35735]4 NZ(e)de < 1. Hence, the value of the integral could only increase
if we considered functions like Nl-.
In addition, the final line is derived by bounding Py (e; — e2) by |e; — e2| 72 and
using scaling and we obtain the result.
|

By a very similar technique, we can also prove the following estimates,

Lemma B.3. Assume that M has support [—S,S]* and that M is bounded from
above by B and from below by b on this support. Then we have the following
estimates: if |21 — 29| > 4v/d|S| + 26, we have that

sup Ni(e1)M(e)Pr(z1 +e1 — 22 — e3)
fua NN et
ra N3 (e e)de=

X ]].(2’1 +e1—29—e3 < 5)N2(62)M(€2)Ck1 des = 0.

If instead, we had that |21 — 29| < 4Vd|S| + 26, we can instead derive following
estimates, for universal constant C (only depending on M ):

sup Ni(e1)M(e)Pr(z1 +e1 — 29 — e2)
o VMot
ra N7 (e e)de=

X ]].(2’1 +e1 — 29 —e9 < 5)N2(62)M(62)d€1 des < Cs2.
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Proof. When |z — xo| > |21 — 22| + 20, the assertion is clear. We now need to
consider the case that |z; — za| < 2V/d|S| + 26.

Consider the scaled integer lattice Zj := %Z‘l. For each e in [—S, S]%, let m be
the closest integral point in Zg to e. Hence, |m1 —eq| < 9. If |21 — 20+ €1 —ea] <9,
then we must have that |m; — (ea+ 22 — 21)| < 2§. Thus, we can make the following
integral bound,

e Ny (el)M(e)PT(zl +ep— 20 — 62)

]].(21 +e1 — 20 — 62) < 6)N2(62)M(62)d61d62

(B.6) .y /
(

keZj
|k|<2v/d|S|

X P-,—(él — ég)Ng(Zg + 6o — 21 — kl)M(Zz + €9 — 21 — kl).

déidéa Ny (k1 + é1)M (k1 + ¢é1)
2

- ")

o
NS

)

o
INES

The second line chooses the change of variables e; — k1 + é; and es — é3 + 29 —
21 — k1. The restriction that |z1 + €1 — 22 — ea] < 0 will ensure that any tuple
(e1,e2) that corresponds to a non-zero term in the integral on the left hand side
will belong to one of the squares on the right hand side.

We now define,

Vi(k) = / Nyl + )2 M(ky + €)dé,
[—25 281
d’Vd

Va(k) = / No(zs+é — 21 — k)2 M (25 + é — 21 — k)M (22 + é — 21 — k)dé.
[

E]zx
Vd’'Vd

One observation we will use is that Ekezj} Vi(k) < 4if we assume that f(R)4 (N;(e))?de =

1. Returning to the last line of (B.6) and using the inequality of (B.5), we can derive
the desired bound,

. Nl(el)M(e)PT(zl +e1 — 29 — 62)
(R#)?

]].(2’1 +ep — 29 — 62) < 5)N2(62)M(62)d€1d€2

< Z \/W\/MB l(j;) 3< B l(j;) j(z Vl(k))(z Va(k)) < 16B4(39)

bd
kezj kezZ} kezZ}

|k|<2Vd|S|

As a corollary of this estimate, we can establish the following,

Corollary B.4. Let M be a function of finite support that is bounded from above
and away from 0 on its support. Uniformly in x1,x2 and €, we have that,

02, et < C(6),

T1,T2,

where C(0) is a constant that, depends on M but not on x1,xo or €, and goes to 0
as § goes to 0.

2
J.
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Proof. By the alternative expression found in (B.1) and the bounds on the interior
expression found in (B.3), we have the bound
(B.7)

1
02 zsent < €02 Sup - > VE(z1)Fi(z)
1,42
e%: >eed k*(2)=1
54 P eaa(Fi(2)?=1

z1,20€€eZ4

X ]l(|zl — 22| < 4\/85 + 26)@(22)}72(2’2)

Notice now that G;(z) = \/k(z)F;(z) satisfies

1/3 2/3
1 4/3 1 2 1 2
= > Gi(z)"3dz < L—4 > k(z)] L—4 Y (F)P()] <L
z€eZ4 z€eZ* z€el*
We thus see that,
1
2 > Gi(z2)1(|z1 — 2| < 4VdS + 26)G(22)
21,20€€Z4
1/2
1
< | Y (G2 (Galz2)?
21,22€€Z*
1/2
1 1 2/3 2/3
<o X0 Al S VS +20)= Y (Gila) (Gl + )
y€EeZ* z1 €€t
1/2 1/271/2
1 1 1
<5 Y W avas+20) 5 3 Gy {5 T (Galer + )
yEeZr z1 €€t z1 €€t
< [4VdS + 20)*.

The sequence of steps follows from carefully applying the Cauchy-Schwarz inequal-
ity twice. Putting the above inequality into equation (B.7) will give us the desired
bound on Ofcl,xz,e,M uniformly in x1, 22 and e. |

At this point, we finally have enough tools to assert the following theorem.

Theorem B.5. Let M be a function of finite support that is bounded from above
and bounded away from O on its support.
Then, uniformly in x1,x2,€ and M,

lim Oml,mg,e,M S O]W-
e—0

Proof. It is manifestly clear that lim._,¢ thxzyéy < O, by using the continuity

of the function C'. Namely, one can take functions in K. and F, ) and generate
a function in K, F respectively by setting k(z) = ke ([2]) with &k in K and k.
in K, and similarly for F. For any value , one can find e small enough so that
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|C(z + a) — C(2)] < kC(z) for |a| < e. Thus,

(> /(]R4)2 VEe(z1)(f1)e(z1,e1)M(e1)C(z1 + 21 + €1 — 22 — w2 — e2)M (e2)

z1€€elA 2o €l

X \/k_€(22)(f2)5(22, 62)(161(162

<1+ n]/ dzidz, VEke(z1) (f1)e(z1,€1)M(e1)C(21 4 €1 — 22 — e2) M (e2)
(R4)2 (R4)2

X \/k—E(ZQ)(fQ)e(ZQ, 62)d€1d€2.

This is true for all f1, fo and k. By choosing the supremum of fi,f> and k on the
left hand side, we see that lim. o O¢ < [1+k]O§;. As € — 0, the factor x

z1,x2,6,M —

goes to 0. This gives the claimed statement that lim. O < 0§, <Oun.

z1,%2,6,M —

. . . C . 6
Finally, we observe that lim¢_0 Oz, 2y.e,p < lime_s0 Owl)mz)E)M—HlmE%o OIIM’G’M <

O + C(6). Here, we applied our earlier claim on O along with Corollary B.4.
Since we can take § — 0 after all these steps, we have the desired inequality. |
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