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SMALLEST GAPS BETWEEN EIGENVALUES OF REAL GAUSSIAN

MATRICES

PATRICK LOPATTO AND MATTHEW MEEKER

Abstract. We consider an n × n matrix of independent real Gaussian random vari-
ables and determine the asymptotic distribution of the smallest gaps between complex
eigenvalues.

1. Introduction

1.1. Background. Random matrices have fascinated mathematicians and physicists for
decades due to their connections to quantum chaos, number theory, statistics, and numer-
ous other fields. A primary focus is the distribution of gaps between consecutive eigenvalues
in random Hermitian matrices, which underpins many of these links. Substantial empirical
evidence indicates that this distribution also arises in the spacings between energy levels
of disordered quantum systems and the zeros of the Riemann zeta function, to give just
two examples [6, 32].

While the distribution of a single eigenvalue gap is now mathematically understood for
a wide variety of matrix models, less is known about the smallest and largest gaps. As
motivation for their study, we note that the average-case performance of the Toda flow
algorithm for diagonalizing a symmetric matrix can be analyzed in terms of the smallest
eigenvalue gap of a Gaussian matrix [3, 12]. Additionally, the correspondence between
eigenvalue gaps and spacings of zeta function zeros mentioned previously extends to the
largest and smallest spacings in a given interval [3].

The rigorous study of extremal eigenvalue gaps was initiated by Vinson in his 2001
Ph.D. dissertation [40]. Using the method of moments, Vinson determined the asymptotic
distribution of the smallest eigenvalue gap for the circular unitary ensemble (CUE), the
Gaussian unitary ensemble (GUE), and unitarily-invariant β-ensembles. For the CUE
and GUE, these results were extended by Ben Arous and Bourgade in [3], where they
obtained the joint limiting distributions for the k smallest eigenvalue gaps. Instead of the
method of moments, they drew on ideas developed by Soshnikov to study the smallest
gaps of determinantal point processes [38]. Further, they also determined the asymptotic
distribution of largest gaps for the CUE and GUE in the spectral bulk. The smallest gaps
distribution for the Gaussian orthogonal ensemble (GOE) was later established by Feng,
Tian, and Wei in [13]. We remark that determining the asymptotic distribution of the
largest gaps for the GOE remains an open problem.

All of the matrix models mentioned in the previous paragraph are exactly solvable,
in the sense that their eigenvalue correlation functions are given by explicit formulas.
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There has also been significant interest in studying extremal eigenvalue gaps for matrices
outside of this class. In [9], Bourgade studied the distributions of smallest and largest
gaps for a quite general set of random matrices, the generalized Wigner matrices, under
a smoothness assumption on the entry distributions. He showed that these extremal gaps
match those of the GOE/GUE (depending on whether the matrix is real symmetric or
complex Hermitian). Landon, Lopatto, and Marcinek provided an alternative comparison
argument for the largest gaps in [27], which does not require a smoothness hypothesis. As
a consequence of these universality results and the works on the GOE/GUE mentioned
previously, the largest gaps distribution is known for all Hermitian generalized Wigner
matrices, and the smallest gaps distribution is known for generalized Wigner matrices of
both symmetry classes with sufficiently smooth entries.

Further, lower bounds on the smallest gaps were established by Nguyen, Tao, and Vu in
[31] for Wigner matrices with arbitrary mean (without a smoothness hypothesis), and for
adjacency matrices of random graphs. Lopatto and Luh obtained similar lower bounds in
[28] for sparse matrices, including adjacency matrices for sparse random graphs. Feng and
Wei studied the smallest gaps for the circular β-ensemble, a generalization of the CUE,
for all positive integer β in [14]. In [15], Figalli and Guionnet extended the results of Ben
Arous and Bourgade from [3] to a several-matrix model.

So far, we have discussed only models with one-dimensional spectra, with eigenvalues
lying on either the real line or the unit circle. In [33], Shi and Jiang studied the distri-
bution of the smallest gaps for the complex Ginibre ensemble, a matrix of independent
complex Gaussian random variables, whose spectrum is asymptotically supported in the
unit disk in the complex plane. To the best of our knowledge, this is the only previous
work identifying the asymptotic distribution of extremal gaps for an ensemble possessing
a two-dimensional spectrum. (Shi and Jiang also consider Wishart matrices and unitarily-
invariant β-ensembles, which have one-dimensional spectra.)

In [20], Ge proved a high-probability lower bound on the size of the smallest eigenvalue
gap of any n × n random matrix with independent and identically distributed entries,
subject to a mild regularity condition on the the entry distribution (that is satisfied, for
example, by all distributions with finite variance). Luh and O’Rourke proved a stronger
lower bound in [29] and deduced that when such a matrix has sub-Gaussian entries, the
probability it does not have simple spectrum decays exponentially in n.

High-probability lower bounds for the smallest particle gap in a two-dimensional Coulomb
gas were proved by Ameur in [1], and by Ameur and Romero in [2]. In [39], Thoma studied
the smallest gap for Coulomb gases in two and three dimensions, providing upper and
lower bounds and proving asymptotic tightness. We remark that Thoma’s lower bound in
two dimensions improves on those in [1, 2], and that he proves many other results on the
separation of particles that hold in arbitrary dimension.

In this work, we consider the smallest gaps distribution for the real Ginibre ensemble, a
matrix of independent real Gaussian random variables, whose spectrum is also asymptoti-
cally supported on the unit disk (but with a non-zero probability of real eigenvalues, unlike
its complex counterpart). Due to the strong correlations between eigenvalues, we find that
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the smallest gaps between complex eigenvalues are of order n−3/4. This contrasts with the
smallest gap between n independent points in the disk, which is of order n−1, and confirms
the general principle that random matrix eigenvalues act as mutually repelling particles
whose interactions suppress their fluctuations (relative to those of independent particles).

The methodology of Shi and Jiang in [33] was based on the fact that the eigenvalues of a
complex Ginibre matrix form a determinantal point process, which makes the study of their
smallest gaps amenable to the techniques developed in [3,38]. However, the eigenvalues of
real Ginibre matrices instead have a Pfaffian structure, which makes understanding their
smallest gaps substantially more complicated. This work is therefore the first to deter-
mine the smallest gaps distribution for a two-dimensional ensemble without determinantal
correlation functions.

1.2. Main Result. We begin by introducing some concepts necessary to precisely state
our main result. When possible, our notation and definitions are chosen to match the
previous works [22,33], for consistency with the existing literature.

Definition 1.1. For all n ∈ N, let Gn = (gij)1≤i,j≤n denote a n×n random matrix whose
entries are independent Gaussian random variables such that E[gij] = 0 and E[g2ij ] = 1 for

all i, j. The matrix Gn is called the real Ginibre matrix (GinOE) of dimension n. We also

define Wn = n−1/2Gn.

We refer the reader to [10], [11], and [16] for more information about the GinOE and
the related unitary and symplectic Ginibre ensembles.

Next, we recall two well-known facts about the spectrum of Wn. First, in the limit as
n tends to infinity, the empirical spectral distribution becomes uniformly distributed on
the unit disk D = {z ∈ C : |z| < 1} [7]. Second, the non-real eigenvalues of Wn come in
conjugate pairs, since Wn has real entries. This means that if λ is an eigenvalue of Wn

with non-zero imaginary part, then λ̄ is also an eigenvalue of Wn, and the eigenvalues in
the upper half-plane H = {z ∈ C : Im z > 0} completely determine those in the lower
half-plane.

Given these considerations, we restrict our attention to the eigenvalues of Wn lying in a
given domain contained in the upper half disk

D
+ = {z ∈ C : |z| < 1, Im z > 0},

and study the asymptotic distribution of the smallest gaps among these eigenvalues.1 Fur-
ther, to avoid boundary effects, we will consider only domains at a positive distance from
the boundary of D+. This restriction leads to the following definition.

Definition 1.2. A domain Ω is called admissible if Ω ⊂ D
+.

We will derive the distribution of the smallest gaps from a more general result about the
convergence of a certain point process built from these gaps to a Poisson limit. To define
this process, we begin with the definition of an order on points of C.

1We recall that a domain is is a non-empty connected open subset of C.
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Definition 1.3. For z1, z2 ∈ C, we say that z1 ≺ z2 if Im(z1) < Im(z2), or if Im(z1) =
Im(z2) and Re(z1) < Re(z2).

Let {λi}ni=1 denote the eigenvalues of Wn, indexed so that λ1 ≺ · · · ≺ λn when all
eigenvalues are distinct. On the measure zero set where the eigenvalues are not distinct,
we label the eigenvalues in the same way, except we break ties between equal eigenvalues
arbitrarily.

Definition 1.4. Let Ω denote an admissible domain and set R
+ = [0,∞). We define a

point process χ
(n)
Ω on R

+ as follows. First, for all i ∈ N such that 1 ≤ i ≤ n, we define

i∗ = argmin
j 6=i

{
|λj − λi| : λi ≺ λj, λj ∈ Ω

}
(1.1)

if the set of indices j such that j 6= i and λj ∈ Ω is nonempty. Otherwise, we set i∗ = 0.
We then set

χ
(n)
Ω =

∑

i:λi∈Ω

δn3/4|λi∗−λi|
1{i∗ 6=0}. (1.2)

Remark 1.5. As noted in [33, Remark 1.1], the point of introducing the order ≺ in

the definition of i∗ is to prevent the duplication of gaps in χ
(n)
Ω , to ensure good limiting

behavior. For example, if i∗ were defined as the index minimizing |λi − λi∗ | (without the
order condition), then the smallest gap would appear twice in the set {|λi−λi∗ | : 1 ≤ i ≤ n},
and χ

(n)
Ω could not converge to a Poisson process with an absolutely continuous intensity

measure.

We now state our main theorem on the Poisson convergence of χ
(n)
Ω . For every set S ⊂ C,

let |S| denote the Lebesgue measure of C.

Theorem 1.6. Let Ω be an admissible domain. As n → ∞, the processes χ
(n)
Ω converge

weakly to a Poisson point process χΩ on R
+ with intensity

E
[
χΩ(A)

]
=

|Ω|
π

∫

A
r3 dr (1.3)

for any bounded Borel set A ⊂ R
+.

For the next corollary, we let

t
(n)
1 = min{|λi − λj | : λi ∈ Ω ∧ λj ∈ Ω ∧ i < j} (1.4)

denote the smallest gap between eigenvalues in Ω, and more generally we let t
(n)
ℓ denote

the ℓ-th smallest value in this set. We then define the rescaled gaps

ω
(n)
ℓ = n3/4

(
π

4|Ω|

)1/4

t
(n)
ℓ . (1.5)

Corollary 1.7. For any real numbers 0 < x1 < y1 < · · · < xk < yk, we have

lim
n→∞

P(xℓ < ω
(n)
ℓ < yℓ for all 1 ≤ ℓ ≤ k) =

(
e−x4

k − e−y4k

) k−1∏

ℓ=1

(y4ℓ − x4ℓ).
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In particular, the previous result implies that for any fixed k ∈ N, the rescaled gap ω
(n)
k

converges in distribution to a random variable with density p(x) ∝ x4k−1e−x4
dx.

Remark 1.8. The limiting intensity measure in (1.3) is identical to the one for the smallest
gaps process of the complex Ginibre ensemble (GinUE); see [33, Theorem 1.1].2

1.3. Proof Ideas. As mentioned in Section 1.1, the previous analysis of smallest gaps for
the GinUE in [33] is based on the determinantal structure of the eigenvalue correlation
functions, following ideas of [38] and [3]. Because the GinOE has Pfaffian correlation
functions, this methodology does not immediately apply. However, it was observed in
[22] and [25] that in the bulk of the spectrum, these Pfaffian correlation functions can be
approximated by determinantal ones up to exponentially small additive errors. Using this
idea, we are able to place ourselves back in the determinantal framework of [3, 33,38].

After we make the reduction to a determinantal process, we come to the primary obstacle
in adapting the strategy used for the smallest gaps of the GinUE in [33]. Their proof
relies heavily on the positive-definiteness of the determinantal kernel for the GinUE, while
the kernel in our determinantal approximation is not known to be positive-definite. To
overcome this difficulty, we prove a technical lemma showing that the approximating kernel
is positive-definite (or exponentially small) everywhere in the spectral bulk, except possibly
for a set of asymptotically vanishing measure (see Lemma 3.2). Using the determinantal
approximation in tandem with this lemma, we are able to complete the proof of our main
result by carefully tracking the contribution of the exceptional sets on which the kernel is
not positive definite.

It is natural to wonder whether Theorem 1.6 holds for more general domains. Indeed,
the analysis of the smallest gaps for the GinUE in [33] holds for any region of the complex
plane. The methods here should extend in a relatively straightforward way to any region
Ω such that Ω ⊂ H; that is, we require a positive distance from the real axis but permit
the region to extend beyond the unit circle. Specifically, one can augment the asymptotic
analysis of the Pfaffian kernel in Lemma 2.4, which holds in the interior of the unit disk,
with the asymptotics from [26, Remark 3.4] and [5, Theorem B.1] to access to the entire
interior of the upper half-plane. We omit this extension for brevity, since it requires lengthy
computations. Generalizing our result to regions that intersect the real line would require a
precise accounting of the contributions from the real eigenvalues, and seems more difficult.

1.4. Outline. In Section 2, we begin by recalling previous results on the correlation func-
tions for the GinOE, the Pfaffian, and the determinantal approximation, and state some
straightforward consequences of these results. We also recall some facts about convergence
to Poisson distributions and processes. In Section 3, we state a three key lemmas and show
how they imply our main theorem and its corollary. In Section 4, we prove each of these
key lemmas. Finally, in Section 5, we prove several auxiliary technical lemmas that we
require at various points throughout this work.

2Consequently, the distributions of the rescaled smallest gaps also match. We note for the convenience

of the reader that there is a misprint in the definition of the rescaled gaps τ
(n)
ℓ in [33, Corollary 1.1].
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2. Preliminary Results

2.1. Correlation Functions for the GinOE. We begin by recalling how to compute
(symmetrized) expectations of functions of the eigenvalues (wi)

n
i=1 of Gn. Let C

∗ = C\R
denote the complex plane with the real line removed, and let Ik ⊂ {1, . . . , n}n be the set of
pairwise distinct k-tuples of indices. By [8, (5.1)], for all k, n ∈ N, there exists a function

ρ
(n)
k : (C∗)k → R

+ such that

∫

(C∗)k
f(z1, . . . , zk)ρ

(n)
k (z1, . . . , zk) dz1 . . . dzk = E


 ∑

(i1,...,ik)∈Ik

f(wi1 , . . . , wik)


 (2.1)

for every compactly supported, bounded, and Borel-measurable function f : (C∗)k → R.

We will use the shorthand ρk = ρ
(n)
k , suppressing the n-dependence in the notation. For

more on correlation functions, including their definition for general random point fields,
we refer the reader to [37].

The next lemma identifies the correlation function ρk as the Pfaffian of certain 2k × 2k
matrix. For the reader’s convenience, we begin by recalling the definition of a Pfaffian.

Definition 2.1. The Pfaffian of a 2n × 2n skew-symmetric matrix M = (Mij)
2n
i,j=1 is

defined by

Pf(M) =
1

2nn!

∑

σ∈S2n

sgn(σ)

n∏

i=1

Mσ(2i−1),σ(2i) ,

where S2n is the symmetric group of degree 2n.

The statement below quotes [22, Theorem 1.1] exactly, which collected certain results
from [30, Appendix B.3]. However, we emphasize that these correlation functions were
originally identified explicitly in [18], and the Pfaffian form below was first derived in the
works [8, 17,34,35].

Lemma 2.2. The k-point complex–complex correlation functions of the n-dimensional real
Ginibre ensemble Gn are given by

ρk(z1, . . . , zk) = Pf(K(zi, zj))1≤i,j≤k, (2.2)

where (K(zi, zj))1≤i,j≤k is a 2k × 2k matrix composed of the 2× 2 blocks

K(zi, zj) =

(
Dn (zi, zj) Sn (zi, zj)
−Sn (zj , zi) In (zi, zj)

)
,
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and Dn, In, and Sn are defined by

Sn(z, w) =
ie−(1/2)(z−w̄)2

√
2π

(w̄ − z)G(z, w)sn(zw̄),

Dn(z, w) =
e−(1/2)(z−w)2

√
2π

(w − z)G(z, w)sn(zw),

In(z, w) =
e−(1/2)(z̄−w̄)2

√
2π

(z̄ − w̄)G(z, w)sn(z̄w̄),

where z, w ∈ C
∗ and

G(z, w) =

√
erfc(

√
2 Im(z)) erfc(

√
2 Im(w)), erfc(x) =

2√
π

∫ ∞

x
exp(−t2) dt,

sn(z) = e−z
n−1∑

j=0

zj

j!
.

Remark 2.3. By a change of variables in the definition (2.1), it follows that the k-th
correlation function for the complex eigenvalues of Wn is nkρk(

√
nz1, . . .

√
nzk).

The following lemma is useful for controlling the correlation functions of Wn. Its state-
ment is taken from [22, Lemma 2.3].

Lemma 2.4. Let Ω be an admissible domain, and let dΩ = inf{|z − w| : z ∈ Ω, w ∈
∂D+} denote the distance between Ω and the boundary of D

+. There exist constants
C(dΩ), c(dΩ) > 0 such that

sup
z,w∈Ω

∣∣Dn(
√
nz,

√
nw)

∣∣ ≤ Ce−cn, sup
z,w∈Ω

∣∣In(
√
nz,

√
nw)

∣∣ ≤ Ce−cn,

sup
z,w∈Ω

∣∣Sn(
√
nz,

√
nw)

∣∣ ≤ C.

The statement of the next lemma is from [22, Lemma 2.4]. It was proved in [21, Appendix
B] (and appeared earlier in [19]).

Lemma 2.5. Let M = (Mij)
2n
i,j=1 be a skew-symmetric 2n× 2n matrix such that Mij = 0

for every pair of indices (i, j) such that i ≡ j mod 2. Let M̃ = (M̃)ni,j=1 be the n×n matrix

defined by M̃ij = M2i−1,2j . Then Pf(M) = det(M̃ ).

For all k ∈ N, define the k × k matrix Q(k)(z1, . . . , zk) = (Sn(
√
nzi,

√
nzj))1≤i,j≤k. The

following lemma provides a useful approximation of the correlation functions of Wn by a
determinant (see Remark 2.3). It follows from combining Lemma 2.2, Lemma 2.4, and
Lemma 2.5; we provide a detailed proof in Section 5.

Lemma 2.6. Fix k ∈ N. For every admissible domain Ω, there exists a constant c(k, dΩ) >
0 such that for all n ∈ N,

sup
z1,...,zk∈Ω

∣∣nkρk(
√
nz1, . . . ,

√
nzk)− nk detQ(k)(z1, . . . , zk)

∣∣ ≤ c−1e−cn.
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The next lemma is a consequence of Lemma 2.6 and provides a useful estimate on
Sn(

√
nz,

√
nw) when z and w are close together. Its proof also appears in Section 5. We

define

U(z, w) =
ie(−n/2)(z−w̄)2−n(Im(z)2+Im(w)2)

2π
√

Im(z) Im(w)
(w̄ − z).

Lemma 2.7. Fix an admissible domain Ω and r ∈ R
+. Then there exists a constant

C(r, dΩ) > 0 such that

sup
z,w∈Ω:|z−w|<rn−3/4

∣∣Sn(
√
nz,

√
nw)− U(z, w)

∣∣ ≤ C

n
. (2.3)

2.2. Poisson Convergence. We require two basic convergence results, one for Poisson
random variables and one for Poisson point processes, which are proved in Section 5.

Proposition 2.8. Let {X1}∞n=1 be a sequence of random variables taking values in the
non-negative integers, and let X be a Poisson random variable with rate λ > 0. Suppose
that for all k > 0,

lim
n→∞

E
[
X(X − 1) · · · (X − k)

]
= λk. (2.4)

Then the sequence Xn converges to X in distribution.

Proposition 2.9. Let {χ(n)}∞n=1 be a sequence of point processes on R, and let χ be a
Poisson point process on R with a intensity measure µ, which we suppose has no atoms.
If χ(n)(J) converges in distribution to χ(J) for all bounded Borel sets J ⊂ R, then the
sequence of point processes χ(n) converges in distribution to χ.

3. Proof of Main Result

We now state a series a lemmas and show how they imply the main result. Their proofs
follow in the coming sections.

3.1. Modified Point Process. We begin by introducing a auxiliary point process, the
s-modified point process corresponding to the eigenvalues of Wn. This technique was
originally introduced in the works [36,38].

Given a bounded Borel set A ⊂ R
+, we define the corresponding set

B = {z ∈ C : |z| ∈ A, 0 ≺ z}, (3.1)

omitting the dependence on A in the notation (since the choice of A will always be clear
from context). For all n ∈ N, we set

An = {n−3/4a : a ∈ A}, Bn = {n−3/4b : b ∈ B}, (3.2)

and define
ξ(n) =

∑

i:λi∈Ω

δλi
, ξ̃(n) =

∑

i:λi∈Ω

δλi
1{ξ(n)(λi+Bn)=1}, (3.3)

where the set λi +Bn has the usual definition as λi +Bn = {λi + z : z ∈ Bn}.
The following lemma implies that it suffices to study ξ̃(n) in order to prove our main

result. It is proved in Section 4.
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Lemma 3.1. Let Ω be an admissible domain. For all bounded Borel sets A ⊂ R
+, we

have

lim
n→∞

χ(n)(A)− ξ̃(n)(Ω) = 0, (3.4)

where the convergence is in distribution.

We let τk denote the k-th correlation function for ξ(n), suppressing the dependence on
n in the notation. From the definition of a correlation function (see e.g. [37, Definition 2])
and Remark 2.3, it is straightforward to see that τk is given by

τk(z1, . . . , zk) = nkρk(
√
nz1, . . . ,

√
nzk)1Ω(z1) . . . 1Ω(zk). (3.5)

Further, we let τ̃k denote the k-th correlation function for the modified process ξ̃n. The
function τ̃k can be written explicitly in terms of the functions {τi}ni=1 using the inclusion–
exclusion principle; see [37, (4.5)] for details.

For every k ∈ N, we define the set

Ψk =
{
(z1, . . . , zk) ∈ Ωk : (zi +Bn) ∩ (zj +Bn) = ∅ for all i 6= j, 1 ≤ i, j ≤ k

}
. (3.6)

The following lemma is proved in Section 4.

Lemma 3.2. Fix an admissible domain Ω, a bounded Borel set A ⊂ R
+, and k ∈ N.

(1) There exists a set Z ⊂ Ωk such that µ(Z) = 0 and the following holds. For all
(z1, . . . , zk) ∈ Ωk \ Z with pairwise distinct entries,

lim
n→∞

τ̃k(z1, . . . , zk) =

(
1

π2

∫

B
|z|2 dz

)k

. (3.7)

(2) There exist constants C, c > 0, depending only on A, k, and Ω, such that the
following statements hold for all n ∈ N. There exists a set Wn ⊂ Ωk such that

P(Wn) ≤ Ce−cn, (3.8)

and for all (z1, . . . , zk) ∈ Ψk \ Wn, we have

τ̃k(z1, . . . , zk) ≤ C, (3.9)

and for all (z1, . . . , zk) ∈ Wn,

τ̃k(z1, . . . , zk) ≤ Cn8k. (3.10)

(3) Set Ψk = Ωk \Ψk. Then

lim
n→∞

∫

Ψk

τ̃k(z1, . . . , zk) dz1 . . . dzk = 0. (3.11)

Proof of Theorem 1.6. By the definition of a correlation function [37, Definition 2], we have

∫

Ωk

τ̃k(z1, . . . , zk) dz1 . . . dzk = E

[
ξ̃(n)(Ω)!(

ξ̃(n)(Ω)− k
)
!

]
. (3.12)
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Abbreviating W = Wn, we write∫

Ωk

τ̃k(z1, . . . , zk) dz1 . . . zk =

∫

Ωk

1Ψk\W τ̃k(z1, . . . , zk) dz1 . . . zk (3.13)

+

∫

Ωk

1W τ̃k(z1, . . . , zk) dz1 . . . zk (3.14)

+

∫

Ωk

1Ψk
τ̃k(z1, . . . , zk) dz1 . . . zk. (3.15)

Observe that by the Borel–Cantelli lemma and (3.8), we have

lim
n→∞

1Ψk\W = 1Ω. (3.16)

The integrand in the integral on the right-hand side of (3.13) is uniformly bounded, by
Lemma 3.2(1), so by the dominated convergence theorem, Lemma 3.2(2), and (3.16), we
conclude that

lim
n→∞

∫

Ωk

1Ψk
τ̃k(z1, . . . , zk) dz1 . . . zk =

(
1

π2

∫

B
|z|2 dz

)k (∫

Ω
dz

)k

. (3.17)

Using (3.8) and (3.10), we see that

lim
n→∞

∫

Ωk

1W τ̃k(z1, . . . , zk) dz1 . . . zk = 0. (3.18)

Further, by (3.15), the limit as n tends to infinity of (3.15) also vanishes. Then combining
(3.12), (3.13), (3.18), and (3.17), we find

lim
n→∞

E

[
ξ̃(n)(Ω)!(

ξ̃(n)(Ω)− k
)
!

]
=

(∫

B
|z|2 dz

)k ( 1

π2

∫

Ω
dz

)k

. (3.19)

It follows from Proposition 2.8 that ξ̃(n)(Ω) converges in distribution to a Poisson random
variable with intensity equal to

(∫

B
|z|2 dz

)(∫

Ω

dz

π2

)
=

|Ω|
π

∫

A
r3 dr. (3.20)

Then Lemma 3.1 implies that χ
(n)
Ω (A) converges in distribution to a Poisson random vari-

able with rate given by (3.20). Since this convergence holds for all bounded Borel sets

A ⊂ R
+, Proposition 2.9 implies that χ

(n)
Ω converges to χΩ, as desired. �

For the proof of Corollary 1.7, we additionally require the next lemma, which says that it
is unlikely that three eigenvalues all bunch together on the scale of the smallest eigenvalue
gap. It is also proved in Section 4. We define the random measure

Ξ(3) =
∑

λi1
,λi2

,λi3
pairwise distinct

δ(λi1
,λi2

,λi3
), (3.21)

on C
3, and for all admissible domains Ω and all M > 0, we define

BM = {(z, x1, x2) : z ∈ Ω, |x1 − z| ≤ Mn−3/4, |x2 − z| ≤ Mn−3/4}. (3.22)
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Lemma 3.3. Fix M > 0 and an admissible domain Ω. Then

lim
n→∞

E
[
Ξ(3)(BM )

]
= 0. (3.23)

Proof of Corollary 1.7. Given Theorem 1.6, the proof of this corollary is essentially the
same as that of [33, Corollary 1.1]. We include it here for completeness.

Let t̃1 ≤ · · · ≤ t̃k denote the k smallest values in the set
{
|λi − λi∗ | : λi ∈ Ω ∧ i∗ 6= 0

}
, (3.24)

and define the rescaled values

ω̃ℓ = n3/4

(
π

4|Ω|

)1/4

t̃ℓ. (3.25)

Observe that we have suppressed the n-dependence in the notation for the t̃k and ω̃k. We

also use the shorthand tk = t
(n)
k . We will first show that the ω̃ℓ have the desired joint

limiting distribution, then transfer this result to the ωℓ.
We begin by observing that the event

{xℓ < ω̃ℓ < yℓ for all 1 ≤ ℓ ≤ k} (3.26)

can be written as the intersection of the events
{
χ
(n)
Ω

((
4|Ω|
π

)1/4

(xℓ, yℓ)

)
≥ 1

}
, (3.27)

{
χΩ

((
4|Ω|
π

)1/4

(xk, yk)

)
= 1 for all 1 ≤ ℓ ≤ k − 1

}
, (3.28)

and {
χΩ

((
4|Ω|
π

)1/4

(yℓ−1, xℓ)

)
= 0 for all 1 ≤ ℓ ≤ k

}
, (3.29)

with the convention that y0 = 0. Using this representation, and the fact that χΩ(S1)
and χΩ(S2) are independent when the sets S1 and S2 are disjoint (since χΩ is a Poisson
process), we have

lim
n→∞

P(xℓ < ω̃ℓ < yℓ for all 1 ≤ ℓ ≤ k) =

(
1− e−(y4k−x4

k)
) k−1∏

ℓ=1

(y4ℓ − x4ℓ)e
−(y4ℓ−x4

ℓ)
k∏

ℓ=1

e(y
4
ℓ−x4

ℓ) =
(
e−x4

k − e−y4k

) k−1∏

ℓ=1

(y4ℓ − x4ℓ). (3.30)

Next, we prove that

lim
n→∞

P(∃ ℓ ≤ k such that t̃ℓ 6= tℓ) = 0. (3.31)
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Let pℓ < qℓ denote the indices such that |λpℓ −λqℓ| = tℓ. To show (3.31), it suffices to show

that the probability that the 2k eigenvalues (λpℓ , λqℓ)
k
ℓ=1 are distinct tends to 1 as n → ∞.

Using the notation defined before Lemma 3.3, we find that for every M > 0,

P(∃ ℓ ≤ k such that t̃ℓ 6= tℓ) ≤ P
(
Ξ(3)(BM ) 6= 0

)
+ P(t̃k > Mn−3/4/2) (3.32)

≤ E
[
Ξ(3)(BM )

]
+ P(t̃k > Mn−3/4/2). (3.33)

By Lemma 3.3,

lim
n→∞

E
[
Ξ(3)(BM )

]
= 0. (3.34)

Therefore

lim sup
n→∞

P(∃ ℓ ≤ k such that t̃ℓ 6= tℓ) ≤ lim sup
n→∞

P(t̃k > Mn−3/4/2), (3.35)

and we conclude the left-hand side of (3.35) is zero by taking M to infinity and using
(3.30). �

4. Proofs of Main Lemmas

We begin with the proof of Lemma 3.3, since it is used in the proof of Lemma 3.1. We
then prove Lemma 3.1 and Lemma 3.2. We use the convention that the letters C and c
denote positive constants that may change line to line.

4.1. Proof of Lemma 3.3.

Proof of Lemma 3.3. For all z ∈ C and r ∈ R
+, let

D(z, r) = {w ∈ C : |z − w| < r}.

Set Mn = Mn−3/4. We first note that, by the identification of the correlation functions for
Wn in Remark 2.3, and Lemma 2.6, we have

E
[
Ξ(3)(BM )

]
= n3

∫

Ω

∫

D(λ,Mn)2
ρ3(

√
nλ,

√
nz1,

√
nz1) dz1 dz2 dλ (4.1)

= n3

∫

Ω

∫

D(λ,Mn)2
detQ(λ, z1, z2) dz1 dz2 dλ+O(e−cn), (4.2)

where we abbreviate Q(w1, w2, w3) = Q(3)(w1, w2, w3). Here, and for the rest of this proof,
the implicit constants in the asymptotic O notation depend only on A and Ω. We note
that

detQ(λ, z1, z2) =Q11(Q22Q33 −Q23Q32)−Q12(Q21Q33 −Q23Q31) (4.3)

+Q13(Q21Q32 −Q31Q22). (4.4)

We begin by bounding the first term in (4.3). By Lemma 2.4, we have Q11 = O(1), so we
focus on the difference Q22Q33 −Q23Q32.
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Using Lemma 2.7 with r = τ , we have

Q22 =
ie(−n/2)(z1−z̄1)2−n(Im(z1)2+Im(z1)2)

2π
√

Im(z1) Im(z1)
(z̄1 − z1) +O(n−1) =

1

π
+O(n−1), (4.5)

and similarly

Q33 =
1

π
+O(n−1). (4.6)

Further,

Q23Q32 =
e(−n/2)(z1−z̄2)2+(−n/2)(z2−z̄1)2−2n(Im(z1)2+Im(z2)2)

4π Im(z1) Im(z2)
|z̄1 − z2|2 +O(n−1). (4.7)

Define u1, u2 ∈ C by the relations

z1 = λ+ n−3/4u1, z2 = λ+ n−3/4u2. (4.8)

Note that

z1 − z̄2 = z1 − z̄1 + n−3/4(ū1 − ū2) = 2i Im(z1) + n−3/4(ū1 − ū2) (4.9)

and similarly

z2 − z̄1 = 2i Im(z2)− n−3/4(ū1 − ū2). (4.10)

Using (4.9), (4.10), and Im(z1)− Im(z2) = O(n−3/4), we obtain

−n

2
(z1 − z̄2)

2 − n

2
(z2 − z̄1)

2 − 2n
(
Im(z1)

2 + Im(z2)
2
)

(4.11)

= 2in1/4
(
Im(z2)− Im(z1)

)
(ū1 − ū2) +O(n−3/2) = O(n−1/2). (4.12)

Additionally, we have

|z̄1 − z2|2 = 4 Im(z1) Im(z2) +O(n−3/4). (4.13)

Inserting (4.12) and (4.13) into (4.7), we obtain

Q23Q32 =
exp

(
O(n−1/2)

)

π
+O(n−3/4) =

1

π
+O(n−1/2). (4.14)

To control the error terms in (4.14), we used the fact that

sup
z,w∈Ω:|z−w|<τn−3/4

∣∣U(z, w)
∣∣ ≤ C, (4.15)

which follows from Lemma 2.4 and Lemma 2.7.
Combining (4.5), (4.6), and (4.14), and recalling that we have Q11 = O(1) from Lemma 2.4,

we conclude that

Q11(Q22Q33 −Q23Q32) = O(n−1/2). (4.16)

Parallel reasoning (which we omit) yields

Q12(Q21Q33 −Q23Q31) = O(n−1/2), Q13(Q21Q32 −Q31Q22) = O(n−1/2). (4.17)
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Inserting (4.16) and (4.17) into (4.3), and using (4.2), we have

E
[
Ξ(3)(BM )

]
= n3

∫

Ω

∫

D(λ,Mn)2
O(n−1/2) dz1 dz2 dλ = O(n−1/2). (4.18)

In the last equation, we use that the area of D(λ,Mn) is O(n−3/2). Finally, (4.18) implies
(4.21), which finishes the proof. �

4.2. Proof of Lemma 3.1. Given Lemma 3.3, the following proof is essentially the same
as the first part of the proof of [33, Lemma 3.3]. We give full details for completeness.

Proof of Lemma 3.1. Fix a constant τ > 0 such that A ⊂ (0, τ) and set τn = n−3/4τ for all
n ∈ N. For all z ∈ C and r ∈ R

+, let

D+(z, r) = {w ∈ C : |z − w| < r, z ≺ w}.
We begin by showing that for all indices i such that λi ∈ Ω and i∗ 6= 0, if

1{λi∗−λi∈Bn} 6= 1{ξ(n)(λi+Bn)=1}, (4.19)

then ξ(n)(D+(λi, τn)) ≥ 2. First, suppose that the left-hand side of (4.19) is 1, while the

right-hand side is 0. In this case, ξ(n)(λi + Bn) ≥ 2, which implies ξ(n)(D+(λi, τn)) ≥ 2
by the definition of Bn. Next, suppose that the left-hand side of (4.19) is 0, while the
right-hand side is 1. Then there exists some j 6= i∗ such that λj ∈ Ω and λj ∈ λi +Bn ⊂
D+(λi, τn). Since |λi−λi∗ | ≤ |λi−λj| by the definition of i∗, we have ξ(n)(D+(λi, τn)) ≥ 2.

We conclude that (4.19) implies ξ(n)(D+(λi, τn)) ≥ 2. We also note that if i∗ = 0, then the

term corresponding to λi vanishes in both of the sums χ
(n)
Ω (A) and ξ̃(n)(Ω).

From the previous paragraph, we see that

∣∣χ(n)
Ω (A)− ξ̃(n)(Ω)

∣∣ ≤
n−1∑

i=1

1{ξ(n)(D+(λi,τn))≥2} ≤ Ξ(3)(E), (4.20)

where Ξ(3) denotes the 3-point measure defined in (3.21) and we define

E = {(λ, z1, z2) : λ ∈ Ω, (z1, z2) ∈ D+(λ, τn)
2}.

By Lemma 3.3 and the inclusion E ⊂ Bτ , we have

lim sup
n→∞

E
[
Ξ(3)(E)

]
≤ lim sup

n→∞
E
[
Ξ(3)(Bτ )

]
= 0. (4.21)

By Markov’s inequality and (4.20), this implies (3.4) and completes the proof. �

4.3. Proof of Lemma 3.2. We begin by recalling the following lemma from [23, Theorem
7.8.5].

Lemma 4.1. Let M be an n × n positive-definite Hermitian matrix. For any I ⊂
{1, 2, . . . , n}, let MI be the submatrix of M formed by the rows and columns with in-
dices in I. We have det(M) ≤ det(MI) det(MIc).
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The next lemma shows that Q(k)(z1, . . . , zk) is positive-definite, or exponentially small,
for all but an asymptotically vanishing set of (z1, . . . , zk). We will use it in conjunction
with (4.1) to bound the correlation functions τk. It is proved in Section 5.

Lemma 4.2. Fix an admissible domain Ω. For all k ∈ N, there exist constants Ck(Ω), ck(Ω) >
0 such that the following holds. Define

Ck = {z ∈ Ωk : Q(k)(z) is not positive definite ∧ |nkQk(z)| ≥ Cke
−ckn}, (4.22)

and let µ denote Lebesgue measure on C
k. Then

µ(Ck) < Cke
−ckn. (4.23)

We require the following consequence of Lemma 4.2.

Lemma 4.3. Fix an admissible domain Ω. For all k,m ∈ N with m > k, there exist
constants Ck,m(Ω), ck,m(Ω) > 0 such that the following holds. For all z1, . . . , zk ∈ Ω and
m > k, define

Gk,m(z1, . . . , zk) =
{
(zk+1, . . . , zm) ∈ Ωm−k : (z1, . . . , , zm) ∈ Cm

}
, (4.24)

and

Ck,m =
{
(z1, . . . , zk) ∈ Ωk : µ

(
Gk,m(z1, . . . , zk)

)
> Ck,me−ck,mn

}
. (4.25)

Then

µ(Ck,m) < Ck,me−ck,mn. (4.26)

Proof. We consider Ck,m, ck,m as parameters that will be fixed at the end of the proof. By
Fubini’s theorem,

µ(Ck) =
∫

Ck

dz ≥
∫

Ck,m

∫

Gk,m

dz ≥
∫

Ck,m

Ck,me−ck,mN = µ(Ck,m)Ck,me−ck,mN . (4.27)

We conclude from Lemma 4.2 that

Ck

Ck,m
e−(ck−ck,m)n ≥ µ(Ck,m). (4.28)

The conclusion follows after choosing ck,m such that ck > 2ck,m and Ck,m such that C2
k,m >

Ck. �

We also recall the well-known error function asymptotic

erfc(x) =
e−x2

√
πx

(
1 +O(x−2)

)
, (4.29)

which holds as x → ∞.
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Proof of Lemma 3.2(1). By a standard computation using the inclusion–exclusion principle
(see [37, (4.5)]), we have

τ̃k(z1, . . . , zk) =

∞∑

m=0

(−1)m

m!

∫

z1+Bn

dx1 . . .

∫

zk+Bn

dxk

∫

((z1+Bn)∪...∪(zk+Bn))m
τ2k+m(z1, x1, . . . , zk, xk, y1, . . . , ym) dy1 . . . dym. (4.30)

We note that [37, (4.5)] requires that zi /∈ zj +Bn for all i 6= j, which is true for sufficiently
large n by the assumption that (z1, . . . , zk) has pairwise distinct entries.

We begin by analyzing the m = 0 term, which is
∫

z1+Bn

· · ·
∫

zk+Bn

τ2k(z1, x1, . . . , zk, xk) dx1 . . . dxk. (4.31)

By (3.5) and Lemma 2.6, we have uniformly for all z1, x1, . . . , zk, xk ∈ Ω that

τ2k(z1, x1, . . . , zk, xk, y1, . . . , ym) = n2k detQ(2k)(z1, x1, . . . , zk, xk) +O(e−cn). (4.32)

Observe that Q(2k) is 2k× 2k matrix that can be written as a k× k matrix of 2× 2 blocks

(Q̃ij)1≤i,j≤k, where the Q̃ij have the form

Q̃ij =

(
Sn (

√
nzi,

√
nzj) Sn (

√
nxi,

√
nzj)

Sn (
√
nzi,

√
nxj) Sn (

√
nxi,

√
nxj)

)
.

For 1 ≤ a, b ≤ 2, we will will use Q̃ij(a, b) to denote the (a, b)-th entry in the (i, j)-th block

of Q(2k).
We will analyze the diagonal and off-diagonal blocks separately. Beginning with the

off-diagonal blocks where i 6= j, we claim that there exist constants C, c > 0, depending
only on Ω and the values z1, . . . , zk, such that

max
i 6=j

max
a,b≤2

Q̃ij(a, b) ≤ Ce−cn. (4.33)

We will consider only the case a = b = 1 in detail, since the others are nearly identical.
By (4.29), uniformly for all zi, zj ∈ Ω, we have the asymptotic expansion

Sn(
√
nzi,

√
nzj) = U(zi, zj)sn(nziz̄j)

(
1 +O(n−1)

)
. (4.34)

By [22, Lemma 4.1], there exists a constant C(d̃Ω) > 0 such that for all zi, zj ∈ Ω,

sn(nziz̄j) = 1− 1√
2πn

(ziz̄je
1−ziz̄j)n

1− ziz̄j

(
1 +R(ziz̄j;n)

)
,

∣∣R(ziz̄j ;n)
∣∣ ≤ Cn−1. (4.35)

Inserting this estimate into (4.34), we find

|Sn(
√
nzi,

√
nzj)| ≤ Ce−(n/2) Re(zi−z̄j)2e−n(Im(zi)2+Im(zj)2) (4.36)

×
(
1 + C

∣∣∣e−2(1−ziz̄j)(ziz̄j)
n
∣∣∣
)
. (4.37)
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Next, we note that there exists a constant c(z1, . . . , zn) > 0 such that

e−(n/2) Re(zi−z̄j)
2
e−n(Im(zi)

2+Im(zj)
2) = e−(n/2)|zi−zj |

2 ≤ e−cn, (4.38)

and

∣∣∣e−(n/2) Re(λ−z̄j)2e−n(Im(zi)2+Im(zj)2)
∣∣∣ ≤ e(n/2)(−|zi−z̄j |2+2+2Re(ziz̄j)−2 ln |ziz̄j | (4.39)

= e−(n/2)(|zi|
2+|zj |

2−2−ln |zi|
2−ln |zj |

2)) (4.40)

≤ e−cn, (4.41)

where the last inequality follows from |z|2 − 1 − ln |z|2 ≥ c > 0 for z ∈ Ω (which holds by
the convexity of x 7→ lnx). This completes the proof of (4.33).

We now consider the diagonal blocks, corresponding to the case i = j. By Lemma 2.7,
these take the form

(
Sn(zi, zi) Sn(zi, xi)
Sn(xi, zi) Sn(xi, xi)

)
=

(
U(zi, zi) U(zi, xi)
U(xi, zi) U(xi, xi)

)
+O(n−1), (4.42)

where the additive error term denotes a matrix such that each entry is O(n−1). Since
|U(z, w)| ≤ C uniformly for z, w ∈ Ω, by Lemma 2.7 and Lemma 2.4, we have

det

(
Sn(zi, zi) Sn(zi, xi)
Sn(xi, zi) Sn(xi, xi)

)
= det

(
U(zi, zi) U(zi, xi)
U(xi, zi) U(xi, xi)

)
+O(n−1). (4.43)

We now compute the determinant on the right-hand side of (4.43). Beginning with the
term coming from the diagonal of this block, by direct substitution, we observe that

U(zi, zi) = U(xi, xi) =
1

π
. (4.44)

For the term coming from the cross-diagonal, observe first that

U(zi, xi)U(xi, zi) =
−1

4π2 Im(xi) Im(zi)
· (x̄i − zi)(z̄i − xi)

× exp
(
−n

2

[
(zi − x̄i)

2 + (xi − z̄i)
2
]
− 2n

[
Im(zi)

2 + Im(xi)
2
])

(4.45)

Following the same strategy as in (4.8), since xi ∈ zi + Bn, we will define ui ∈ C by the
equality

xi = zi + n−3/4ui. (4.46)

We now return to (4.45) and analyze each factor separately. First, we have

−1

4π2 Im(xi) Im(zi)
=

−1

4π2 Im(zi)
(
Im(zi) + n−3/4 Im(ui)

)

=
−1

4π2 Im(zi)2
+O(n−3/4). (4.47)
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Secondly, we have

(x̄i − zi)(z̄i − xi) = (−2i Im(zi) + n−3/4ūi)(−2i Im(zi)− n−3/4ui)

= −4 Im(zi)
2 +O(n−3/4). (4.48)

Next, in the exponent, we have

−n

2

(
(zi − x̄i)

2 + (xi − z̄i)
2
)

= −n

2

(
(2i Im(zi)− n−3/4ūi)

2 + (2i Im(zi) + n−3/4ui)
2
)

= −n

2

(
−8 Im(zi)

2 − 8n−3/4 Im(zi) Im(ui) + n−3/2(u2i + ū2i )
)

= 4n Im(zi)
2 + 4n1/4 Im(zi) Im(ui)− n−1/2(Re(ui)

2 − Im(ui)
2), (4.49)

and, for the other term in the exponent,

−2n
(
Im(zi)

2 + Im(xi)
2
)
= −2n

(
2 Im(zi)

2 + 2n−3/4 Im(zi) Im(ui) + n−3/2 Im(ui)
2
)

= −4n Im(zi)
2 − 4n−1/4 Im(zi) Im(ui)

2 − 2n−1/2 Im(ui)
2. (4.50)

Summing (4.49) and (4.50), we see that the exponent is

−n−1/2(Re(ui)
2 − Im(ui)

2)− 2n−1/2 Im(ui)
2 = −n−1/2|ui|2 (4.51)

= −n|zi − xi|2, (4.52)

noting that ui = n3/4(xi − zi). So, (4.45) simplifies to

U(zi, xi)U(xi, zi) =
1

π2
exp

(
−n|zi − xi|2

)
+O(n−3/4). (4.53)

Using (4.44) and (4.53), we compute the determinant on the right-hand side of (4.43) and
find

det

(
U(zi, zi) U(zi, xi)
U(xi, zi) U(xi, xi)

)
+O(n−1) = π−2

(
1− exp(−n|zi − xi|2)

)
+O(n−3/4). (4.54)

Returning to (4.32), and using (4.33), we see that the only non-negligible contributions
to the determinant of Q(2k) are from the 2×2 blocks along the diagonal. Up to an additive
error of O(n−3/4), this is

k∏

i=1

(
n2π−2

∫

zi+Bn

(1− exp(−n|zi − xi|2) dxi
)
. (4.55)

It suffices to compute each integral from this product individually. Making the change of
variable u = n3/4(xi − zi), we compute

n2

∫

zi+Bn

(
1− exp(−n|zi − xi|2

)
dxi = n1/2

∫

B

(
1− exp(−n−1/2|u|2

)
du (4.56)

=

∫

B
|u|2 du+O(n−1/2). (4.57)



SMALLEST GAPS BETWEEN EIGENVALUES OF GAUSSIAN MATRICES 19

We conclude that (4.55) equals
(

1

π2

∫

B
|u|2 du

)k

+O(n−1/2). (4.58)

For future reference, we also note that (4.54) implies that

sup
z∈Ω

∣∣∣∣
∫

z+Bn

n2 detQ(2)(z, x)

∣∣∣∣ ≤ C. (4.59)

It remains to show that the contributions from the terms in (4.30) with m ≥ 1 are
negligible. We begin with the indices m ≥ k + 5. We can bound such a term by
∣∣∣∣∣
(−1)m

m!

∫

z1+Bn

. . .

∫

zk+Bn

∫

((z1+Bn)∪...∪(zk+Bn))m
τ2k+m(z1, x1, . . . , zk, xk,y) dy dx

∣∣∣∣∣

≤ 1

m!
· Cmkmn−3m/2 · Ckn−3k/2 · C2k+mn2k+m =

C3k+2m

m!
kmn(k−m)/2, (4.60)

where we bound the area of integration of y by (Ckn−3/2)m, we bound the area of inte-

gration of x by Ckn−3k/2, and we use the bound τ2k+m ≤ C2k+mn2k+m coming from (2.2),
Remark 2.3, and Lemma 2.4. (Observe that the C in the last inequality is independent of

k and m.) We conclude that the sum of all terms in (4.30) with m > k + 5 is O(n−1/2).
Next, we consider the terms with m < k+5. Fix m < k+5 and set ℓ = 2k+m. We use

the notation C
(n)
k,ℓ to make the dependence of the set Ck,ℓ on n explicit. Using Lemma 4.3,

we compute
∞∑

n=1

µ
(
C(n)
k,ℓ

)
≤ Ck,ℓ

∞∑

n=1

e−ck,ℓn < ∞. (4.61)

Therefore, by the Borel–Cantelli lemma, for every z ∈ Ωk (except a set of measure zero),
there exists n0(z) such that z ∈ Cc

k,ℓ for every n ≥ n0. Since we are proving an asymptotic

statement, we suppose n ≥ n0 for the rest of the proof. Then, since Gk,ℓ(z1, . . . , zk) is

exponentially small for such z ∈ Ωk (by the definition of Ck,ℓ), it remains to bound the
integral over Gc

k,ℓ(z1, . . . , zk) in the m-th term of (4.30).
Define

Aℓ = {(zk+1, . . . , zℓ ∈ Ωℓ−k : Q(ℓ)(z) is positive definite}, (4.62)

and set Bℓ = Gc
k,ℓ(z1, . . . , zk) \Aℓ. By the definition of Gk,ℓ, for (zk+1, . . . , zℓ) ∈ Bℓ we have

nℓ
∣∣detQ(ℓ)(z1, . . . , zℓ)

∣∣ ≤ Ce−cn (4.63)

for some constants C, c > 0 depending only on k and Ω. In particular, the constants are
uniform in ℓ (and hence m) by the assumed upper bound on m. Using (4.63), (4.32), and
that τ2k+m is symmetric in its arguments, we can bound the portion of the integral in the
m-th term over the region Bℓ by∫

Bℓ

detQ(2k+m)(z1, . . . , zk, x1, . . . , xk, y1, . . . , ym) dx dy ≤ Ce−cn, (4.64)
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after increasing the value of C.
Finally, we consider the integral over Aℓ where Q

(2k+m) is positive-definite. We observe
that the integrand here can be estimated by

1Aℓ
detQ(2k+m)(z1, . . . , zk,x,y) ≤ 1Aℓ

detQ(2k)(z1, . . . , zk,x)

(
m∏

i=1

detQ(1)(yi)

)
(4.65)

by iteratively applying Lemma 4.1 since the matrices MI and MIc as defined in Lemma 4.1
are positive-definite whenever M is (since all principal minors of a positive-definite matrix
are positive-definite). By Lemma 2.4, we have

(
m∏

i=1

detQ(1)(yi)

)
≤ Cm. (4.66)

Bounding (4.65) using the estimates (4.65) and (4.66), we find
∣∣∣∣∣

∫

((z1+Bn)∪...∪(zk+Bn))m

∫

z1+Bn

. . .

∫

zk+Bn

1Aℓ
n2k+m detQ(2k+m)(z1, . . . , zk,x,y) dx dy

∣∣∣∣∣

≤ Cnm · n−3m/2

∫

z1+Bn

. . .

∫

zk+Bn

1Aℓ
n2k detQ(2k)(z1, . . . , zk,x)

≤ Cnm · n−3m/2 = Cn−m/2, (4.67)

where the constant C depends on m and Ω, and changes at each appearance. The bound
in (4.67) is o(1), which completes the proof. �

Proof of Lemma 3.2(2). We retain the notations from the previous proof. Our goal is to
prove a uniform upper bound on (4.30). The same argument that gave (4.60) shows that

the that the sum of all terms in (4.30) with m ≥ k + 5 is O(n−1/2). For the terms with
m < k + 5, the previous Borel–Cantelli argument no long suffices, as it is not uniform in

n. Therefore, we reason as follows. Define Xk = X (n)
k ⊂ Ωk by

Xk = Cc
k ∩

(
k+4⋂

m=1

Cc
k,m

)
. (4.68)

For z ∈ Xk, the same argument that gave (4.67) shows the the terms with 0 ≤ m ≤ k + 4
in (4.30) are uniformly bounded by a constant C > 0 (which depends on k and Ω). By
(4.2) and (4.3), there exist constants C, c > 0 (depending on k) such that

P(X c
k ) ≤ Ce−cn. (4.69)

Then with the choice Wn = X (n)
k , we have established (3.8) and (3.9). For (3.10), we note

that (2.2) and (2.4) together show that that there exists a constant C̃ > 0 such that for
every k ∈ N, we have

sup
z1,...,zk∈Ω

τk(z1, . . . , zk) ≤ C̃knk. (4.70)
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We emphasize that C̃ does not depend on k. Using (4.70) in the terms with 0 ≤ m ≤ k+4
in (4.30) shows that their sum is bounded by

Cn3k+4 ≤ Cn8k (4.71)

for some C(k) > 0, where we use k ≥ 1. This shows that (3.10) holds and completes the
proof. �

Proof of Lemma 3.2(3). Consider an arbitrary point (z1, . . . , zk) ∈ Ψk. We begin by defin-
ing an equivalence relation ∼ on the set {1, . . . , k} as follows. This equivalence relation is
determined by two conditions. First, we have i ∼ j if zi− zj ∈ Bn or zj − zi ∈ Bn. Second,
we also have i ∼ j if there exists a sequence i1, . . . , is of indices such that i1 = i, is = j,
and zim ∼ zm+1 for all 1 ≤ m < s. Let p denote the number of equivalence classes under
∼. For each r ∈ N with 1 ≤ r ≤ p, let ir denote the index in the r-th equivalence class
such that zir is the maximal element in this equivalence class under ≺. (The set of z ∈ Ψk

where there is not a unique maximal element in each class has measure zero, and therefore
can be neglected.)

By the definition of ξ̃(n) and Lemma 2.6, there exist C(Ω), c(Ω) > 0 such that

τ̃k(z1, . . . , zk) (4.72)

≤
∫

zi1+Bn

· · ·
∫

zip+Bn

τk+p(z1, . . . , zk, x1, . . . , xp) dx1 . . . dxp (4.73)

≤ nk+p

∫

zi1+Bn

· · ·
∫

zip+Bn

detQ(k+p)(z1, . . . , zk, x1, . . . , xp) dx1 . . . dxp +Ce−cn. (4.74)

We define Yk ⊂ Ωk by

Yk = Cc
k ∩

(
2k⋂

m=1

Cc
k,m

)
. (4.75)

From (4.2) and (4.3), there exist constants C, c > 0 such that

P(Yk) > 1− Ce−cn. (4.76)

Note that by Lemma 2.4 and Lemma 2.6, there exists a constant C(Ω) > 0 such that
∣∣ detQ(k+p)(z1, . . . , zk, x1, . . . , xp)

∣∣ ≤ Ck+p ≤ C2k, (4.77)

since p < k by the definitions of p and Ψk. Then (4.76) and (4.77) together imply that

lim
n→∞

∫

Yc
k

τ̃k(z1, . . . , zk) = 0. (4.78)

It remains to consider the analogous integral over the region Yk ∩Ψk.
Returning to (4.74), we let Ak,p ⊂ Yk denote the set of points (z1, . . . , zk+p) such that

Q(k+p)(z1, . . . , zk+p) is positive-definite, and set Bk,p = Yk \ Ak,p. On Bk,p, we have
|τk+p(z)| ≤ Ce−cn uniformly for all z and all p < k, so the contribution from Bk,p is
negligible by the same argument that gave (4.78).
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On Ak,p, we have after using Lemma 4.1 multiple times that

nk+p

∫

zi1+Bn

· · ·
∫

zip+Bn

1Ak,p
detQ(k+p)(z1, . . . , zk, x1, . . . , xp) dx1 . . . dxp

≤
∏

j 6=i1,...ip

n detQ(1)(zj) ·
p∏

j=1

∫

zij+Bn

n2 detQ(2)(zij , xj) dxj . (4.79)

It follows from the estimate (4.59) above that

sup
z1,...,zp∈Ω

∣∣∣∣∣∣

p∏

j=1

∫

zj+Bn

n2 detQ(2)(zj , xj) dxj

∣∣∣∣∣∣
≤ Cp. (4.80)

We also have, using (2.2), Remark 2.3, and Lemma 2.5, that

sup
z1,...,zk−p

∣∣∣∣∣∣

k−p∏

j=1

n detQ(1)(zj)

∣∣∣∣∣∣
≤ (Cn)k−p. (4.81)

For a given p, the measure of the region of integration in (4.79) is bounded by Cpn
−3(k−p)/2.

Then inserting (4.80) and (4.81) into the right-hand side of (4.79), we find that the integral

is bounded is O(n−k/2+p/2). Since k > p by the definition of Ψk, this finishes the proof. �

5. Proofs of Auxiliary Lemmas

The following proof is similar to the proof of [22, Lemma 3.3]. We give it here for the
reader’s convenience.

Proof of Lemma 2.6. We recall from (2.2) that ρk(
√
nz1, . . . ,

√
nzk) can be written explic-

itly as a Pfaffian. Using Lemma 2.4, all terms in this expansion involving a factor Dn or
In are exponentially small. We conclude that

sup
z1,...,zk∈Ω

∣∣nkρk(
√
nz1, . . . ,

√
nzk)− nk Pf

(
K̃(

√
nzi,

√
nzj)

)
1≤i,j≤k

,
∣∣ ≤ c−1e−cn,

where (K̃(zi, zj))1≤i,j≤k is a 2k × 2k matrix composed of the 2× 2 blocks

K̃(zi, zj) =

(
0 Sn (zi, zj)

−Sn (zj , zi) 0

)
.

The conclusion follows after noting that Lemma 2.5 implies

Pf
(
K̃(

√
nzi,

√
nzj)

)
1≤i,j≤k

= detQ(k)(z1, . . . , zk).

�

Proof of Lemma 2.7. By (4.29), for all z, w ∈ Ω, we have the asymptotic expansion

Sn(
√
nz,

√
nw) = U(z, w)sn(nzw̄)

(
1 +O(n−1)

)
. (5.1)
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By [22, Lemma 4.1], there exists a constant C(d̃Ω) > 0 such that for all z, w ∈ Ω,

sn(nzw̄) = 1− 1√
2πn

(zw̄e1−zw̄)n

1− zw̄

(
1 +R(zw̄;n)

)
,

∣∣R(zw̄;n)
∣∣ ≤ Cn−1. (5.2)

Considering the case z = w, the exponential factor becomes

|z|2e1−|z|2 = exp
(
1− |z|2 + log(|z|2)

)
.

There exists a constant ε(Ω) > 0 such that for all z ∈ Ω, we have ε < |z|2 < 1− ε. Then,
using concavity of the logarithm, we find that there exists δ(Ω) > 0 such that for all z ∈ Ω,

1− |z|2 + log(|z|2) < −δ.

By continuity, it follows that there exists n0(r,Ω) > 0 such that for all z, w ∈ Ω such that

|z − w| < rn−3/4, and all n > n0,

Re
(
1− zw̄ − log(zw̄)

)
< −δ/2, |zw̄e1−zw̄|n ≤ e−δn/2. (5.3)

Inserting (5.3) into (5.2) shows that

sn(nzw̄) = 1 +O(n−1), (5.4)

after noting that (1 − zw̄)−1 is uniformly bounded above for all z, w ∈ Ω. Then inserting
(5.4) into (5.1) completes the proof (after recalling that the left-hand side of (5.1) is O(1),
by Lemma 2.4). �

Proof of Proposition 2.8. Note that Xn → χ(J) in distribution is implied by the statement
that E[Xr] → E[Xr] for all r ∈ N, by [4, Theorem 30.1] and [4, Theorem 30.2].3 Conver-

gence of all moments E[χ(n)(J)r] is implied by the convergence of the factorial moments
on the left-hand side of (2.4), since the factorial moments of order at most r determine the

moment E[χ(n)(J)r], and this completes the proof after recalling the standard fact that the
r-th factorial moment of a Poisson random variable with rate λ is λr (which follows from
a straightforward computation using the probability density function). �

Proof of Proposition 2.9. This follows directly from [24, Theorem 4.15]; see the comment
immediately before its statement. Note that our hypothesis on µ implies that χ is simple,
as required by theorem. We are also using that the collection of bounded Borel subset of
R forms a dissecting ring according to the definition of [24, p. 24]. �

For the proof of Lemma 4.2, we need the following lemma.

Lemma 5.1. Fix an admissible domain Ω and k,m, n ∈ N such that m < k < n. Then

τm(z1, . . . , zm) =
(n− k)!

(n−m)!

∫

Ωk−m

τk(z1, . . . , zk) dzm+1 . . . dzk. (5.5)

3For the application of [4, Theorem 30.1], we recall that the moment generating function of a Poisson
distribution with rate λ is given by exp(λ(et − 1)), whose power series converges for all t ∈ R.
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Proof. Fix a bounded Borel function f : Ωm → R, and define ϕ : Ωk → R by ϕ(z1, . . . , zk) =
f(z1, . . . , zm). We know that f satisfies the equality in (2.1) for τm and that ϕ satisfies
the analogous equality for τk. Analyzing the term on the right-hand side of (2.1), we have
that

∑

(i1,...,ik)∈Ik

ϕ(wi1 , . . . , wik) =
∑

(i1,...,ik)∈Ik

f(wi1 , . . . , wim) (5.6)

=
∑

(i1,...,im)∈Im

(n−m)!

(n− k)!
f(wi1 , . . . , wim). (5.7)

Using (2.1), this implies that
∫

Ωk

ϕ(z1, . . . , zk)τk(z1, . . . , zk) dz1 . . . dzk =

(n−m)!

(n− k)!

∫

Ωm

f(z1, . . . , zm)τm(z1, . . . , zm) dz1 . . . dzm. (5.8)

Additionally, by Fubini’s theorem and the definition of ϕ,
∫

Ωk

ϕ(z1, . . . , zk)τk(z1, . . . , zk) dz1 . . . dzk =

∫

Ωm

f(z1, . . . , zm)

(∫

Ωk−m

τk(z1, . . . , zk) dzm+1 . . . dzk

)
dz1 . . . dzm. (5.9)

Since f was arbitrary, we conclude from comparing the right-hand sides of (5.8) and (5.9)
that (5.5) holds. �

Proof of Lemma 4.2. Define

A = {z ∈ Ωk : Q(k)(z) is positive definite} (5.10)

and let D = Ωk \ A. We let Mi denote the i-th leading principal minor of Q(k), obtained
by removing the last k − i rows and columns. For 1 ≤ j ≤ k, we define

Dj = {z ∈ Ωk | detMj(z) ≤ 0 ∧ ∀ℓ < j detMℓ(z) > 0}. (5.11)

In other words, Dj is the set of z where the smallest principal minor with a non-positive
determinant is the j-th one. By Sylvester’s criterion ([23, Theorem 7.2.5(b)]), we may
write D as the disjoint union of Dj for j = 1, . . . , k:

D = Dk ⊔ Dk−1 ⊔ . . . ⊔ D1. (5.12)

Note that membership in Dm is determined by the first m coordinates, meaning that if
(z1, . . . , zk) ∈ Dm, then for all (wm+1, . . . , wk) ∈ Ωk−m, we have

(z1, . . . , zm, wm+1, . . . , wk) ∈ Dm. (5.13)

With this in mind, we define

D′
m = {(z1, . . . , zm) ∈ Ωm : ∃(zm+1, . . . , zk) ∈ Ωk−m with (z1, . . . , zk) ∈ Dm}. (5.14)
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Fix m ≤ k. By Lemma 2.6, there exists c(k, dΩ) > 0 such that for all (z1, . . . , zm) ∈ D′
m,

we have
τm(z1, . . . , zm) ≤ c−1e−cn, (5.15)

because τm ≥ 0 and detQ(m)(z1, . . . , zm) ≤ 0 on Dm (since Q(m) is the m-th principal

minor of Q(k)).
By Lemma 5.1, it follows that there exists a constant ĉ > 0 such that c > ĉ, and for all

(z1, . . . , zm) ∈ D′
m,

∫

Ωk−m

τk(z1, . . . , zm, wm+1, . . . , wk) dwm+1 . . . dwk =
(n−m)!

(n− k)!
τm(z1, . . . , zm), (5.16)

≤ nkτm(z1, . . . , zm) (5.17)

≤ ĉ−1e−ĉn. (5.18)

Now, if we define

D(z1, . . . , zm) = {(zm+1, . . . , zk) ∈ Ωk−m : τk(z1, . . . , zk) ≥ ĉ−1e−ĉn/2}, (5.19)

then by (5.18) and since τk ≥ 0, we have for all (z1, . . . , zm) ∈ Ωm that
∫

D(z1,...,zm)
τk(z1, . . . , zm, wm+1, . . . , wk) dwm+1 . . . dwk ≤ ĉ−1e−ĉn,

which implies by the definition of D(z1, . . . , zm) that

µ(D(z1, . . . , zm)) ≤ e−ĉn/2.

Define C(m)
k ⊂ Dk by

C(m)
k = {(z1, . . . , zk) ∈ Dk : τk(z1, . . . , zk) ≥ ĉ−1e−ĉn/2}. (5.20)

Then

µ
(
C(m)
k

)
=

∫

(z1,...,zm)∈D′

m

∫

D(z1,...,zm)
dz ≤ |Ω|mĉ−1e−ĉn ≤ 2mĉ−1e−ĉn. (5.21)

Since m ≤ k, we deduce the existence of a constant c̃ > 0 such that ĉ/2 > c̃ and

k∑

m=1

µ
(
C(m)
k

)
≤ c̃−1e−c̃n. (5.22)

Then the desired conclusion holds after setting ck = c̃ and Ck = c̃−1, since with these
choices, we have

Ck ⊂
k⋃

m=1

C(m)
k , (5.23)

and hence

µ(Ck) ≤ µ

(
k⋃

m=1

C(m)
k

)
≤

k∑

m=1

µ
(
C(m)
k

)
≤ c̃−1e−c̃n (5.24)

by (5.22) and a union bound. �
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