leju, Korea N
August 27-29, 2024

. HSI2024 .
INCOSE @ e W

Verification Complexity: Definitions, Measurements,
and Indicators

Sukhwan Jung Alejandro Salado
The University of Arizona The University of Arizona
1127 E James E Rogers Way 1127 E James E Rogers Way
Tucson, AZ, USA Tucson, AZ, USA
shjung@arizona.edu alejandrosalado@arizona.edu

Copyright © 2024 by the authors. Permission granted to INCOSE to publish and use.

Abstract. While verification is an integral process of systems engineering, there is no consensus on
measures for a full-scale verification complexity and what it represents. Verification engineers can
rely on their implicit expertise to determine relative complexity differences, but this is resource in-
tensive and scales badly with large systems. This research aims to define the verification complexity
in an explicit and mathematical manner, suggest relevant measures, and propose indicators for veri-
fication complexity. Data gathering and experiment design have been finished with varying sizes and
interconnections. Background research is being conducted on the verification complexity definition
and relevant measures. Once finished, machine learning models will be trained on the measures with
the proposed definition as a dependent variable. The trained model will then be analyzed to determine
accurate, explicit indicators of verification complexity. These are expected to aid more accurate in-
formation propagation between system stakeholders, especially engineers, reducing system develop-
ment costs.

Introduction

Verification utilizes various activities such as inspection, analysis, or testing to assess whether system
requirements are successfully met (Engel 2010). Such assessment goes through a specific sequence,
forming a verification strategy interconnecting requirements and their verification activities (Walden,
Roedler & Forsberg 2015). As resource efficiency is one of the major considerations in system veri-
fication, reducing the complexity of such verification strategies is crucial. This requires engineers to
accurately understand the degree of complexity, not only for the systems themselves but also for their
verification strategies. We proposed that the verification complexity is dictated at least by the number
of requirements to be verified, the number of possible verification activities that are planned, and
their interconnections (Jung & Salado 2024a). Verification strategies were converted into knowledge
graphs, and their structural properties analyzed for their correlation with their perceived complexity
differences. With primary success with two real-world verification strategies, we are working on
building a mathematical indicator for verification complexity. This is to be done by utilizing machine
learning techniques, training a model for the verification complexity using various verification com-
plexity measures as input. Graph complexity measures were shown to be possible candidates for such
measures as verification strategies can be viewed as knowledge graphs transferring information be-
tween nodes (Jung & Salado 2023a).

There are two tracks to this research: 1) implementation and training of the machine learning model
for verification complexity indicators, and 2) defining the verification complexity itself as well as
determining relevant measures. The first research track is nearing the end of the preparatory stage,
gathering data and technology for experimentation. There exists an initial experiment plan to learn a
mathematical verification complexity indicator with manually stated complexity orders between the
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different verification strategies; we are working on getting expert opinions on the matter. Verification
complexity in this case is defined as an ordinal measure, manually interpreted by analyzing verifica-
tion strategies. This is not a scalable approach, however, as manual interpretations are often incon-
sistent.

We are working on proposing a less implicit definition of verification complexity as a prerequisite to
the main experiment. The idea is to define verification complexity philosophically and mathemati-
cally in a tangible format with data-driven measurements. A wide range of systems engineering do-
mains will be addressed, from the structure of verification strategies to human factors related to the
verification engineers. A list of measures will be deemed relevant to the verification complexity
based on this definition, and a machine learning model will be trained to find combinations that best
represent the defined verification complexity. This will reduce, if not remove, inconsistent measures
while improving their accuracy. The measuring guidelines will be proposed to allow verification
engineers to reproduce the same complexity values in identical verification processes.

The machine-learning technologies and verification strategy graphs gathered in the initial stage of
the research can then be re-used to train a verification complexity indicator. We expect this to be a
low-cost, fast, and reliable complexity indicator aiding verification engineers by providing a mathe-
matical medium for determining and communicating complexity. This would complement the man-
ual verification complexity analysis, which requires a great deal of time and resources at the cost of
accuracy.

This paper is organized as follows. The Verification Strategy Graphs section discusses the dataset,
verification strategy graphs gathered from ten existing literature as well as a description of the two
real-world verification strategies from industry projects. The Machine Learning Models section de-
scribes the use of ensemble learning models and the reasons for it. This research is still a work in
progress and there is no Result section validating the effects of the proposed approach. The Conclu-
sion and Remaining Works section provides a summary of the current research progression as well
as the planned future works.

Verification Strategy Graphs

Graph complexity measures have been used as a measure of system complexity and are expected to
be likely candidates for verification complexity measures as well. To calculate these measures, the
verification strategies extracted for experiments are converted into graphs. We utilized ten verifica-
tion strategies previously found in existing literature (Jung & Salado 2023b). This verification strat-
egy design literature utilized artificially simplified foy problems with smaller problems and fewer
interdependencies between the entities. Literature was reviewed to capture the number of distinct
requirements and verification activities in their strategies as well as the interconnections within them.
Since the graphical structure was integral to this research, explicit entity and relation definitions were
used to gather information. Table 1 shows the ten graphs made out of these ten data sources. The
source articles were searched for predefined graphical formats of their verification strategies; if the
article did not have such graphs, the manuscripts were read for specific textual definitions. Graphl
and Graph6 both resulted in edgeless graphs, as neither source specified the relationships between
V&V activities and their requirements. Graph4 and Graph5 resulted in null states, as their strategies
required additional interpretations; this included distinguishing requirements over different develop-
ment stages, connecting requirements with verification evidence, and so on. Graph measures cannot
be calculated on empty or edgeless graphs; therefore, the remaining six verification strategy graphs
were selected for experimentation.

The size of these six graphs ranges from six nodes with seven edges to 51 nodes with 72 edges. These
toy project graphs are combined with two larger verification strategies from actual industrial settings.
These include verification activities for a non-pharmacological physical treatment device (pharma,



with 404 nodes and 563 edges) and for a defense system product (defense, 8,922 nodes and 17,319
edges). These graphs are expected to represent various complexity difference patterns, such as sig-
nificant size differences (between graphs from existing literature and real-world systems) and signif-
icantly different structures between similar-sized verification strategies (within graphs from existing
literature). We utilized the graph structures because its scalability has been shown with these datasets
(Jung & Salado 2024b); unlike the manual approach, mathematical approaches can be applied to real
world projects regardless of their requirement sizes. This is especially relevant as we believe it is
likely that verification engineers might experience cognitive overloads when trying to reason through
such large networks of data for verifying such large systems.

Table 1: List of Verification Strategies from Existing Literature with Graphical Size Attributes.

Graph Source # Nodes | # Edges
Graphl (Barad & Engel 2006) 11 0
Graph2 (Salado & Kannan 2019) 51 72
Graph3 (Salado, Kannan & Farkhondehmaal 2019) 10 15

Graph4 (Kulkarni et al. 2020) - -
Graph5 (Kulkarni, Wernz & Salado 2021) - -

Graph6 (Kulkarni et al. 2021) 7 0
Graph7 (Xu & Salado 2019)

Graph8 (Xu, Salado & Xie 2020) 14 17
Graph9 (Xu, Salado & Deng 2022) 49 69
Graphl10 | (Xu & Salado 2023) 12 11

Machine Learning Models

There lacks a full-scale verification complexity analysis in the field to our knowledge (Jung & Salado
2023a). We are pioneering the definition of scalable and explicit verification complexity. As such,
the exact format of such a definition is malleable at the moment. Verification complexity could be
defined as an accurate ratio model representing intervals between different verification strategies
with a definition for zero-complexity strategies. On the other hand, it could be limited to an ordinal
model only capable of distinguishing relative differences between them. Measurements would expe-
rience similar issues as both quantitative and qualitative measures can be designated relevant. As
such, we are using an ensemble learning model compatible with various dependent variable formats.

The ensemble method combines various machine learning algorithms such as gradient boosting, ran-
dom forest, boosted classifier, and so on. These algorithms can be selectively utilized to best match
the set of dependent and independent variable formats. The selected algorithms are then randomly
combined and run independently to detect an optimal combined training result, which is then used to
train metalearners stacked on the higher hierarchy (Laan, Polley & Hubbard 2007). The outcome is
a collection and distribution of selected training algorithms for the given training task. Currently,
Python’s scikit-learn! and H20 AutoML? libraries are used to implement the machine learning mod-
els. Both libraries are comprehensive enough to grant basic data preprocessing as well as iteratively
training the models with intermittent model tunings. Since we are planning to have a clearly defined
dependent variable (verification complexity), lower emphasis has been given to the feature engineer-
ing task. Simpler regression algorithms such as linear and polynomial regressions are considered
major candidates for their high interpretability. This is to provide more evidence to the estimated
verification complexity, increasing the trustworthiness of the resulting measure.

Uhttps.//scikit-learn.org/stable/
2 https.//docs.h20.ai/h20/latest-stable/h20-docs/automl. html



Conclusion and Remaining Works

Training on the manually attributed verification complexity is nearly done with the expert analysis
of the model remaining. Necessary experiment preparations are finished including data preprocessing
and program implementation. This part of the research is expected to be done in the near future with
no significant resource investment.

We are conducting multiple research relevant to this paper. Proposing the definition and relevant
measure for the verification complexity is still in its background research stage, with the proposal of
Verification Complexity Framework (Jung & Salado 2024a). We are also researching cognitive psy-
chology to discuss information transaction iterations occurring between the verification engineers
(Jung & Salado 2024c). These transactions naturally influence the information in future transactions
between verification activities and requirements (Salado & Kannan 2018). More frequent processing
results in higher cognitive loads, increasing human errors especially in large systems with complex
problems (Dorner & Giiss 2022; Kirsh 2000). We aim to incorporate cognitive aspects to improve
the verification complexity measures, addressing cognition bias errors caused by cognitive overloads
(Jung & Salado 2024b).
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