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Abstract. Verification is an integral stage of the system engineering process, partially to capture 
human errors during the process. There is, however, seemingly less attention given to the potential 
human errors caused by verification engineers themselves, that is, errors that result from ineffective 
verification planning and/or execution. We focus on two sets of possible cognitive overloads during 
the verification process: short term overloads during each verification event and long-term overloads 
over the system lifecycle. A graph-based mathematical approach is proposed to lower such cognitive 
overloads, utilizing orthogonality and graphical representation. The research is in progress, with the-
oretical and empirical validations remaining. Practical engineering considerations will be added to 
finalize the proposed approach, which will then go through an empirical study for validation. 

Introduction 
Verification, paired with problem definition and system architecture, is one of the main activities of 
systems engineering. With the validation process checking whether the right system was built, the 
verification process determines if the system is built right (Wentworth, Knaus & Aougab 1997). This 
is to capture unintended system errors before they can cause significant system failures; tangible 
evidence is collected to ensure that the intended information transformations are done in given system 
elements (Walden, Roedler & Forsberg 2015).  

The verification process is conceptualized under the assumption that there is no such thing as error-
free engineers. It is assumed that human errors would occur in all stages of the system engineering 
process from system design to operations and management. This is also true for the verification pro-
cess itself– not only human errors expected to occur during verification, but such human errors hold 
significant impact in the overall quality of the system development process. Both in formulation as 
well as implementation, inaccurate verifications bring faulty assumptions about the system which in 
turn derail the future developments.  

However, the human factor has historically seldom been considered while formulating a verification 
strategy. Most of the cognitive research relative to verification has been focused on verifying the 
human factor components of the system and system users instead (Boring 2014; Jeffrey C. & Ronald 
L. 2017; Wishart et al. 2020). We assume that human errors occurring during the verification process 
have an impact on the quality of developed systems, proposing an approach based on human cogni-
tion theories. The introduction of the human factor in the formulation and execution of the verifica-
tion process would be beneficial, as the outcome of the verification strategy is ultimately determined 
by the quality of its implementation by verification engineers.  

We focus on the cognitive loads experienced by verification engineers and their impact on processing 
information and exercising judgement. Cognitive overload leads to faulty information processing and 
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decision making, therefore minimizing such instances during verification is necessary for higher sys-
tem veracity. There are two sets of cognitive systems involved in a verification strategy: working 
memory within each verification iteration and long-term memory over the system lifecycle. We pro-
pose a graph-based mathematical approach to help verification engineers tackle these issues. Orthog-
onality-based verification strategy design and graphical representation are used to structurally lower 
a chance of cognitive overloads for both cognitive systems. 

This paper is organized as follows. The Related Works section discusses the theoretical background 
of the human factors in systems engineering process and the cognitive load theory. The Proposed 
Approach section describes two approaches to overcome the short-term cognitive overload issues 
and solving them in long-term learning. The Conclusion section provides the state of research pro-
gression and future plans, which includes theoretical or empirical experiments. The theoretical and 
practical validation of the proposed approach is still ongoing; the Result section will be added in a 
future full paper with tangible analysis results.  

Related Work 
Human factors in verification. The human factors engineering principle is actively conducting re-
search on human factors related to system operator performance, including human-machine collabo-
rations (Chignell et al. 2023; Salvendy & Karwowski 2021; Wishart et al. 2020). Human factors on 
verification engineers, on the other hand, did not receive significant attention. Research efforts on 
the relationship between human factors and verification are mostly either the extension of operator 
interaction verification (Degani & Heymann 2002), or for verification in different domains. A pro-
gram verification tool competition ‘VerifyThis’ has been proposed to recognize the importance of 
human factors such as creativity in the otherwise automated process (Ernst et al. 2019). While sharing 
the principal concept of verification, their automatic nature was mostly incompatible with the system 
verification which often requires manual involvements. 

Cognitive psychology. Miller’s law (Miller 1956) is one of the most widely accepted theories about 
the information storage capacity of immediate, or working, memory. The law argues that there is ‘the 
magical number seven plus or minus two’ that dictates the number of distinguishable pieces of infor-
mation humans can process concurrently. Information exceeding this number is theorized to be com-
pressed into smaller number of chunks, or schemas, which can then be hierarchically accessed to 
retrieve individual information when needed (Bromley 2019). While there are increasing movements 
to overturn this now nearly 70-year-old law in the field of cognitive phycology domain (Cowan 
2015), its simplicity and empirical evidence supports its position as the basis for basic cognitive 
science research. 

Cognitive load (Sweller 1988) provides a more in-depth analysis for human cognitive loads, which 
is used in a variety of research domains. The theory revolves around the capacity and duration limits 
of working memory. There are three commonly accepted forms of cognitive load: intrinsic, extrane-
ous, and germane loads, each describing the inherent difficulty of the target information, the presen-
tation of information, and effort required for successful schema generation, respectively (DeLeeuw 
& Mayer 2008). The schemas are either encoded into or retrieved from long-term memory, each 
representing memorizing and remembering. Therefore, cognitive overload can not only impede spon-
taneous information processing but also negatively affect long term learning and decision making 
(Klingberg 2009). The hierarchical concept map has been shown to reduce cognitive loads as sche-
mas are known to have pseudo-hierarchical network structures stored in long-term memory (Amadieu 
et al. 2009). 



 

 

Proposed Approach 
We aim to propose a verification planning and reasoning approach utilizing graphical structures to 
tackle both cognitive overload problems in working and long-term memories. This is done by reduc-
ing the cognitive effect of numerous verification activities and their evidence in large systems, en-
couraging engineers to build a more orthogonal verification strategy to enhance schema building and 
reduce long loops. This approach is expected to provide a supporting tool for verification engineers, 
modulating verification strategies and managing implementation policies leading to fewer cognition-
related human errors. In this paper, the term ‘human errors’ encompasses the general definition of 
errors caused by human actors rather than specific types and characteristics. This is to ensure the 
generalizability of the proposed approach. Short- and long-term memories were utilized to describe 
initial coverage of different human error bases, which will be dissected further to allow error-specific 
customizations in the future once the approach undergoes empirical validation. 

Figure 1 shows an example of modularizing a complex verification strategy to reduce the cognitive 
loads of verification engineers. The example verification strategy contains 5,779 parameters, 3,115 
verification activities, and 28 models connected by 17,319 relationships between them. Figure 1(a) 
visualizes the strategy with graphical format; individual entities are so numerous that storing them in 
a working memory is likely impossible to any engineer. We propose to group orthogonal verification 
activities together, converting this graph into a hierarchical modularization tree as shown in Figure 
1(b). Having eight modules at each level, the example verification strategy can be represented within 
a five-level hierarchy. 

 

(a) An example verification strategy. 

 

(b) Verifications with hierarchical modularization. 
Figure 1. An example verification strategy, (a) raw and (b) processed. 

Working memory. The main constraint regarding working memory is the information capacity lim-
itation. While there are individual variations in their cognitive limits, it is generally agreed that ex-
ceeding these limitations causes lower reasoning and decision-making capabilities (Miller 1956). We 
propose that such a threat can be averted in verification by introducing the concept of hierarchical 
verification with orthogonality. By separating components and encapsulating subtasks, a verification 
strategy becomes a collection of orthogonal modules instead of a single interconnected system. The 
verification process can then be independently assessed on orthogonal modules before integration 
between modules can be verified at modular level. This significantly reduces the amount of infor-
mation in the working memory of verification engineers at any given time, reducing the risk of cog-
nitive overload. Note that modules here do not only refer to the traditional partitioning of system into 
components performed in systems engineering. This refers also to identifying modules that are de-
coupled, from a cognitive processing level, at the same level of encapsulation. An example might be 



 

 

features that are totally decoupled. Such orthogonal structures may not always be present in every 
system; we argue that some degree of verification evidence reuse would be allowed in such cases. 

This approach is also scalable with larger systems by formulating a multi-level orthogonality in ver-
ification strategies, dividing each orthogonal module into a collection of sub-modules. Such recursive 
nature allows this approach to be applicable to a wide range of systems with varying sizes. We assume 
that there are optimal numbers of hierarchy levels as well as the size of the lowest-level modules. 
The Miller’s number (seven) is considered to be the golden standard for the amount of information 
at each orthogonal module; the information being verification evidence in the lowest-level module 
and sub-modules in subsequent hierarchies. Our current assumption is that the hierarchy level sizes 
is less important than the number of information being processed at each module, as frequent refresh-
ment of working memory causes significantly lower mental fatigue compared to the instances of 
working memory overloads.  

Long-term memory. We are currently working on an approach to solve the cognitive overload prob-
lem with regards to information processing into long-term memory. This is being studied in two parts, 
minimizing extraneous and germane loads. The extraneous cognitive load minimization can be 
achieved by transforming the verification strategy format to graphs. This grants better visualization 
of the verification evidence flow in a more structured way. This is limited to the fundamental presen-
tation formats; therefore, no specific visualization techniques and user interfaces are required. This 
graphical representation is also being used to minimize germane cognitive load by providing infor-
mation flow in each orthogonal module. We believe that existing graph models such as concept maps 
can be utilized to help engineers internalize the set of information. Policies such as retaining engineer 
assignments to specific orthogonal modules are also being considered. Intrinsic load is mostly de-
pendent on the domain knowledge and experience of verification engineers than the verification strat-
egy therefore is not being considered in this research. 

Conclusion and Remaining Works 
This research is in the late stages of finalizing a proposed approach, with theoretical or empirical 
validation remaining. We are currently in the later stage of theoretical validation with additional 
background research and domain expert consultation. The proposed solutions are also being refined 
with practical limitations such as inherently non-orthogonal verification strategies. Modifications to 
the proposed approach such as overlapping modularization are being considered, along with changes 
to verification policies. Once the proposed solutions are theoretically validated, an empirical study 
will be conducted to determine their effectiveness. An interactive graphical interface will be designed 
for the experiment, providing both the multi-level orthogonal modulization and conceptual represen-
tation with predefined rulesets. Additional considerations need to be given to the experiment design 
separating the effects of individual solutions, which is planned as a future work in the current stage. 
We expect this research to provide a low-cost method to tackle the cognitive overload problem during 
system verification process, ensuring the system is built right with relatively less resources. The re-
sult can then be applied to more complex solutions such as verification strategy in the form of hyper-
graph. 
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